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Abstract
Large language models (LLMs) have drawn great attention from the field of natural language processing and beyond, due to their impressive capability of autoregressive modeling, yet bringing an obvious problem, i.e., the largely increased latency. An emerging idea to alleviate this problem is speculative decoding, which first uses a draft model to draft tokens autoregressively and then makes the target model verify these tokens in parallel. The draft model is typically smaller than the target model, and it essentially trades generation quality for speed. Thereby, speculative decoding can be viewed as a speculative game for the target model in term of verification failures. That is, the lengthy draft tokens proposed by the small draft models could fail in the verification stage. Naturally, a critical question arises: how speculative can speculative decoding be, or in other words, how small can an adequate draft model be and how large can an appropriate number of draft tokens be? This work aims to investigate these questions and demonstrate how the scale of the draft model and the number of draft tokens would have an impact on the overall latency of the speculative decoding. We theoretically show that neither of above two factors will be infinitely speculative. Namely, there is a certain turning point for each of them. We then empirically show that the scale of the draft model could be $10^{-20}$ smaller than the target model and the optimal number of draft tokens should lie in $3-5$.
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1. Introduction
In recent years, large language models (LLMs) such as PaLM (Chowdhery et al., 2022), PaLM-v2 (Anil et al., 2023), GPT-3 (Brown et al., 2020) and ChatGPT (OpenAI, 2023b), have garnered a significantly increasing attention. Notably, those constructed using transformer architectures (Vaswani et al., 2017) and scaling up to billions of parameters have showcased exemplary performance across diverse tasks. This momentum has reverberated beyond the realm of NLP, influencing areas like computer vision (e.g., Zou et al., 2023; Kirillov et al., 2023). Exemplifying this progression, GPT-4 (OpenAI, 2023a), an LLM with trillions of parameters, has captured the imagination of many. GPT-4’s striking capabilities have highlighted the potential of LLMs, prompting individuals from various disciplines to view this advancement as the dawn of a new productivity paradigm.

While LLMs offer undeniable advantages, they are facing a key challenge due to their immense sizes. Such scales can impose substantial hardware requirements and elevate inference latency (Xiao et al., 2023; Hu et al., 2021), potentially compromising the user experience, especially for large batches or time-sensitive tasks. To mitigate this challenge, various strategies have been proposed to expedite LLM inference and curtail latency (Guo et al., 2023; Yang et al., 2023). Correspondingly, a range of approaches have emerged (Zhang et al., 2024; Dao, 2023). A particularly promising approach is speculative decoding, where a leaner draft model aids the generation process (Chen et al., 2023). This draft model produces a sequence of preliminary tokens (called draft tokens), which are subsequently sent to the LLM (the target model) for verification in a single pass.

While this strategy has shown promise in addressing the inference latency problem and enhancing user experience with more efficient interactions, it has also surfaced from a new set of challenges. Specifically, the degree to which the latency is mitigated depends on the scale of the chosen draft model and the number of draft tokens selected. This observation raises a critical question: How speculative can speculative decoding truly be? Specifically, what would be the minimum viable scale for the draft model, and what is the upper limit for the number of draft tokens? We are the first to dive into this important question. This is essential for making a good use of the typically limited resource for deployment while achieving an ideal result.

We illustrate this intricacy in Figure 1. Our hypothesis posits that initially, as the draft model assists, the inference latency should decrease. As the scale of the draft model diminishes, this latency reduction should continue up to a specific model size. Beyond this point, the limited capacity of a smaller draft model may hamper its ability to produce meaningful tokens, leading to an increase in latency. We substantiate this concept using mathematical for-
(a) The impact of the scale of draft model.

(b) The impact of the number of draft tokens.

Figure 1: An optimal scale for the draft model and an optimal number of draft tokens exist. In (a), as the horizontal axis increases, the scale of the draft model decreases. This leads to an initial decrease in latency, followed by an increase, attributed to the reduced capacity of the draft model. In (b), given a specific draft model and target model, the number of draft tokens significantly influences latency. Both an excess and a deficiency of tokens can adversely affect the speedup.

The main contributions of this paper include:

- Pioneering research on key factors influencing the inference latency of speculative decoding.
- Comprehensive experiments exploring the boundaries of speculative decoding, targeting the aforementioned factors. Subsequent analysis yields insights into the optimal range of draft tokens and the most effective scale of the draft model.

2. Background

A wealth of research has focused on the pivotal challenge of reducing LLMs’ inference latency. Often, studies juxtapose compression and acceleration technologies, given their shared objective of boosting model efficiency. This alignment is evident in the comprehensive reviews by Choudhary et al. (2020) and Xu and McAuley (2023).

Inference latency is fundamentally intertwined with memory size. As such, strategies aimed at compressing memory size inherently contribute to reducing this latency. For example, pruning techniques (e.g., LeCun et al., 1989; Lin et al., 2020; Guo et al., 2020) endeavor to discard less crucial weights. Quantization targets the reduction of weight precision, while distillation approaches (e.g., Hinton et al., 2015; Jiao et al., 2019; Sanh et al., 2019; Zhang et al., 2023b; Yang et al., 2022; Zhang et al., 2023d,c,a) seek broader performance enhancements. These techniques have yielded significant speed improvements, often with negligible or zero compromise in performance.

Conversely, some strategies don’t inherently modify memory size. Early exiting (EE) methodologies, exemplified by FastBERT (Liu et al., 2020), SkipBERT (Wang et al., 2022), and BERxit (Xin et al., 2021), employ criteria to halt inference at intermediary layers, facilitating quicker results. Another innovative method, token skipping (e.g., Ye et al., 2021; Guan et al., 2022), bypasses select tokens across layers based on their significance.

One of the most efficacious paradigms for acceleration embraces a trade-off between space and time. As previously alluded to, leveraging a draft model in tandem with the primary model for decoding emerges as an optimal choice. This methodology, termed speculative decoding, has multiple incarnations in the research ecosystem. Noteworthy implementations include Google’s speculative decoding (Leviathan et al., 2023), DeepMind’s speculative sampling (or SpS) (Chen et al., 2023), and the optimal number of draft tokens lies the range between 3 to 5, and that the smaller draft models tend to outperform the larger ones, with the possibility of scaling down by up to 60 times in extreme situations.

The main contributions of this paper include:

- Pioneering research on key factors influencing the inference latency of speculative decoding.
- Comprehensive experiments exploring the boundaries of speculative decoding, targeting the aforementioned factors. Subsequent analysis yields insights into the optimal range of draft tokens and the most effective scale of the draft model.

2. Background

A wealth of research has focused on the pivotal challenge of reducing LLMs’ inference latency. Often, studies juxtapose compression and acceleration technologies, given their shared objective of boosting model efficiency. This alignment is evident in the comprehensive reviews by Choudhary et al. (2020) and Xu and McAuley (2023).

Inference latency is fundamentally intertwined with memory size. As such, strategies aimed at compressing memory size inherently contribute to reducing this latency. For example, pruning techniques (e.g., LeCun et al., 1989; Lin et al., 2020; Guo et al., 2020) endeavor to discard less crucial weights. Quantization targets the reduction of weight precision, while distillation approaches (e.g., Hinton et al., 2015; Jiao et al., 2019; Sanh et al., 2019; Zhang et al., 2023b; Yang et al., 2022; Zhang et al., 2023d,c,a) seek broader performance enhancements. These techniques have yielded significant speed improvements, often with negligible or zero compromise in performance.

Conversely, some strategies don’t inherently modify memory size. Early exiting (EE) methodologies, exemplified by FastBERT (Liu et al., 2020), SkipBERT (Wang et al., 2022), and BERxit (Xin et al., 2021), employ criteria to halt inference at intermediary layers, facilitating quicker results. Another innovative method, token skipping (e.g., Ye et al., 2021; Guan et al., 2022), bypasses select tokens across layers based on their significance.

One of the most efficacious paradigms for acceleration embraces a trade-off between space and time. As previously alluded to, leveraging a draft model in tandem with the primary model for decoding emerges as an optimal choice. This methodology, termed speculative decoding, has multiple incarnations in the research ecosystem. Noteworthy implementations include Google’s speculative decoding (Leviathan et al., 2023), DeepMind’s speculative sampling (or SpS) (Chen et al., 2023), and
HuggingFace’s assisted generation (or AsG) (Joao Gante, 2023), among others.

The speculative decoding approach employs autoregressive models that consist of both the target model and a draft model. In this context, when we refer to autoregressive models, we mean models that generate sequences by regressing on their own previous outputs. Typically, the straightforward application of the target model to generate text directly serves as our baseline method, against which we compare the speedup achieved using different speculative strategies.

Let’s consider a sequence of tokens $x_1, ..., x_n$ as our input. The subsequent $K$ tokens, denoted by $\tilde{x}_{n+1}, ..., \tilde{x}_{n+K}$ are either sampled or generated from the draft model, acting as candidate tokens. Based on this setup, we delve into various speculative decoding algorithms.

For the autoregressive decoding method, abbreviated as ArD, our attention is squarely on the input sequences. These autoregressive models generate the $x_{n+1}$ token directly through the following relationship:

$$x_{n+1} \sim q(x|x_1, ..., x_n)$$

(1)

Here, $q(\cdot|\cdot)$ represents the distribution of the next token $x$ derived from the target model. ArD continuously generates tokens in this manner, one at a time, until it reaches the specified maximum token length.

The Speculative Sampling (SpS) algorithm operates in the following manner:

**Token Acceptance Criteria** SpS determines the acceptance of the next candidate token $\tilde{x}_{n+1}$ based on:

$$r < \min(1, \frac{q(\tilde{x}_{n+1}|x_1, ..., x_n)}{p(\tilde{x}_{n+1}|x_1, ..., x_n)})$$

(2)

Here:

- $p(\cdot|\cdot)$ denotes the probability of the candidate token $\tilde{x}_{n+1}$ as predicted by the draft model.
- $r$ is a random number drawn from the uniform distribution $U[0, 1]$.

**Token Rejection and Sampling** If the condition in Equation (2) is not satisfied, the token $\tilde{x}_{n+1}$ is rejected. The next token is then sampled based on the distribution:

$$\left(q(\tilde{x}_{n+1}|x_1, ..., x_n) - p(\tilde{x}_{n+1}|x_1, ..., x_n)\right)_+$$

(3)

The function $(\cdot)_+$ is defined as:

$$f(x)_+ = \max(0, f(x)) / \sum_x \max(0, f(x))$$

(4)

Upon sampling, SpS exits this iterative loop.

**Additional Token Sampling** If all tokens in the sequence are accepted, SpS samples an extra token $x_{n+K+1}$ from the distribution:

$$x_{n+K+1} \sim q(x|x_1, ..., x_n, x_{n+1}, ..., x_{n+K})$$

(5)

Notably, in this scenario, SpS can provide a maximum of $K + 1$ tokens per iteration. This is more efficient than traditional methods, making it advantageous in certain applications.

AsG method is grounded in a greedy decoding approach. Unlike sampling methods, it deterministically chooses the highest probability token at each step. This deterministic approach is often faster and can be crucial for certain applications. Instead of sampling, AsG selects the token with the highest conditional probability, as described:

$$\tilde{x}_{n+1} = \arg\max p(\tilde{x}_{n+1}|x_1, ..., x_n)$$

(6)

Once the candidate tokens $\tilde{x}_{n+1}, ..., \tilde{x}_{n+K}$ are generated, AsG performs critical steps:

**Token Acceptance Criteria** AsG forwards the candidate tokens to the target model, which subsequently produces a validation token sequence. AsG then decides whether to accept the token $\tilde{x}_{n+1}$ from the candidate token sequence based on a strict match with the corresponding token in the validation sequence. It is evident if the token $\tilde{x}_{n+1}$ aligns with the token $x_{n+1}$. AsG will accept the token $\tilde{x}_{n+1}$. This matching criterion is represented by:

$$\text{Acceptance} = C(\tilde{x}_{n+1}, x_{n+1})$$

(7)

In this context, the function $C(\cdot, \cdot)$ is delineated as:

$$C(f(x), g(x)) = \begin{cases} 0, & \text{if } f(x) \neq g(x) \\ 1, & \text{if } f(x) = g(x) \end{cases}$$

(8)

Provided that Equation (7) is met, AsG continues this evaluation for the subsequent token $\tilde{x}_{n+i+1}$ until either Equation (7) is no longer fulfilled or the token $\tilde{x}_{n+i}$ is the concluding one in the sequence.

**Token Rejection and Sampling** If the condition in Equation (7) is unmet, the token $\tilde{x}_{n+i}$ is discarded. At this juncture, AsG terminates the discrimination loop, retaining all accepted tokens while discarding the remaining candidate tokens from this position onward. Additionally, AsG accepts the token situated immediately after the last accepted position in the validation sequence, as generated by the target model.

**Additional Token Sampling** Should all candidate tokens be accepted, AsG, akin to SpS, will recognize the token positioned at the end of the validation sequence, as produced by the target model.
This additional acceptance serves to bolster the efficiency of decoding. In summary, given a consecutive matching token count of $N$, AsG invariably acknowledges $N + 1$ tokens within the validation sequence, thereby offsetting the stringent matching criterion.

For ease of understanding, Figure 2 shows the process of ArD algorithm. And both of SpS and AsG share the same idea which is illustrated in Figure 3. They follow a similar process: individuals utilize LLMs to complete their tasks. Upon text generation by the LLMs, users review the output to ensure it meets their criteria. If the generated text is satisfactory, it is accepted; otherwise, users discard it and opt to write on their own. Specifically, as for SpS and AsG, they could maintain the same quality of output as output of LLMs because of the internal principle, for end-to-end tasks, these methods can achieve the unanimous metrics as LLMs.

3. Research Questions

In this section, we delve into a detailed examination of the questions raised in previous sections.

To initiate our discussion, let’s consider a specific scenario where the number of draft tokens, denoted as $K$, is 1. Our focus is the latency associated with generating each token. Let’s hypothesize that the probability of the target model accepting a token is $p$. Furthermore, let $a$ and $b$ represent the latencies of the draft and target models in generating and verifying draft tokens, respectively. We can define the expected latency per token, $E_{pt}$, for SpS as follows:

$$E_{pt} = \frac{p(a + b)}{2} + (1 - p)(a + b)$$

In Equation (9), $p$ represents the probability of each token being accepted. This probability, $p$, is influenced by the scale of the draft model, with $K$ being a contributing factor. Moreover, different draft models can also affect $p$. Specifically, we can express it as:

$$p(x|\text{scale, } K)$$

where $x$ is the event of token acceptance. Within the same family of models, it’s evident that the size of a model correlates positively with its computational capacity empirically. Likewise, an increase in model capacity leads to a proportional increase in $p$. This relationship can be represented as:

$$p \propto \text{capacity} \propto \text{scale}$$

Equation (9) depicts the maximum latency of SpS in a specific scenario where $K = 1$ and a given draft model is used. By altering the draft model from the same family, we can adjust $p$ to achieve an ideal latency. The pressing question then becomes: how can one minimize this latency? There may exist an optimal scale for the draft model that minimizes $E_{pt}$.

From the preceding analysis, let’s extend our consideration to a general scenario where $K = k$. The expected latency per token, $E_{pt}$, which is divided into two situations, can be expressed as:

$$E_{pt} = (1 - p)(a + b) + L(1)$$

Here, $L$ presents a recursive decomposition for the overall latency, which is defined by:

$$L(i) = \begin{cases} p\left(\frac{(1 - p)(a + b)}{2} + L(i + 1)\right), & i \neq k \\ \frac{a + b}{2}, & i = k \end{cases}$$

Upon scrutinizing Equation (12) and Equation (13), it becomes evident that there might be an optimal scale for the draft model that minimizes $E_{pt}$, which can be referred to as the smallest size of the draft model.

In parallel, there could be a single value or a range for $K$ that, in conjunction with a specific family of draft models, minimizes $E_{pt}$. Building upon this analysis, our aim is to identify the optimal $K$ and the ideal scale of the draft model.

4. Experiments

4.1. Experiments Setup

We employ the test dataset from LAMBADA (Paperno et al., 2016) as prompts. The LAMBADA dataset comprises the full text of 2,662 novels for training, 4,869 passages for validation, and 5,153 passages for testing. The draft model generates subsequent text based on these prompts, which is then verified by the LLM to determine the acceptance of the tokens. Throughout this process, we measure two primary durations: the average generation time based on the number of prompts, which evaluates the acceleration effect, and the average generation time per token.

To conduct the experiments, several hyperparameters must be established, including sample size, the number of tokens generated in each iteration, and the number of tokens generated with the assistance of the small model. In our experiments, we execute the entire process 500 times to compute the average time. We set the maximum length of generated tokens at 128. We also vary the number of tokens generated with assistance, incrementing from 1 to 7, to discern how large the number of draft tokens could be. The batch size is set to 1 for these experiments.

For our model series, the selection criteria for the model family were twofold: firstly, the family should
Figure 2: Autoregressive LLM drives the text generation process. Based on the given prompt, ArD initially produces the token “looking”. Subsequently, using the prompt and this first token, it autoregressively generates the next token, “at”. This process is repeated until the end.

Figure 3: The SpS optimizes the text generation process. Initially, as depicted in Figure 2, the draft model produces a sequence of tokens. These tokens are subsequently concatenated and introduced to the target model for validation. Based on this validation, the target model either accepts or discards the tokens. For instance, in the figure, the draft model generates the phrase “looking at him”. This concatenated phrase is then passed to the target model. The target model accepts the initial token but discards the succeeding two, choosing instead to generate the word “outside” as its next token and subsequently terminating the validation.

contain as many draft models as possible; secondly, there should be a noticeable size difference between the draft models and the target model. Different model families can not be mixed, because the vocabulary must be the same, and different training data may also result in different distribution between draft model and target model, decreasing the performance. We utilized models such as Pythia (Biderman et al., 2023), Cerebras-GPT (Dey et al., 2023), LLaMA (Touvron et al., 2023), BLOOM (Scao et al., 2022), and GPT2 (Radford et al., 2019) to investigate the speculative capacity of the draft model and to analyze the outcomes. Additionally, to experiment with various scales of draft models, we incorporated several smaller-scale models from different model families, including TinyLLaMA (Zhang et al., 2023e), DistilGPT2 (Sanh et al., 2019), and OpenLLaMA (Geng and Liu, 2023). Furthermore, in pursuit of the same objective, we also tested pruned models as draft models in some experiments, utilizing the LLM-pruner (Ma et al., 2023) as our pruning algorithm and attaching some pruned draft model experiments in SpS. It’s worth noting that due to pruning algorithm reason, we don’t use KV-cache mechanism in some SpS experiments, such as BLOOM and LLaMA, leading to corresponding outputs with AsG used KV-cache often surpass those achieved with SpS in terms of speed and get lower latency, and also getting relatively higher speed up.
Figure 4: The average decoding latency across different model families utilizing the SpS decoding strategy is presented. The horizontal axis indicates the number of tokens decoded by the smaller model in a single instance. Notably, when $k = 0$, only the original base model is used to sample tokens without any assistance. The latency in the Figures of all experimental results in this paper are measured in milliseconds. We used smoothed data to plot this and next figures.

4.2. Main Results

As previously discussed, we have chosen several model families for our study.

Representative Results. The results from the SpS experiments are depicted in Figure 4 and Figure 5. Each subfigure within this figure represents a distinct target model. In contrast, the AsG experiments results are shown in Figure 6 and Figure 7, serving as a control group to mitigate the effects of the algorithm. As for LLaMA series of experiments, its target model has the largest number of parameters in the whole experiments which is beyond the size in others (1B to 7B), and the draft models used are fewer compared to others, many of them are not released by Meta, resulting in dif-
different trend, so we list this set of results separately for both highlighting the importance of draft model and further analysis in later of this Section. The optimal speedups and associated metrics for each target model experiment are provided in Table 1.

**Back to Initial Question.** From Figure 4 and Figure 5, it’s evident that nearly every combination of the draft model and $K$ results in a speedup. However, the magnitude of acceleration varies. This leads us back to our initial queries: What is the maximum number of draft tokens ($K$) that can be used, and how minimal can the draft model be to still be effective for speculative decoding?

**The Optimal Range of Draft Token.** Observing the trends in Figure 4 and Figure 5, we note that as $K$ increases, the inference latency first decreases and then rises. In most scenarios, an ideal speedup is achieved when $K$ ranges between 3 to 5, and it is independent from the draft model family we select, it’s a general conclusion. A token count for the draft that is either too large or too small tends to diminish the acceleration level, sometimes even resulting in
Table 1: We showcase the optimal acceleration levels attained. The results for each target model are presented in three distinct rows. Each row details the draft model used, the value of $K$, the speedup ratio, and the model scaling ratio. These parameters are crucial in achieving the best speedup effect across different sampling methods. Within the table, “Autoregressive” refers to the baseline method that target model is responsible for generation. Consequently, in this row, there’s no accompanying draft model, and the value of $K$ is designated as 0. This table we show the exact data rather than smoothed.

How Small The Draft Model Can Be? To determine the minimum effective size of the draft model, we conducted several experiments. As observed in Table 1, the draft model can be scaled down to between 6 and 18 times smaller than the target model while still maintaining a high acceleration level within the optimal $K$ range. In more extreme cases, as depicted in Figure 4a and Figure 4c, the draft model can be reduced to 40 and 60 times smaller than the target model, respectively, and still achieve comparable or even superior speedups. Intuitively, one might hypothesize that a larger-scale model, while more powerful, would also be slower in inference. Furthermore, as the size gap between the draft model and the target model widens, latency should initially decrease and then increase. However, the data from Figure 4 suggests the opposite: the smaller the draft model, the better the speedup achieved. This leads us to believe that the draft model can be significantly reduced in size and still deliver superior performance. The scales of the draft models we’ve examined so far might not be small enough to observe the point at which the latency curve begins to rise. In simpler terms, we haven’t yet identified the optimal scale for draft model acceleration.

Compression Techniques Can’t Be Applied Directly. Relying solely on methods like pruning to generate a series of smaller draft models is not sufficient to determine the optimal scale. As illustrated in Figure 4b and Figure 5, pruned models exhibit varied performance, often deviating from the general trends observed in our experiments. Specifically, the pruned BLOOM model underperforms in terms of speedup, whereas the pruned TinyLLaMA model demonstrates superior performance. In Figure 5, the performance of the OpenLLaMA draft model (Geng and Liu, 2023) appears to be an outlier, leading us to hypothesize that its capacity might be inadequate for generating consistent experimental results. Meanwhile, the distribution of draft model should align with target model for normal result (Zhou et al., 2023). Simply pruning a model doesn’t guarantee that the resulting draft model will perform effectively, and as such, may not yield valid experimental findings. The outcomes from these pruned models may not provide a decisive conclusion regarding the optimal scale for the draft model due to their post-pruning capacities. To thoroughly investigate the ideal size of the draft model, alternative strategies, such as training models from scratch or employing knowledge distillation (Hinton et al., 2015), should be explored.
5. Conclusions

In this paper, we delve into the extent of speculation in speculative decoding. Specifically, we explore the maximum appropriate number of draft tokens ($K$) and the minimum effective size of the draft model, and find that this $K$ is applicable to different draft models. To neutralize the specific effects of SpS, we employ two sampling algorithms and conduct experiments using five distinct model families. Our experiments yield an ideal range for $K$ and lead to a counterintuitive finding: smaller draft models often offer superior speedup levels. Remarkably, a draft model with a size gap of 60 times smaller than the target model can achieve the optimal performance in some special cases. We believe that after some processing (e.g., constructing a special draft model like Zhou et al., 2023), this finding, namely around 60 times smaller draft model could get an ideal performance, is applicable to more general scenarios. For larger scale models, although further experimentation is yet to be done, the blog of Hugging Face (Joao Gante, 2023) has also suggested an increase of size gap. This is indeed consistent with our findings. We hope that our findings will inform a series of follow-on explorations, e.g., pursuing methods to generate smaller draft models, pinpoint the optimal draft model scale and uncover underlying patterns.

Limitations

This work is focused on addressing the limitations of speculative decoding. Due to the constraints of computation resources, we solely investigated the model scope of 3-13B. For extrapolation to larger model scale, we need to perform more practical experiments. Furthermore, we used some pruned models as well as some existing draft models to detect the acceleration effect. However, some of these models are of a poor generation capability, leading to a poor speculative decoding performance which may not be related to the model scale. Therefore, how to construct a useful and smaller draft model to align with the target model for speculative decoding is still an open research question worth further exploration. Solving the problem would lay a solid basis for us to more accurately detect the scale bounds.
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