Multi-phase quantitative compositional mapping by LA-ICP-MS: Analytical approach and data reduction protocol implemented in XMapTools
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ABSTRACT

Mapping of trace element signatures is an expanding tool in geoscience and material sciences, which allows the study of solid materials, and processes that may not be captured by major elements. Developments in laser-ablation inductively-coupled-plasma mass-spectrometry (LA-ICP-MS) capabilities in the last decade now provide the necessary spatial resolution for in situ element mapping. The acquisition of two-dimensional, fully quantitative and geologically meaningful data with LA-ICP-MS is still a challenging task, and a particular obstacle is the calibration of inhomogeneous phases, such as chemically zoned minerals. This work presents a novel approach to data reduction and image generation for multi-element mapping employing LA-ICP-quadrupole MS (LA-ICP-QMS), implemented in the free and open-source software XMapTools. Three geological applications are presented to illustrate the benefits of the procedures. Garnet from an eclogitic sample (Lato Hills, Togo) and plagioclase, K-feldspar, biotite from a migmatite sample (El Oro Complex, Ecuador) were mapped multiple times at different spatial resolutions to test the calibration quality and chemical detection capabilities. Rutile in a metapelite sample (Val Malenco, Italian Alps) was mapped, and Zr-in-rutile thermometry shows a temperature range of 510 to 550 °C within a single grain. The accuracy of the LA-ICP-MS method was verified by comparison with zoned major and minor element maps (garnet, plagioclase) and Ti-in-biotite geothermometry maps obtained by electron probe microanalysis (EPMA). A spatial resolution of up to 5 μm is achieved with LA-ICP-QMS, which is similar to the resolution reported for LA-ICP-time-of-flight mass spectrometry (LA-ICP-TOFMS), albeit at significantly lower acquisition speed. Maps with lower spatial resolution offer better chemical detection power as demonstrated by lower per-pixel limit of detection (LOD) map calculation. Moreover, such maps are also recorded faster. The pixel allocation strategy and the instrumental conditions also have a direct impact on map quality. We recommend that maps are interpolated to square pixels, where a pixel consists of multiple sweeps to gain an improved detection power. Benchmarks using an emulated LA-ICP-MS mapping show that the spot size, together with scan direction, can lead to a shift in composition depending on the feature size of chemical patterns. This is verified by mapping a thin 10 μm annulus in garnet visible in REE and such compositional shifts can have a significant impact on e.g., diffusion modelling. The new software solution provides a multi-standard and variable composition calibration of LA-ICP-MS maps with single pixel LOD filtering at 95% confidence, allowing the user to quantify inhomogeneous materials of major and trace elements simultaneously with improved accuracy.
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1. Introduction

The use of laser-ablation inductively-coupled-plasma mass-spectrometry (LA-ICP-MS) mapping has increased dramatically over the past decade, especially for in situ (semi-) quantification of major, minor and trace element compositions of geological materials (Phillips et al., 2023; Raimondo et al., 2017; Rubatto et al., 2020; Ubide et al., 2015; Ulrich et al., 2009). LA-ICP-MS is commonly used for single-spot measurements where the signal is integrated over the ablation crater, which is approximately 10–30 μm deep. Spot locations can be determined using surface imaging techniques that capture the uppermost few micrometers of the sample only. The homogeneity of the sample with depth remains unknown except for transmitted light microscopy inspection for the presence of inclusions or cracks; however, the transient signal acquired in single spot mode offers information on whether sample composition is homogeneous down the ablated crater depth. An alternative strategy is to use line scanning instead of single spots to collect intensity data that can be calibrated to produce chemical maps (Paton et al., 2011; Woodhead et al., 2006, 2007). Although quantitative compositional mapping is common for other instruments such as electron probe micro-analysis (EPMA) (e.g., Lanari et al., 2019), the analytical protocol development for LA-ICP-MS mapping is much less advanced. This is due to both analytical and data reduction challenges. Developing an analytical protocol implemented in publicly available software for broader use can therefore help to advance the applicability of LA-ICP-MS mapping methods and, for example, reveal previously unseen details missed by single spot data acquisition routines.

Most LA-ICP-MS systems in geological laboratories can be used for mapping, provided an automated sample stage with μm resolution and ≤2 μm positioning accuracy is available. A simple mapping protocol can be easily implemented as it requires little sample preparation, and several analytical strategies are available (Ubide et al., 2015; Ulrich et al., 2009). The number of elements analyzed in mapping mode with a quadrupole can reach well over 30 with best detection capabilities at the sub-μg/g level within measurement times >4 h (Lanari and Piccoli, 2020; Raimondo et al., 2017). More complex techniques have also been developed to address the limitations of the approach, particularly in terms of spatial resolution. For example, custom-designed systems have been used to resolve single-pulse signals by combining ultrafast laser cells with specific data processing algorithms to achieve sub-spot resolution (Fox et al., 2017; Plotnikov et al., 2008; Van Malderen et al., 2015). This allows the study of synchronization problems between the pulsed laser ablation and the ICP-MS signal recording processes, known as aliasing, as well as artefacts such as blurring and smearing (Gundlach-Gamäuth and Günter, 2016; Norris et al., 2021; Pettke et al., 2006; van Elteren et al., 2019). However, such analytical setups are usually limited to a more restricted number of elements and often require longer measurement times (e.g., Fox et al., 2017). Quantitative compositional mapping using laser ablation time-of-flight MS (LA-ICP-TOFMS) extends the application to higher spatial resolution, faster measurement and a larger set of elements to be measured in one experiment, albeit at higher limits of detection (LOD; Rubatto et al., 2020; Savard et al., 2023).

Regardless of the measurement protocol chosen, a software solution is required for data reduction and processing of LA-ICP-MS maps. Several software solutions exist in the geochemical community (see Chew et al., 2021, for a review). All provide basic tools for converting the raw signal into element intensity maps in X–Y space. This step requires background correction, followed by a drift correction using the intensity of a known reference material. The maps can be calibrated using an external and internal standardization procedure, provided that an elemental composition for a single mineral can be fixed to a spatially constant value as an internal standard and the composition of the same element in a well-characterized calibration material is known as an external standard (see Table 1 for definitions). However, most natural materials like minerals show compositional zoning (e.g., Tracy, 1982) or do not have an element with a constant stoichiometry (e.g., amphiboles, phyllosilicates, feldspars, spinel), necessitating a new solution for internal calibration. After calibration, the map data can be displayed in various chemical diagrams (Lanari and Piccoli, 2020; Raimondo et al., 2017). The most popular software solution for the construction and calibration of LA-ICP-MS maps is the commercial software IOLITE (Paton et al., 2011) with the add-ons CellSpace (Paul et al., 2012) and Monocle (Petrus et al., 2017). Quantitative maps generated with IOLITE can be imported into XMapTools (Lanari et al., 2014, 2019) for further transformations and data visualization (Lanari and Piccoli, 2020; Raimondo et al., 2017; Rubatto et al., 2020). To date, there is no free open source software that can create intensity maps, perform pixel classification, and offer quantification of element maps that are rigorously filtered for the LOD for each individual pixel.

This contribution presents a new measurement routine for quantitative compositional mapping by LA-ICP quadrupole MS (LA-ICP-QMS). An advanced data reduction environment is provided to process and calibrate the raw data embedded in the open-source and free software solution XMapTools (Lanari et al., 2023). The procedure involves the guided generation of intensity maps from time-resolved signals using an interpolation approach. Quantified elemental data for individual pixels are obtained by using an external standardization protocol combined with variable mass fractions of the element used for internal standardization, a previously unavailable prerequisite for minerals of variable compositions. The proposed procedure includes a rigorous calculation of the LOD for individual pixels. Three examples from metamorphic rocks are used to demonstrate the potential of this method for petrological applications.

---

**Table 1**

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition time</td>
<td>Total time of backgrounds and scan times for a given map.</td>
</tr>
<tr>
<td>Background</td>
<td>Gas blank measurement, usually around 30 to 50 s. This accounts for 11 to 30% of the total acquisition time (see text).</td>
</tr>
<tr>
<td>Dwell time</td>
<td>Net measurement time on one analyte (in s).</td>
</tr>
<tr>
<td>External standard</td>
<td>Material of known composition used for measurement calibration, following the IUPAC definition after Ettre (1993).</td>
</tr>
<tr>
<td>Fluence</td>
<td>On-sample surface energy density (in J/cm²).</td>
</tr>
<tr>
<td>Internal standard</td>
<td>A known element mass fraction in the sample used to convert apparent element mass fraction obtained from external standardization into true sample element mass fraction, following the IUPAC definition after Ettre (1993).</td>
</tr>
<tr>
<td>Detector settling time</td>
<td>The time needed by the detector to go from one mass to the next in the element list.</td>
</tr>
<tr>
<td>Mask</td>
<td>Selection of an area of pixels by a particular shape.</td>
</tr>
<tr>
<td>Analyte</td>
<td>Isotope and element of interest set to measure in an element list in the ICP-MS software, corresponds to the m/z ratio of analyte – dalton.</td>
</tr>
<tr>
<td>Pixel</td>
<td>The spatial information of one value, such as a concentration, assigned in X–Y space.</td>
</tr>
<tr>
<td>Pulse</td>
<td>Application of the laser optical power for a duration on the sample.</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>The number of laser pulses emitted per second (in Hz).</td>
</tr>
<tr>
<td>Region of interest (ROI)</td>
<td>An area of several pixels of interest sampled from the dataset.</td>
</tr>
<tr>
<td>Scan</td>
<td>Laser sampling in line scan mode.</td>
</tr>
<tr>
<td>Scan time</td>
<td>Time that laser is ablating and ICP-MS is recording.</td>
</tr>
<tr>
<td>Secondary standard</td>
<td>A reference material of known composition used for quality control purpose by comparison with a primary standard.</td>
</tr>
<tr>
<td>Spot</td>
<td>The shape of the laser beam here as a circular aperture (in μm).</td>
</tr>
<tr>
<td>Sweep</td>
<td>The acquisition of one full sequence of analytes in transient signal mode.</td>
</tr>
<tr>
<td>Sweep time</td>
<td>Total time in s required to measure all the analytes in sequence once.</td>
</tr>
<tr>
<td>Transient raw signal</td>
<td>The raw data output as one continuous time-resolved record of analyte signal intensities.</td>
</tr>
</tbody>
</table>
2. Methods

2.1. Data acquisition

2.1.1. Time resolved analysis resolution

The sweep time of a given acquisition method controls the time resolved analysis resolution in a transient signal of a line scan. For LA-ICP-QMS, if long element lists are needed (>20 elements), the dwell times should be as short as possible to reduce artefacts caused by non-representative sampling (e.g., Pettke et al., 2000), and long enough to detect the element of interest. For a given analyte (i), the LOD can be calculated following Pettke et al. (2012):

\[
LOD = \frac{3.29 \times \sqrt{I_{bkg} \cdot DT_i \cdot \left(1 + \frac{1}{N_i} \right)} + 2.71}{N_i \cdot DT_i \cdot S_i}
\]  

(1)

where \(I_{bkg}\) is the mean intensity of the background (cps), \(DT_i\) the dwell time (s), \(N_{bkg}\) the number of sweeps for the background measurement, \(S_i\) the sensitivity of analyte i (in cps per \(\mu\)g/g of material), and \(N_i\) the number of sweeps for the measurement of the analyte in the sample. The numerical coefficients 2.71 and 3.29 relate to 5% probabilities of false positive and false negative detections as derived from a Poisson distribution (Pettke et al., 2012). The sensitivity \(S_i\) of the analyte is defined after Longerich et al. (1996):

\[
S_i = \frac{I_{unk} \cdot C_{unk} \cdot I_{int} \cdot C_{int}}{C_{std} \cdot I_{std} \cdot C_{std} \cdot I_{std} \cdot C_{std}}
\]  

(2)

with \(I\) as the intensity (cps) and \(C\) as the mass fraction (\(\mu\)g/g) of the internal standard element (int) in the external standard (std) and the unknown sample (unk). Increasing the dwell time and/or the number of sweeps of an element (i) results in a decrease of the LOD, keeping all other parameters unchanged.

2.1.2. Spatial resolution

The spatial resolution of the signal in X and Y directions are different and depend on the scanning direction (vertical or horizontal). Perpendicular to the scan direction, the spatial resolution is controlled by the beam diameter, while along the scan direction it is controlled by the number of overlapping pulses. This number is determined by the repetition rate, which is the product of the scan speed and the sweep time (Fig. 1). The scan speed \(v\) (expressed in \(\mu\)m/s) can be calculated as:

\[
v = \frac{d}{N \cdot t_{acq}}
\]  

(3)

where \(d\) is the beam diameter (in \(\mu\)m), \(t_{acq}\) is the sweep time (in s), and \(N\) is the number of sweeps measured over a scan distance equal to the beam diameter. The spatial resolution along the scan direction is therefore directly proportional to the number of sweeps per scan distance. Fast scan speed is obtained for \(n = 1\), corresponding to a single sweep acquired during a scan distance equal to the beam diameter (Fig. 1a). If \(n > 1\), more than one sweep is acquired for a scan distance equal to the beam diameter (Fig. 1b), resulting in a higher spatial resolution along the scan direction. Spatial resolution is thus inversely proportional to scan speed, keeping all other parameters constant. At high scan speeds (\(v > d/t_{acq}\)) it has to be considered that the analytes are measured sequentially, the sweep and simultaneous stage motion results in a small shift of the spatial reference between the successively recorded analytes (Norris et al., 2021; Raimondo et al., 2017).

The compositional information of a given map is provided for each pixel individually that compose the map. The spatial resolution of the final map is defined by the pixel size. This differs from the spatial resolution of the signal discussed above. Different strategies can be used to convert the measured signal into pixel values. The first strategy is to assign an intensity value to a pixel for each sweep between the start and end positions during the scan. Square pixels are obtained if \(n = 1\) (Fig. 1a) and rectangular pixels if \(n > 1\) (Fig. 1b). This strategy is simple to implement and is used in IOLITE (Paton et al., 2011). Here, for circular laser beams, the material ablated in the outside half-circle at the start and end positions of the sweep is incorrectly included in the pixel value (Fig. 1b–c). A similar problem would occur if a square or rectangular beam shape were used. The second strategy is to apply

![Fig. 1. Continuous line scanning with the laser in X and Y directions and pixel mapping. Three examples are illustrated using a fixed value for the total sweep and variable scan speeds and pixel reconstruction strategies. The values of \(t_{end}\) are different in (a) and (b) and the same in (b) and (c). The blue rectangles represent one sweep. The gray circles show the center position of the laser beam of each single sweep recording, and the purple squares show the shape and position of the pixels on the final map. (a) Fast scan speed resulting in a single sweep measurement for a scan distance equal to the beam diameter. The pixel allocation for the center position results in squared pixels of the same size as the beam diameter. (b–c) Slow scan speed resulting in three sweep cycle measurements for a scan distance equal to the beam diameter. Two pixel generation strategies are illustrated: in (b), a rectangular pixel is generated for each sweep, while in (c) squared pixels are obtained by interpolation across three sweeps for this example as implemented in this work (see text for further explanations). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](https://example.com/figure1.png)
oversampling in one or two dimensions and, additionally, signal deconvolution to reconstruct the true pixel intensity values from all individual measurements (van Elteren et al., 2021). This method offers a more accurate spatial resolution in the map, but has the limitation that the deconvolution process can lead to an increase in the signal uncertainty and therefore affect the precision of the measurement (van Elteren et al., 2021). The third strategy — the one developed here — is to use interpolation methods to transform the intensity signal into maps of square pixels using a value of $n$ that is $\geq 1$. A circular beam is used here because the energy density is more homogeneous for circular beams for laser systems relying on focusing (and not imaging) optics. In addition, the circular beam shape translates into a rectangular area when scanning in line direction (Fig. 1). Scanning over features that are smaller than the beam size will inevitably cause spatial resolution problems for either circular or rectangular beam shapes (see discussion).

2.1.3. Measurement of unknowns and standard materials

The map area of the sample is usually selected based on BSE images or composition maps obtained by EPMA. This area is scanned with horizontal or vertical lines, which are lined up touching each other. Ideally the scanning direction is perpendicular to the compositional features, offering better spatial resolution in the compositional map. A minimum resolution of 10,000 pixels (i.e., $100 \times 100$ pixels) is recommended for each map measured by LA-ICP-MS (Lanari and Piccoli, 2020).

The external and secondary standards used for calibration and quality control need to be scanned frequently to properly monitor instrumental drift (e.g., Longerich et al., 1996). In the proposed protocol, calibration is performed at least every 30 min at the exact same instrumental and data acquisition parameters. A minimum number of 100 sweeps for one line scan on the standard material is used to ensure a statistically meaningful measurement. The length of the line scan on the standard material is determined by the scanning speed and therefore the number of analytes and their dwell times (Eq. 2). In other studies, spot measurements were used to calibrate maps (George et al., 2018).

2.2. Map generation strategy and implementation in XMapTools

The data reduction scheme was implemented in the open source software XMapTools 4.3 (Lanari et al., 2014, 2019). Two modules have been developed for LA-ICP-MS applications: a converter module (Fig. S2.4) and a calibration module (Fig. S2.5). The converter module includes signal intensity extraction, background correction, standard selection and interpolation, and intensity map generation. The calibration module is used for individual calibration of masked regions of pixels.

2.2.1. Converter module

Files containing the transient intensity data are imported together with a compatible laser ablation system log file. Automatic synchronization is performed by comparing the time of the first “laser on” state with the position — in time — of the first transient signal increase in the derivative of the total intensity signal. Signal intensities are then extracted from the raw transient signal by the defined time intervals for each background and line scan measurement for standards and unknowns.

A background correction is first applied and the detected background sweep cycles are interpolated over the time series for each element. Four interpolation methods are available to choose from: linear, polynomial (degree 2), step function, and a custom spline. The custom spline is obtained by cubic spline data interpolation. Signal integration intervals are selected automatically by excluding 10% of the total number of sweeps for the start and end of each background measurement. This value can be manually adjusted for all measurements. The start and end positions of individual background interval measurements can also be set manually. An automatic outlier rejection filter is also applied to each background measurement, rejecting any measurement that is $\geq 3$ scaled median absolute deviation from the median value. The interpolation is then subtracted from the line measurement signal to generate background corrected intensity data, similar to procedures used in IOLITE (Paton et al., 2011) or SILLS (Guillong et al., 2008).

In the next step, one or multiple external standards are selected prior to map generation. Similar to the background selection, an automatic selection is made by excluding 10% of the total number of sweeps at the start and end of each measurement. Manual adjustment of this threshold is possible, as is examination of the signal and modification of the start and end positions of each selection. The four interpolation methods described above are available for external standard data interpolation.

A secondary standard is then used to verify the quality of the calibration. The selected secondary standard is automatically selected by excluding 10% of the sweep cycles at the beginning and end of each measurement. Once a primary and secondary standard have been selected, a comparison is made between the calculated (using the mean intensity value of all selected sweep cycles) and reference element mass fractions of the secondary standard by selecting an element for internal standardization.

Finally, for the unknowns, the start and end positions for each line scan is automatically selected to have an intensity signal that is consistent with the spatial position of the laser between scans. The map area is converted into a Cartesian grid of square pixels with a size equal to that of the beam diameter (Fig. 1). The grid is defined by positions corresponding to pixels. The intensity signal corresponding to each sweep is spatially referenced to the center position of the corresponding scan (Fig. 1). The resulting signal intensity grid has a different resolution along the scan direction when $n \neq 1$ (see Eq. 2). Intensities for the central position of each pixel on the map grid are obtained by interpolating the intensity signal grid surface using a gridded cubic interpolation of the non-zero measurements obtained via a Delaunay triangulation. This procedure is used to extract all data, the background intensity maps

Fig. 2. Optical images of the (a) garnet DKE-352, (b) migmatite BA1013 and (c) rutile from sample AS19-3. a) Shows the targeted garnet grain in a matrix of pyroxene. (b) The residuum with higher biotite abundance next to the leucosome with larger biotite flakes but higher plagioclase abundance. (c) Image of the mapped rutile grain inside the matrix of quartz with visible exsolution needles of ilmenite. Mineral abbreviations are from Warr (2021).
from the interpolated background measurements and the intensity maps for standards and unknowns.

2.2.2. Calibration module

Masked regions of pixels corresponding to a single class (single phases, such as a mineral, glass or metal) within the intensity maps are calibrated individually using an internal standardization approach (Longerich et al., 1996):

\[
\frac{C_{\text{unk}}}{C_{\text{std}}} = k \frac{I_{\text{int}}}{I_{\text{std}}}
\]

(4)

\(C_{\text{unk}}\) is the mass fraction of element (i) in the unknown sample, \(C_{\text{std}}\) the mass fraction of element i in the calibration material, \(I_{\text{int}}\) is the intensity (cps) of element i in the unknown sample, and \(I_{\text{std}}\) the intensity (cps) of element i in the calibration material. The variable k represents the internal standardization factor and forms part of the relative sensitivity factor (RSF) following Halter et al. (2002):

\[
k \frac{I_{\text{int}}}{I_{\text{std}}} = C_{\text{int}} + C_{\text{std}}
\]

(5)

Pixels in the intensity map are calibrated using an analyte of known composition, i.e., the internal standard element (int), in a calibration material and the sample. Each calibration uses either a constant or a variable internal standard element mass fraction as selected by the user. A single value for the internal standard element mass fraction (i.e., \(C_{\text{std}}\)) is commonly used for calibration, but this strategy can only be applied to phases where the internal standard element mass fraction is constant across the phase in the mapped area. To calibrate inhomogeneous materials, a variable internal standard element mass fraction needs to be used. If the variation in the mass fraction of the internal standard element is known, the measured intensities in the map can be matched to the known mass fraction of the internal standard element. In both cases, constant or variable value, the composition is determined by an external technique or mineral stoichiometry, and is set as percent oxide weight which is automatically converted to µg/g element. The constant composition method applies this value to all pixels of the selected class regardless of the intensity value. The variable composition method uses a linear relationship between intensity and composition of the internal standard element. This relationship is manually defined by the user by selecting at least two regions of interest (ROI) and assigning a fixed composition value to each. This information can then be used for interpolation and calibration of materials with a variable internal standard element mass fraction. In addition, a choice of multiple external standards for individual element calibration has been implemented. While this approach is often used to calibrate LA-ICP-MS spot measurements to improve analytical accuracy, to our knowledge none of the mapping software solutions to date offer this feature. Different external standards can be selected by the user for different elements being sampled. Finally, the LOD maps are calculated using eq. 1.

2.2.3. Additional tools

Intensity maps can be used for phase classification using the machine learning algorithms implemented in XMapTools 4.3 (Lanari et al., 2023). The quantitative compositional maps obtained after calibration can be used for structural formula calculations and thermobarometry using functions from the PTtoolbox (Laughton, 2023). Advanced data interrogation is available using the sampling functions or the data visualization module of XMapTools (Lanari et al., 2014, 2019). A spider diagram module is also available and includes advanced tools for visualization and graphical representation or trace element data (Raimondo et al., 2017).

3. Application examples

Three case studies illustrated in Fig. 2 were selected to examine the workflow and calibrations, as well as measurement acquisition conditions and will illustrate selected aspects and benefits of our novel approach. The first example shows a comparison between fast and slow scanning speeds for mapping eclogitic garnets and omphacite from Lato Hills in Togo (maps 1.1, 1.2, and 1.3). The second example shows two multiphase maps acquired with different spatial resolutions of a migmatic sample from the El Oro complex in Ecuador (maps 2.1 and 2.2). This example contains minerals that show strong chemical zoning across the mapped area, thus requiring the variable composition method for internal standardization. The third case study provides trace element maps of rutile from Val Malenco in the Italian Alps used for thermometry (map 3.1).

Data reduction was performed entirely with XMapTools 4.3 (Lanari et al., 2023). Mineral classification was performed using the random forest algorithm. All data presented in this study, including the raw signal, the intensity and calibrated maps, are available in supplementary material 2 and in a Zenodo data repository (https://zenodo.org/doi/10.5281/zenodo.8340229).

3.1. Analytical conditions

3.1.1. LA-ICP-MS

Mapping experiments were performed at the Institute of Geological Sciences, University of Bern, using an ASI Resonetics RESOlation-SE 193 nm excimer laser system with the S155 dual volume sample cell coupled to an Agilent 7900 quadrupole mass spectrometer. The ablated material was transported from the ablation cell to the plasma in an atmosphere of He at a flux of 0.7 L/min mixed with Ar (0.86–0.87 L/min) and N\(_2\) (0.003 L/min) at the exit of the ablation cell. At the beginning of each session instrument optimization included setting the ThO/Th intensity ratio to below 0.3% for low oxide production, and to ensure robust plasma conditions monitored by a U/Th sensitivity ratio of >0.97 (Günther and Hattendorf, 2005). The samples, consisting of polished thin sections (30 µm thick) were loaded into a spring holder of the S155 sample cell. The map areas were defined by a rectangular shape containing evenly spaced line scans using the GeoStar© software (Norris Scientific). A round aperture shape was chosen for all sessions to minimize variations in laser energy density across the beam area. The map size, laser beam diameter and scanning speeds for each map are given in Table 2. Detailed instrument conditions are given in supplementary material S1.

Each map acquisition contains line scans measured over standard reference material and unknowns, i.e., the samples. The sample surface was pre-cleaned prior to each line scan using an aperture one size larger than the beam diameter used for the map and a scanning speed 10 times the normal scanning speed. The data were acquired in transient analysis mode in one continuous acquisition. The following three reference materials were used to evaluate data quality GSD-1G, NIST SRM 612 and NIST SRM 610 (Jochum et al., 2005). For each mapping session, at least two of the three reference materials were used, so that always one primary and one secondary standard material were included (see Supplementary Material S1). Primary and secondary standard materials were measured with at least one scan every half an hour with a minimum distance determined by eq. 3 based on the scan speed in the respective experiment and acquiring a minimum of 100 sweep.

3.1.2. Electron probe micro-analysis

EPMA was performed using a JEOL JXA-8200 instrument at the Institute of Geological Sciences, University of Bern. Each EPMA session consisted of the measurement of spot analyses and X-ray maps. Analytical conditions for spot analyses were 15 KeV accelerating voltage, 10 nA specimen current and 40 s dwell times including \(2 \times 10^2\) s of background measurement. Nine oxide compositions were measured using synthetic and natural standards as follows: wollastonite/orthoclase/garnet (SiO\(_2\)), orthoclase (K\(_2\)O), albite (Na\(_2\)O), magnetite/garnet (FeO, TiO\(_2\)), anorthite (Al\(_2\)O\(_3\), CaO), forsterite (MgO) and tephroite
pressure conditions of 2.8 GPa and 620 °C during the formation of the West Gondwana Orogen at ~610 Ma (Ganade de Araujo et al., 2014). The garnet grain recording the widest range of chemical variability in major elements from core to rim observed in sample DKE-352 was selected for the LA-ICP-MS analysis (Fig. 3).

Three LA-ICP-MS maps were collected on the selected garnet grain (Table 2). Map 1.1 (Fig. 5) was obtained with a spatial resolution of 12 μm to cover the entire grain and includes surrounding minerals such as pyroxene and mica. Map 1.2 and Map 1.3 (Fig. 5) were obtained one month later. Compared to map 1.1, a beam diameter of 5 μm was used to image the mantle to rim transition at a higher spatial resolution. Garnet in the three maps was calibrated using a variable composition of Ca used as the internal standard element. In each case the higher value of Ca was taken in the core area (78,617 μg/g Ca corresponding to 11.00 wt% CaO) and the lower value in the rim (42,882 μg/g Ca corresponding to 6.00 wt% CaO). These CaO contents were determined using average values for ROI in the major element maps obtained by EPMA.

### 3.2. Sample description and map generation

#### 3.2.1. Garnet DKE-352

Sample DKE-352 is a glaucophane-bearing eclogite from the Lato Hills, Togo. The observed mineral association consists of garnet (35–40 vol%), omphacite (15–20 vol%), glaucophane (10–15 vol%), zoisite (15–20 vol%), paragonite (<5 vol%), phengite (<5 vol%), quartz (10–15 vol%) and rutile (<5 vol%). Accessory minerals (<2 vol%) include apatite, zircon, allanite, titanite, ilmenite and hematite. The peak metamorphic minerals in this eclogite have recorded ultra-high P-T conditions of 2.8 GPa and 620–700 °C during the formation of the West Gondwana Orogen at ~610 Ma (Ganade de Araujo et al., 2014). The garnet grain recording the widest range of chemical variability in major elements from core to rim observed in sample DKE-352 was selected for the LA-ICP-MS analysis (Fig. 3).

Three LA-ICP-MS maps were collected on the selected garnet grain (Table 2). Map 1.1 (Fig. 5) was obtained with a spatial resolution of 12 μm to cover the entire grain and includes surrounding minerals such as pyroxene and mica. Map 1.2 and Map 1.3 (Fig. 5) were obtained one month later. Compared to map 1.1, a beam diameter of 5 μm was used to image the mantle to rim transition at a higher spatial resolution. Garnet in the three maps was calibrated using a variable composition of Ca used as the internal standard element. In each case the higher value of Ca was taken in the core area (78,617 μg/g Ca corresponding to 11.00 wt% CaO) and the lower value in the rim (42,882 μg/g Ca corresponding to 6.00 wt% CaO). These CaO contents were determined using average values for ROI in the major element maps obtained by EPMA.

#### 3.2.2. Migmatite BA1013

Sample BA1013 is a migmatite from the El Oro Complex, Ecuador. The sample was collected in the pelitic domain of a metasedimentary xenolith embedded in the Marcabelli pluton (Riel et al., 2013). Two textural and mineralogical domains can be distinguished. (1) The biotite-poor (<15 vol%), grain size 0.5–1 mm leucocratic domain accounts for ~45 vol% of the rock and is composed of K-feldspar (~35 vol%), plagioclase (~15%), quartz (~5%), ilmenite (~1%), magnetite (~1%), and apatite (~1%). This domain is interpreted as a result of partial biotite dehydration melting (Vielzeuf and Holloway, 1988) and referred to as the leucosome. (2) The biotite-rich (>30 vol%, grain size 100–300 μm) melanocratic domain makes up ~55 vol% of the rock and contains biotite (>30%), plagioclase (~55%), cordierite (~8%), spinel (~1%), apatite (~1%) and magnetite (~1%). This domain does not show evidence of melt and is referred to as the residuum. An area of interest was selected at the contact between the leucosome and the residuum (see Fig. 2 and 4a). The three main phases, plagioclase,
biotite, and K-feldspar show major element variation. Plagioclase is strongly zoned in anorthite molar fraction from 0.1 to 1.0 (Fig. 4b), as reflected in major element variations (~10 wt% in Na2O; ~20 wt% in CaO; ~15 wt% in Al2O3; ~3 wt% in SiO2). Biotite shows a variation of <2 wt% in SiO2 and a higher variability of ~5 wt% in Al2O3. K-feldspar varies ~2 wt% in SiO2, ~3 wt% in NaO and <1 wt% in Al2O3.

Two adjacent maps of 1 × 4 mm were obtained within the same area of the element maps from EPMA in two separate sessions. The first part map 2.1 was obtained with a spatial resolution of 20 μm and the second part map 2.2 with 10 μm in a separate analytical session, both covering the leucosome and residuum domains. Internal standardization of plagioclase was done with variable CaO mass fraction, because plagioclase contains no major element of constant mass fraction suitable for internal standardization with a constant value. For each map part, the minimum and maximum anorthite molar fraction in plagioclase (Xan) domains were defined as ROI for the calibration. Map 2.1 regions are in the high Xan domain (131,504 μg/g Ca corresponding to 18.40 wt% CaO) and low Xan next to the larger biotite grain (30,732 μg/g Ca corresponding to 4.30 wt% CaO). Map 2.2 regions relate to a medium-high Xan patchy domain at the contact between the two map parts (95,055 μg/g Ca corresponding to 13.30 wt% CaO) and a low Xan domain near the biotite flake (25,729 μg/g Ca corresponding to 3.60 wt% CaO). Calibration of biotite used Si as the internal standard element with a value of 166,861 μg/g corresponding to 35.70 wt% SiO2. K-feldspar was calibrated using Al as the internal standard element with a value of 98,450 μg/g corresponding to 18.60 wt% of Al2O3. All values were determined using average values for ROIs in the major element maps obtained by EPMA.

3.2.3. Rutile AS19–3

The metapelitic sample AS19–3 from Alpe Senevedo Superiore, Val Malenco (Italian Alps) reached high-pressure upper greenschist facies conditions of ~1.0 ± 0.3 GPa and 475 ± 25 °C (Bissig and Hermann, 1999). The observed mineral association consists of garnet (~10 vol%), chlorite (~15%), amphibole (~35%), quartz (~20%), white mica (~10%) and rutile (~10%). Rutile occurs as ~200 μm-sized grains within the matrix and can reach cm-sized grains within the quartz layer where the rutile contains ilmenite dissolution needles. The mapped rutile grain originates from the quartz domain (see Fig. 2).

A map of 2.5 mm2 size has been acquired using LA-ICP-MS covering ~80% of the rutile grain shown in Fig. 2c. Rutile in the map was calibrated using Ti as internal standard element (599,260 μg/g Ti corresponding to 99.96 wt% of TiO2).

4. Results

4.1. Garnet DKE-352

The results of structural formula calculations for garnet are shown in Fig. 5 and trace element maps in Fig. 6. Additional compositional maps are in the supplementary material S2. Major, minor, and trace element maps for pyroxene from both EPMA and LA-ICP-MS are provided in supplementary material S2 but not discussed here.

The maps of the end-member molar fractions (Xsps for spessartine as Mn/(Fe + Mg + Ca + Mn); Xalm for almandine as Mn/(Fe + Mg + Ca + Mn); Xprp for pyrope as Mg/(Fe + Mg + Ca + Mn); and Xgrs for grossular as Ca/(Fe + Mg + Ca + Mn)) obtained by LA-ICP-MS are consistent with those obtained using the EPMA (Fig. 5). Distinct compositional zoning is observed between core, mantle and rim for garnet, with Xsps, Xalm, and Xprp showing patchy distribution within the mantle. The Xsps, LA-ICP-MS maps show slightly higher contents of ~1–3% in the patchy areas compared to EPMA data (Figs. 5a–d). Small veinlets connecting the outermost rim and the core of the garnet grain are observed in the Xsps map (Fig. 5e). The distribution of Xsps also shows an increase around the garnet core, separating core from mantle. These veinlets are still visible but not well resolved in the LA-ICP-MS maps, especially for the 12 μm resolution (Fig. 5f). The sharpness of the veinlets is improved in the maps obtained with 5 μm resolution (Fig. 5g). Faint oscillatory zoning is observed in the EPMA Xsps map (see arrow in Fig. 5m) but is not resolved in the LA-ICP-MS maps.

The garnet sample DKE-352 shows strong compositional zoning for most trace elements (supplementary material S2). A discussion of the systematics and differences between the LA-ICP-MS maps is based on Dy, Lu, and Y (Fig. 6a–d). An annulus is visible for Dy, Lu, and Y at the boundary between core and mantle. This feature is thin and sharp in the REE maps (e.g., Fig. 6a–c) and is positionally consistent with the
manganese enrichment around the garnet core (Fig. 5 e–h). Similarly, the transition between mantle and rim in the REE maps is sharper than that observed for the major elements. Furthermore, the elements Dy, Lu, and Y show a similar trend of increasing content from the inner rim to the outer rim and a sharp contrast between the mantle part wrapping the annulus and progressing towards the inner rim.

The three selected elements were reproduced between the three maps 1.1, 1.2 and 1.3. The average mantle composition in Dy is 19.5 μg/g for map 1.1, 17.9 μg/g for map 1.2 and map 1.3, and showing differences up to 8.5%. Values for Y decrease from mantle to inner rim from ~116 μg/g to ~25 μg/g in map 1.1 and from ~119 μg/g to ~24 μg/g in map 1.2 (similar for map 1.3), which corresponds to differences between map 1.1 and 1.2 of 2.5% and 4%, respectively. The average value of Lu in the mantle is 1.8 μg/g in map 1.1 and 1.9 to 2.0 μg/g in map 2.2 and 2.3 corresponding to a difference of 5 to 8%. A larger difference is found in Dy and Lu content of the annulus when comparing map 1.1 with map 1.2 and 1.3. Map 1.1 records generally lower values for the annulus with a maximum value of 58 μg/g whereas map 1.2 and 1.3 reach up to 75 μg/g. This is a difference of 25%.

Comparing the LOD of the pixels for the three elements between the three maps shows some expected differences related to the spatial resolution. The LODs are generally higher for the maps with the smaller spot size and this is visible in the Dy and Lu maps where some pixels in the garnet mantle region are below the LOD (see Fig. 6 a–f). This is due to the fact that the mass of aerosol ablated per unit time increases with increasing pixel size (keeping all other parameters constant); hence, the LOD is inversely proportional to pixel size. The average LOD of Dy for map 1.1 is 0.9 μg/g, and for maps 1.2 and 1.3 it is 2.7 μg/g. The LOD of Lu is 0.2 μg/g for map 1.1, and 0.7 μg/g for maps 1.2 and 1.3. For Y it is 0.28 μg/g and 0.74 μg/g, respectively.

4.2. Migmatite BA1013

Compositional maps for biotite, K-feldspar, and plagioclase were generated using constant and variable mass fractions for the internal standard element (see above). Pixels corresponding to other phases (e.g., magnetite and cordierite) were not considered due to their mixed composition. The calibration procedure, including the generation of maps for LOD, is presented using the example of Ba for the two LA-ICP-MS maps (Fig. 7). The maps for major elements (CaO, Na₂O, Al₂O₃) and
structural formula maps ($X_{an}$) for plagioclase obtained by LA-ICP-MS are then compared with EPMA data (Fig. 8). The comparison between EPMA and LA-ICP-MS data also includes maps of Ti-in-biotite thermometry (Fig. 9). Finally, results for selected trace elements are shown in Fig. 10. Additional maps of major elements, structural formulae and trace elements of plagioclase, biotite and K-feldspar are in supplementary material S2.

Map 2.1 was measured with 20 $\mu$m spot size and shows generally higher pixel intensities in Ba for all phases compared to map 2.2 which was measured with 10 $\mu$m spot size (Fig. 7b). After calibration no significant difference in major and trace element pattern is observed between maps 2.1 and 2.2 (e.g., Ba in Fig. 7c). Plagioclase shows a homogenous distribution of Ba ($\sim$300 $\mu$g/g), with the exception that lower contents ($\sim$70 $\mu$g/g) are observed in the high $X_{an}$ domains (Fig. 4b). Biotite shows patchy Ba zoning especially in the larger grain located in the leucosome domain. K-feldspar shows both patchy zoning and domain zoning in Ba with a decrease of $\sim$2000 $\mu$g/g between the upper and lower part of the leucosome. Note that the transition between these two K-feldspar compositions is not located at the boundary between the two maps. Calculated maps of LOD (Fig. 7d) show $\sim$50% lower values in map 2.1 (20 $\mu$m) compared to map 2.2 (10 $\mu$m), again illustrating the inverse proportionality between pixel size and LOD for a given analytical protocol. The LOD map shown in Fig. 7d displays a pattern that reflects the different minerals present in the mapped area, because the ablation rate per unit time is variable for different minerals. As a consequence, the mineral-specific sensitivities for each analyte are variable for different minerals, resulting in variable LODs for the minerals mapped (keeping all other analytical parameters constant; compare eq. 1).

After calibration, an excellent agreement in composition is observed between maps 2.1 and 2.2 for major, minor and trace elements (Figs. 7, 8, 10), and between EPMA and LA-ICP-MS quantitative maps. The CaO maps of plagioclase obtained by LA-ICP-MS and EPMA record a compositional variation of $\sim$20.0 wt% with a patchy zoning along the transition from residuum to leucosome (Fig. 8a, e). Plagioclase zoning in Na$_2$O shows $\sim$10.0 wt% variation across the area for both LA-ICP-MS and EPMA maps (Fig. 8b, f).

Maps of LA-ICP-MS and EPMA show both illustrate the variation between almost pure anorthite and albite in the calculated map of $X_{an}$. Two selected ROIs show the local average value for $X_{an}$, one in the leucosome and one in the residuum area (see Fig. 8d, h). The value from EPMA results show in average 19% $X_{an}$ (integrating 3400 pixels) and LA-ICP-MS shows 18% $X_{an}$ (integrating 180 pixels) in the leucosome. In the residuum, $X_{an}$ determined by EPMA is 63% (integrating 470 pixels) while that determined by LA-ICP-MS is 61% (integrating 21 pixels) on average.
The Ti-in-biotite temperature map obtained from EPMA results shown in Fig. 9a illustrates a gradual increase from left to right in the residuum domain from 600 to 700 °C. The large biotite flake in the leucosome domain yields the highest temperature of between 700 and 750 °C showing a slight irregular zoning pattern. LA-ICP-MS results illustrate the same gradual temperature increase in the residuum and similar zoning of the biotite in the leucosome (Fig. 9b). As a test, the same ROI in the EPMA and LA-ICP-MS maps return values for Ti, \( X_{Mg} \), and temperature that are identical within analytical uncertainties (displacing a difference of 0.5%, 0.5%, and <0.2%, respectively).

Plagioclase, biotite, and K-feldspar show moderate to strong zoning in several trace elements as well as sectional differences between leucosome and residuum, which is shown using Sr in K-feldspar, Sr, La, and Nd in Plagioclase and Li, Co, V, and Rb in biotite (see Fig. 10). All trace element maps of K-feldspar, plagioclase, and biotite show no major difference at the boundary between the two maps 2.1 and 2.2, which were measured using the presented mapping routine with LA-ICP-MS but in separate analytical sessions (see Fig. 10 and S2.2). Instead, the generated maps resolve spatial patterns of trace element distribution in the different mineral grains and domains (Fig. 10 and S2.2).

4.3. Rutile AS19-3

Results of trace element distribution and a temperature map calculated using a Zr-in-rutile thermometer (Tomkins et al., 2007) are shown in Fig. 11. The element Ta is chosen as an example of observed trace element zoning in rutile. Additional trace element maps and temperature maps using additional calibrated functions are shown in supplementary material S2.

Sharp contrasts in the trace element patterns in rutile are shown using Zr and Ta (Fig. 11a–b). Zirconium and Ta are partially correlated, and the highest trace element contents are visible in a curved feature on the left side of the grain with ~70 \( \mu g/g \) Zr and ~190 \( \mu g/g \) Ta. The temperature map follows the Zr distribution with the highest temperature of ~550 °C in the curved feature and lower temperatures of 515–530 °C towards the rim.

5. Discussion

Six datasets including 19 to 38 measured elements resulting in a total of 178 intensity maps were acquired by LA-ICP-MS from three geological samples showing various mineral phases ranging across diverse metamorphic grades. Compositional maps were calculated from the time series intensity data using our novel data reduction protocol implemented in XMapTools. The following discussion focuses on the relevant features and advantages of our new method and the tools provided by our mapping approach, the resolution of the generated maps, and the quantification of element mass fractions and associated LODs calculated for each element per pixel as well as for ROIs. LA-ICP-MS mapping was compared with EPMA maps to evaluate the calibration quality.
Fig. 7. Compilation of (a) the mineral assemblage, (b) the background corrected intensity map of Ba, (c) calibrated quantitative map of Ba and (d) map of the LOD per pixel for Ba in the phases of biotite, plagioclase and K-feldspar in sample BA1013. Lower half in the map represents map 2.1 using 20 μm spot size and the upper half map 2.2 using 10 μm spot size of adjacent domains in the sample. (b) The intensities in map 2.1 are larger by at least a factor of 2 compared to map 2.2, resulting from larger aerosol masses measured per unit time per pixel for the larger spot size. (c) After calibration, the interface between the two maps shows a smooth transition. (d) The LOD per pixel in the lower half of the map is roughly half the mass fraction of that in the upper half of the map. Black outlines have been added to highlight grain boundaries in all images in this figure. Mineral abbreviations are from Warr (2021).
However, EPMA maps are not required and calibration of LA-ICP-MS maps can be done by single spot analyses or any other technique that can determine the internal standard element content used in the defined ROI.

5.1. Mapping method

High-resolution mapping of garnet (Fig. 6) can be performed at the same spatial resolution and similar detection power as recent LA-ICP-TOFMS experiments (Bussweiler et al., 2020; Rubatto et al., 2020). The acquisition rates calculated in this study using the total measurement time for standards and unknowns ranges between 15 and 40 pixels/min. This is similar to Raimondo et al. (2017) and significantly slower than LA-ICP-TOFMS (~170 to 3300 pixels/min in Rubatto et al. (2020) or ~1500 in Savard et al. (2023)). The acquisition rate of this study could be improved by reducing the number of sweeps per pixel. For \( n = 1 \), the acquisition rate would be between 45 and 120 pixels/min. This is still lower than what was reported by Konrad-Schmolke et al. (2023). Similar figures could be obtained by reducing the duration of the background measurement, which accounts for 11 to 30% of the acquisition time in our data acquisition procedure and depends on the scan duration of a single line (Tables 1 and 2) and the duration of the washout (1.4 to 7.9%). The duration of the background measurement could be reduced; however, this results in higher LODs, if all other parameters are kept constant (see Eq. 1 and Fig. S2.6).

Each mapping experiment requires ascertaining the balance between spatial resolution and compositional detection capability. Maps can be collected faster by increasing the spot size. In the example of the magnetite sample BA1013, the beam diameter of map 2.1 is twice that of map 2.2, allowing mapping to be performed 3 times faster. The loss in spatial resolution is moderate because similar zoning patterns could be resolved in the composition for minerals, especially for large grains at least 20 times the diameter of the laser beam. However, this depends on the size of compositional zoning features and thus also on the grain size of the target area. For example, a 500 \( \mu \text{m} \) biotite grain and its internal chemical zoning are reasonably well resolved when imaged with a 20
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μm beam diameter (Fig. 10). Grains smaller than 400 μm are better resolved in the 10 μm spatial resolution map as only then can similar features be resolved as in EPMA maps (Fig. 8). Spatial resolution of maps is inversely proportional to LOD of the analytes per pixel. Larger beam diameters (= poorer spatial resolution) result in a significant gain in detection power as illustrated by the LOD value (Fig. 7d). As a result, more pixels are generally below LOD when a higher spatial resolution — i.e., a smaller spot size — is used (Fig. 6), and analyte mass fractions near the respective LODs are measured less precisely. Increasing the resolution by a factor of 2 (e.g., from 20 μm to 10 μm) will increase the measurement time by 3 to 4 times and double the respective LODs.

5.1.1. Precision and accuracy

The maps of samples DKE-352 and BA1013 are useful to evaluate the precision and accuracy of our mapping approach. Accuracy was assessed for major and minor elements by comparing LA-ICP-MS maps to EPMA maps (see Figs. 5 and 8). We recall that a well-calibrated QMS instrument is necessary for the testing process, notably the calibration of the pulse to analog detector signal conversion factor. The three maps of sample DKE-352 and the two maps of sample BA1013 were acquired with different measurement conditions (on different days; Table 1). Quality tests on secondary standards (GSD-1G, NIST SRM 610 and NIST SRM 612) returned mass fraction data in the maps that are generally within 10% of preferred values (see supplementary material S1), demonstrating accuracy of our mapped element mass fraction data. Moreover, our maps also document excellent external reproducibility, as merged compositional maps do not reveal measurement day dependent content jumps or other differences in patterns.

The LA-ICP-MS major element maps reproduce the maps obtained by EPMA, illustrated by identical zoning patterns and element mass fraction data that differ by <10%, mostly identical to within a few percent. The accuracy of LA-ICP-MS mapping was tested by structural formula calculations for sample BA1013 using CaO mass fractions for internal standardization of the LA-ICP-MS maps. The EPMA structural formula calculations are known to have a precision of ~1%. The Xm of plagioclase is within 3 to 5% between EPMA and LA-ICP-MS data (Fig. 8). Part of the differences can be explained by the lower spatial resolution of the LA-ICP-MS maps. This is the case for the ~100 μm wide albite-rich plagioclase domain surrounding the large biotite grain in the leucosome. Map 2.1, obtained with a spot size of 20 μm, shows a close agreement with the EPMA results, with only a few percent difference compared to the EPMA data, and the higher spatial resolution map 2.2 shows even better agreement with the EPMA data, with a difference of <5% in Xm. The larger difference in the low spatial resolution map can be explained by the presence of pixels representing a mixed composition between plagioclase, biotite and K-feldspar. For samples DKE-352, the end-member fractions of garnet obtained by EPMA and LA-ICP-MS mostly agree to within 5%. Zoning domains that are smaller than 200 μm can show slightly higher difference below 10%. This differences can also be explained by the larger beam diameter of the LA-ICP-MS, between 5 and 14 times larger than the 1 μm beam size used for EPMA mapping.

Another test was performed using the Ti-in-biotite thermometer of Henry et al. (2005) for the migmatite sample BA1013. The reference material GSD-1G was used as the external standard and Si as the internal standard element, resulting in a biotite temperature of 731.0 ± 4.8 °C (Ti = 0.46 ± 0.02 apfu; Xm = 0.54 ± 0.01) with LA-ICP-MS extracted from the circular ROI. The average temperature of the selected ROI shows a difference of ~4 °C compared to EPMA results. This is well within the respective measurement uncertainties of EPMA and LA-ICP-MS and smaller than the uncertainty inherent in the calibration of the Ti-in-biotite thermometer by Henry et al. (2005). In contrast to the eclogite sample DKE-352, which is externally standardized to NIST SRM 612, the Xm of biotite is more reliably determined using GSD-1G as an external standard because the calibration for Mg and Fe is better when high-Mg-Fe standards are used. Moreover, the map of sample BA1013 calibrated using NIST SRM 612 as the external standard results in an average biotite temperature of 775.2 ± 4.3 °C for the ROI shown in Fig. 9 (Ti = 0.49 ± 0.02 apfu; Xm = 0.69 ± 0.01), 44 °C higher than that obtained by external standardization on GSD-1G. These differences
illustrate well the limited reliability of NIST SRM 612 external standardization for Fe, Mg, Ti, and, by implication, for other major/minor elements that are present in NIST SRM 612 at ca. 40 μg/g mass fraction only. This is why we use GSD-1G for external calibration, which has a basaltic major and minor element composition. Importantly, it also emphasizes the benefit of using different external standards for different elements as implemented in XMapTools, to improve the accuracy of LA-ICP-MS map calibration for compositionally diverse minerals covering a wide range of element contents.

The accuracy of the LA-ICP-MS map calibration for trace elements presented in this study compares favorably to the accuracy obtained for single-spot measurements using the same reference material for external standardization and employing the same element mass fraction for internal standardization. In sample DKE-352, the trace element mass contents...
fractions obtained for all maps are consistent within ±3% for Yb, Er, Y, <10% for Sc, V, Cr, Dy, Ho, Lu and < 15% for Tm. Similarly to major elements, compositional zoning patterns smaller than 100–150 μm are visible and show more extreme differences (e.g., maps 1.2 and 1.3 in Fig. 6) due to the spatial resolution effect discussed above. An interesting feature is the REE-rich annulus where two key differences can be seen in the trace element maps (Fig. 6). First, the maps 1.2 and 1.3, which represent a higher spatial resolution, consistently show higher contents when compared to map 1.1, which was obtained with a lower resolution. For example, measured Dy content increases from 58 to 75 μg/g corresponding to a 25% increase with increasing annulus thickness. The second ring of the annulus is almost absent in map 1.1 due to the lower spatial resolution. The second difference is best observed in map 1.2, where Dy reaches values of 50 μg/g when the annulus is oriented perpendicular to the scanning direction and 58 μg/g (corresponding to a difference of 14%) when orientated parallel to the scanning direction. Clearly, mapping at lower spatial resolution was insufficient to fully resolve the narrow high-content zone, as further evaluated in the next section.

5.1.2. Pixel allocation and direction of scanning

The ultimate aim of 2D mapping is the spatial presentation of element content data via the assignment of pixels on a two-dimensional grid. The approach proposed in this study involves generating square pixels from a line scan using an interpolation method, as opposed to the rectangular pixels commonly employed in other software (Chew et al., 2021, and references therein). The interpolation method allows to minimize the number of incorrectly assigned laser pulses to each pixel (see van Elteren et al. (2019) and Fig. 1). Fig. 12 illustrates different results of converting the intensity signal of one single scan into an intensity map. The intensity measurement for each sweep (black dashed line) can be averaged or interpolated to obtain square pixels. Alternatively, averaging of sweeps is used, for example, in the CellSpace software solution (Paul et al., 2012). In the case of an annulus or any other type of narrow feature that generates a high-intensity signal measured by a single sweep, the interpolation method is much more precise than the averaging method (Fig. 12). However, the gridded cubic interpolation via the Delaunay triangulation method was used in this work due to better performance in the numerous 2D maps generated during this study. Importantly, we recommend to use three sweeps for each squared pixel (n = 3 in Fig. 1a). If three sweeps are integrated into a squared pixel, a sufficiently slow scanning speed is required to obtain the resolution of chemical features for the given spatial resolution. This approach cannot resolve features smaller than the spot size, as other studies have also noted (Jollands, 2020; van Elteren et al., 2021). Importantly, interpolation methods allow for representative recording of fast transient signals, thus avoiding potential problems with aliasing, as previously reported for other studies (Norris et al., 2021; Van Malderen et al., 2018). Moreover, including multiple sweeps in a single square pixel also reduces the element LODs per pixel, thus significantly improving element detectability for our LA-ICP-MS mapping protocol. The data reduction method implemented in XMapTools has the flexibility of using any value of n, the number of sweeps per square pixel, which is determined by the user’s LA-ICP-MS setup as detailed above. The interpolation is performed on a rectangular Cartesian grid with a pixel size equal to the beam diameter. In practice, the scanning speed and the number of sweeps integrated into one squared pixel can be calculated by utilizing eq. 3.

We developed a virtual mapping example to further illustrate and quantify the potential artefacts of the interpolation approach. A “real intensity map” is created with an ultra-high resolution (1 × 10⁻² μm). This program measures the intensity acquired for a given beam size and scan speed by averaging a shape corresponding to the scanned surface of each sweep. It simulates the results of a measurement from a LA-ICP-MS system, and the data extracted from the simulation underwent the same interpolation approach as implemented in XMapTools. In Fig. 13, a band of 10 μm width oriented perpendicular to the scanning direction is shown, which has a pixel value of 34 μg/g. Each experiment has a fixed value of 3 sweeps per pixel (n = 3). If the beam size is twice the width of the band, the maximum intensity is reduced by ~33% and the distance of a mixed signal intensity into the pixel is roughly 3 times the width of the band. When the beam size is similar to the width of the band the true feature size is measured whereas the maximum intensity is still reduced by ~5%. The slight increase in the measured intensity before the annulus also shows a possible smearing effect which still occurs with similar spot size to the feature. Our finding is consistent with the results on analytical convolution artefacts presented by Jollands (2020). As shown in the maps of sample DKE-352, the true composition of any feature can be resolved for cases where the feature size corresponds to at least two times the beam size. For pure scanning perpendicular to mineralogical or chemical features, the use of rectangular beam shapes can help in their spatial resolution (e.g. Jollands, 2020). In theory, the presented interpolation method can spatially resolve the true composition of features as small as the beam diameter, but with a subordinate smoothing effect (Fig. 13c).

5.1.3. Determination of element-specific LOD per pixel in LA-ICP-MS maps

Quantified element maps are effective at showing regions of similar composition and relative differences such as zoning patterns as shown in several published studies (Ahmed et al., 2020; Bovay et al., 2022; Bussweiler et al., 2020; Drost et al., 2018; Fox et al., 2017; Gaidies et al., 2021; George et al., 2018; Gundlach-Graham et al., 2018; Hagen-Peter et al., 2021; McCarron et al., 2014; Paul et al., 2014; Petrus et al., 2017; Piccoli et al., 2022; Raimondo et al., 2017; Rittner and Müller, 2012; Savard et al., 2023; Tamblyn et al., 2021, 2020; Tual et al., 2022; Ubide et al., 2017; Ulrich et al., 2009; Woodhead et al., 2016). However, none of the cited studies compute LOD maps and only a few filter the quantified maps to assess which pixel values were detected at statistically defined confidence. To date, only Gundlach-Graham et al. (2018) have calculated the LOD per pixel using a single laser pulse and filtering resulting maps. Rubatto et al. (2020) developed an approach to determine the LOD per pixel based on the mass removed per pixel in the sample. Additionally, Rittner and Müller (2012) discard pixels with values below an average LOD. Other studies have only defined regions

---

Fig. 12. Transformation of the raw intensity signal to intensities used for maps, based on a single-scan example. The method of the commonly used average (yellow line) and interpolation method presented in this work (blue line) are shown for comparison. Both interpolation and averaging take three raw signal measurements into account before transforming them to one value. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
within the mapped areas, extracted the data, and calculated the LOD or limit of quantification (LOQ) from such ROIs (Petrus et al., 2017; Rai-mondo et al., 2017; Zhu et al., 2016). Conversely, the LOD calculation presented in our work is based on eq. 1 proposed by Pettke et al. (2012) and provides the LOD for each pixel at 95% confidence in a classified and calibrated phase. The magnitude of the LOD is dependent on the number of sweeps in each pixel and the sensitivity during measurement, and the user can influence this by selecting appropriate map measurement settings. The software XMapTools allows the user to view each LOD map calculated for each element individually, and the final maps can then be filtered for LOD by user selection.

Mapping experiments in this study included up to 38 analytes in the element list and no measurement artefacts are detected in the generated maps. Low abundance elements in the mapped phases may go undetected (as they are below the LOD) depending on the sampling parameters (Fig. 6 and supplementary material S2). Maps of Ba in sample BA1013 show that the sampling parameters influence the LOD, as expected (Fig. 7d). The 20 μm spot map has an LOD ~3 μg/g for Ba and is half the LOD calculated for the 10 μm spot size map. Variations in the LOD values are the result of the sensitivity factor and therefore the pixel intensities recorded (see Eq. 1). The Lu maps in garnet from sample DKE-352 provide an example of when the LOD is reached for domains of relatively low Lu abundance (Fig. 6d–f). In the case where no filter is applied for the pixels, Lu appears to be detected in low abundance domains and may even resolve a zoning pattern, although the average LOD for Lu is 0.2 μg/g for the map 1.1 and 0.7 μg/g for map 1.2 and 1.3. Similarly, Raimondo et al. (2017) present continuous zoned maps of Lu in garnet that reach low values of Lu with values below 1 μg/g. Filtering the image for pixels that are below the calculated LOD identifies ~6% of the REE pixel data as non-significant in map 1.1 (Fig. 6d) and ~35% in maps 1.2 and 1.3 (Fig. 6e–f), all displayed as black pixels. Maps are intended to guide the eye to read chemical information; therefore, we consider filtering pixels for LOD to be mandatory for removing potentially misleading information. An LOD filter represents a prerequisite for preventing data below the LOD from being interpreted (see examples in Figs. 14 and 15).

5.2. Application examples

Major and trace element mapping is essential to resolve, recognize, and interpret spatial variations in geochemical patterns, to eventually better understand petrogenetic processes. With the three application examples presented we now showcase the potential of multi-mineral mapping for the investigation of metamorphic processes.

5.2.1. Garnet DKE-352

Spatial correlation of chemical signatures in garnet has the potential to reveal mechanisms of crystal growth, recrystallization and resorption, element diffusion, elemental (re)distribution and open-system processes during metamorphism (George and Gaidies, 2017; Raimondo et al., 2017; Rubatto et al., 2020). For example, major and trace element maps show that the garnet in sample DKE-352 contains concentric zoning (Figs. 5 and 6). The garnet core major element zonation patterns (Ca, Mn) correlate with enrichments in V and Cr (and to a lesser extent Ti and Zr; Fig. S1) and low Lu, Dy, and Y contents (Figs. 5 and 6).
enrichment in the slow-diffusing elements V, Cr, Ti, and Zr are related to the presence of former minerals which were located in the garnet core prior to garnet growth (Angiboust et al., 2014; Moore et al., 2013; Spandler et al., 2011). Mapping also shows that the core is encircled by an increase in Mn and a sharp increase in the REE content, forming a double annulus. This double annulus is best seen at the highest spatial resolution used for mapping, which is a spot size of 5 μm. The formation of an annulus in garnet, especially in Y + REE, as seen for Dy and Lu (Fig. 6) and Y + HREE (Fig. 14 and supplementary material S2), is often associated with the breakdown of major and/or accessory phases, for example allanite (Boston et al., 2017; Gieré et al., 2011; Pyle and Spear, 2003), but no enrichment in Ca or Sr is detected. The REE pattern also shows an increase in MREE from core to mantle (Fig. 14), which may be related to allanite and/or lawsonite breakdown (Spandler et al., 2003). The rim again shows an increase in HREE and a decrease in MREE, a zonation which is also visible on the major element maps and that can be related to changes in bulk and REE composition. Radial veinlets in Xopt are not visible in trace elements, but may be the result of a selective replacement process (Rubatto et al., 2020).

5.2.2. Migmatite BA1013

In the migmatitic sample, we demonstrate effective mapping of a large area of two genetically distinct domains (the leucosome, or melt domain, and the residuum) that contain relatively small-scale features. Biotite is enriched in the transition metals Sc, Ti, V, Cr, Mn, Fe, Co, Zn, Zr, and depleted in Li and Rb in the leucosome compared to the residuum (Fig. 10e-h and supplementary material S2). In biotite, patchy zoning is observed for Ba and Cr with comparatively higher contents preserved in the large grain within the leucosome. Interestingly, the transition metals are preserved in peritectic biotite at the melting temperature of 750 °C (Icenhower and London, 1995; Kunz et al., 2022), whereas Li and Rb were mobilized by the melt and enriched in the leucosome (Icenhower and London, 1996). Similarly, Sr contents in plagioclase and K-feldspar show a continuous decrease towards the residuum (Fig. 10a–b). REE maps also show La and Nd enriched sites in plagioclase located in the residuum which correlate with the highest anorthite composition (Fig. 10c–d and Fig. 8). The spatial relationships can be selected for closer examination of REE patterns using ROIs plotted in a chondrite-normalized trace element distribution diagram (Fig. 15). The leucosome domain shows systematic depletion in LREE for plagioclase and K-feldspar compared to the residuum.

5.2.3. Rutile AS19–3

The combination of trace element patterns and a thermometer or barometer can allow for linking element behaviour and metamorphic conditions, e.g., the connection between fluid pulses and thermal conditions in subduction zones (Meinhold, 2010). Rutile can provide temperature information from Zr-in-rutile thermometry (Cherniak et al., 2007; Tomkins et al., 2007; Zack et al., 2004) and is able to incorporate a variety of trace elements. Mapping of rutile from sample AS19-3 reveals strong compositional zoning, for example, zoning of Zr in at least five different domains with a range of ~30 μg/g. Temperatures calculated from the Zr-in-rutile thermometer according to eq. 8 in Tomkins et al. (2007) reveal a significant temperature variation of ~40 °C, ranging from 510 to 550 °C (see Fig. 11). To the contrast, a series of single spot analysis could potentially yield a similar temperature range, and most likely would be interpreted to be homogeneous due to the uncertainty of the method. Visualization of the sharp Zr zoning pattern could not be reconstructed by traditional single spot analysis, but can assist in interpreting the formation of the rutile grain. In addition, similar zoning patterns can be observed in other trace elements (e.g., Ta 70 to 180 μg/g, Fig. 11). This might support that zoning domains are the result of multiple growth episodes, as Zr incorporation in rutile is expected to be temperature dependent when the system is in equilibrium and the assemblage is zircon buffered (e.g. Tomkins et al., 2007; Zack et al., 2004). Furthermore, the sharp zoning of trace elements now visible in the maps indicates that diffusion did not play a major role in the post-crystallization history of this rutile grain, as is commonly assumed for grains larger than 200 μm at temperatures of around 500 °C (Cherniak et al., 2007).
6. Conclusions

The detailed comparison between EPMA and LA-ICP-MS data shows that for well calibrated instruments compositional mapping by LA-ICP-MS is robust not only for trace elements but also for major and minor elements. Structural formula and end-member fraction maps can be calculated from LA-ICP-MS data with a quality similar to EPMA mapping. In addition, thermobarometry is more precise than EPMA even when based on major elements (e.g., X_Mg) and minor elements (Ti-in-biotite). However, achieving such a high level of accuracy requires calibration over a variable composition for the internal standard element in cases where the phases of interest are chemically variable. In addition, the use of multiple external standards offers the possibility of improving the accuracy of the trace element mass fraction, especially for specific element contents that may not be precisely known in a given external standard material. Moreover, our procedures provide the calculation of LODs for each pixel individually with 95% confidence, thus preventing the interpretation of non-significant data on maps. These novel features are incorporated into the calibration procedure and implemented in XMapTools.

Increasing the spatial resolution by decreasing the spot size results in an improved resolution of geochemical features in relatively small mineral grains, but at the expense of chemical detection power, i.e., increasing LODs as shown on LOD maps. Moreover, while a larger spot size provides better chemical detection power, a low spatial resolution can result in a mixing composition for grains and other chemical features. We also found that directional scanning and lower spatial resolution can lead to a deviation in the true value of a geochemical feature. Using the proposed square pixel interpolation method and virtual mapping test, we show that the true composition can be resolved when the beam diameter is equal to, or smaller than, the feature size, but may contain a smoothing effect. Finding a way to minimize the smoothing and mixing effect is desirable as it can affect the application of e.g., trace element diffusion modelling in garnet based on quantitative data from maps. The novel procedure described in this paper provides open-source software for improved analysis and calibration of the LA-ICP-MS map, which helps to document major and trace element patterns in solid materials, which in turn may provide new insights into genetic processes.
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