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Abstract. Assumptions made during analysis of the requirements for a system-to-be about the trustworthiness of its various components (including human components) can have a significant effect on the specifications derived from the system’s requirements. These trust assumptions can affect the scope of the analysis, derivation of security requirements, and in some cases how functionality is realized. This paper presents trust assumptions in the context of analysis of security requirements. A running example shows how trust assumptions are used by a requirements engineer to help define and limit the scope of analysis and to document the decisions made during the process.

1 Introduction

A requirements engineer is concerned with determining the characteristics of a system-to-be, and how well these characteristics fit with the desires of the stakeholders. The system-to-be comprises not only software, but also all the diverse components needed for it to achieve its purpose. For example, a computing system clearly includes the computers, but in addition incorporates the people who will use, maintain, and depend on the system; the environment the system is to exist within; and any systems, computer-based and otherwise, already in place. Stakeholders are those entities (e.g. people, companies, governments) that have some reason to care about the characteristics of the system-to-be. The characteristics of a system include what the system is to do and how it is to appear in order to satisfy the stakeholders at some agreed-upon level. A description of these characteristics is the system-to-be’s requirements.

An important component of a system’s requirements is its security requirements. Security requirements arise because stakeholders assert that some objects, be they tangible (e.g. cash) or intangible (e.g. information), have direct or indirect value. Objects valued in this way are called assets, and the stakeholders naturally wish to protect the value of these assets. Tangible assets can be destroyed, stolen, or modified. Information assets can be destroyed, revealed, or modified. Either asset can be used to cause indirect harm, such as to reputation. Security requirements are intended to restrict the number of cases wherein these undesirable outcomes can take place.

Security requirements are unusual in that their derivation requires postulation of the existence of an attacker. The goal of an attacker is to cause harm. Leaving aside the possibility of harm caused by accident or error, if one can show that no attackers exist, then security is irrelevant. An attacker wishes to cause harm by exploiting an asset in some undesirable way. The possibility of such an exploitation is called a threat. More precisely, a threat is the potential for abuse of an asset that will cause harm in the context of the system. An attack exploits a vulnerability in the system to carry out a threat.

It is useful to reason about the attacker as if he or she were a type of stakeholder. Recent work has taken this approach, looking at the requirements and goals of the attacker (e.g. [1, 3, 16, 18, 19]). From this point of view, an attacker wants a system to have characteristics that create vulnerabilities. The requirements engineer wants to ensure that the attacker’s requirements are not met. One way to do this is to specify sufficient constraints on the behavior of a system to ensure that vulnerabilities are kept to an acceptable minimum [20]. Security requirements provide these constraints.

In an ideal world, a requirements engineer would reason about a system’s characteristics in the absence of a particular implementation of the system. Under this view, requirements engineering is concerned with enumerating goals for a system under consideration and producing a description of the system’s desired behavior [15]. On the other hand, a system is intended to solve a given problem in a given context. Jackson’s problem frames [13] analyze the problem in terms of the context and the design decisions the context represents. The context contains domains, which are the blocks that the system (not just software) will be built with and around.
Security requirements require a system-level analysis. Without knowing more about the components of a system, the requirements engineer is limited to general statements of the form *only X is allowed to do Y*. Nothing can be said about how this limit is enforced, or even if it is feasible. To determine security requirements, one must look deeper; in a problem frames analysis, this means looking at and describing the behavior of domains within the context of the system. Descriptions of the *desired behavior* of domains are *optative*. Descriptions of the *actual behavior* of existing domains (their inputs, outputs, and states visible at their interfaces) are *indicative*; they describe an objective truth about the behavior of the domains.

Unfortunately, as in all things human, there are assumptions behind the meaning of *objectively true*. One could say “pushing the button completes the electrical circuit”, which is true unless someone has cut the wire to the button. Changing the indicative behavior of a domain could create a vulnerability. While reasoning about security, a requirements engineer must make decisions about how much to trust the supplied indicative properties of domains that make up the system and evaluate the risks associated with being wrong. These decisions are *trust assumptions*, and they can have a fundamental impact on how the system is realized [23, 24]. Trust assumptions can affect how a system functions, which domains are in the system and therefore what must be analyzed, the risk that vulnerabilities exist, and the risk that a system design is stable. During analysis, trust assumptions permit the requirements engineer to pick battles, deciding which domains need further analysis and which do not.

This paper presents work combining trust assumptions, problem frames, and threat descriptions, to show how the combination aids in elaboration and derivation of security requirements. It expands upon the ideas in [7], and is complemented by [8], which presents derivation of security requirements from threat descriptions. Section 2 provides some background material on problem frames. Section 3 discusses security requirements. Section 4 describes the role of trust assumptions. Section 5 presents related work, and section 6 concludes.

## 2 Problem Frames

All problems involve the interaction of domains that exist in the world. Domains are either tangible (e.g. people, equipment, networks) or not (e.g. information). The problem frames notation [13] is useful for diagramming the domains involved in a problem and the interconnections between them, and for analyzing the behavior of these domains within the problem’s context. For example, assume that talking to stakeholders produces a requirement “open door when the door-open button is pushed.” Figure 1 illustrates some domains that satisfy the requirement; a basic automatic door system with three domains. The first domain is the door mechanism domain, capable of opening and shutting the door. The second is the domain requesting that the door be opened; this domain includes both the ‘button’ to be pushed and the human pushing the button. The third is the *machine*, the domain being designed to fulfill the requirement that the door open when the button is pushed. The dashed-line oval presents the requirement that the subproblem is to satisfy; by definition the requirement is optative. The dashed arrow from the requirement oval indicates which domain is to be constrained by the requirement.

Every domain has *interfaces*, which are defined by the phenomena visible to other domains. Descriptions of phenomena of given (existing) domains are indicative; the phenomena and resulting behavior can be observed. Descriptions of phenomena of designed domains (domains to be built as part of the solution) are optative; one hopes to observe the phenomena in the future.

To illustrate the idea of phenomena, consider the person+button domain in Figure 1. The domain above might produce the event phenomena ButtonDown and ButtonUp when the button is respectively pushed and released. Alternatively, it might produce the single event OpenDoor, combining the two events into one.

Phenomena are normally shown on a diagram on the interface between two domains. The format is X!Y, where X is an abbreviation of the name of the source domain and Y is some label describing the phenomenon. Using the above example again, the ButtonDown event might be shown as PB!ButtonDown.

The interplay of phenomena between the domains defines *how* the system accomplishes the goal. This interplay is a *specification*, describing how the *requirements* are satisfied [28]. The difference between specification and requirement is important. A specification is an expression of the behavior of phenomena visible at the boundary of the domains, whereas a requirement is a description of the problem to be solved. For example, in the context of a building we might find the requirements ‘permit passage from one room to another’ and ‘physically separate rooms when

![Figure 1 – A basic problem frames diagram](image-url)
possible’. Clearly the problems involve something like doors. Equally as clearly, they do not specify that doors be used, nor do they specify any phenomena or behavior. It is up to the designer (the architect in this case) to choose the ‘door’ domain(s) for the system. One might satisfy the requirements with a blanket, an automatic door, a futuristic iris, or a garden maze. Each domain implementation presents different phenomena at its boundary (i.e. they work differently), and the resulting system specification must consider these differences. However, the requirements do not change.

There are two fundamental diagram types in a problem frames analysis, the context diagram and a set of problem frame diagrams. The context diagram shows all the domains in a system, and how they are interconnected. Each problem frame diagram examines a subproblem in the system, showing how a given requirement (problem) is to be satisfied. In trivial systems with only one requirement, the context diagram and the problem frame diagram are almost identical. For most real systems, though, the domains in the problem frame diagrams are a projection of the context, showing only the domains or groups of domains of interest to the particular subproblem.

Figure 2 shows a context diagram for a system that will be used as an example throughout the remainder of this paper. The system is a subset of a Human Resources system having four functional requirements:

- Salary, personal, and benefits information shall be able to be entered, changed, and deleted by HR staff. This information is referred to as payroll information.
- Each employee shall be able to view a subset of his or her own personal and benefits information.
- Users shall have access to kiosks located at convenient locations throughout the building and able to display an ‘address list’ subset of personal information consisting of any employee’s name, office, and work telephone number.
- At most 24 hours of modifications to information shall be vulnerable to loss.

This set of requirements would be broken down into four subproblems, one for each requirement. In the interest of brevity, only two of the subproblems are discussed in this paper. Figure 3 shows the subproblem for the first requirement (payroll information), and Figure 4 shows the subproblem for the third requirement (the ‘address list’ function). Phenomena have been intentionally omitted. The principal differences between the two subproblems are the requirement (what is written in the dotted ovals), the information to be displayed, and the type of person allowed to use the system. In Figure 3, one sees that HR staff can access and change data, while in Figure 4, anyone can access address information. There is no information on the diagrams showing how these access differences will be enforced. These are security requirements, and will be added in the next section.

3 Security Requirements

Security requirements are generally classified as non-functional requirements (e.g. in [2, 14]), which “can be defined as restrictions or constraints placed on system services” [14]. We are using a slight restatement of this definition: security requirements express constraints on the behavior of a system. The constraints are intended to limit system behavior as much as possible while still satisfying the requirements. For example, a goal for an ATM might be provide cash to customers. This goal is obviously overly broad from a security point of view. By providing constraints (security requirements), the circumstances under which cash is to be provided are reduced.
Security requirements come into existence to prevent harm by attacks on assets [8, 20]. An asset is something in the context of the system, tangible or not, that is to be protected [12]. A threat is the potential for abuse of an asset that will cause harm in the context of the problem. A vulnerability is a weakness in the system that an attack exploits. Security requirements are constraints on functional requirements, intended to reduce the scope of vulnerabilities. Thus, security requirements stipulate the elimination of vulnerabilities that an attacker can exploit to carry out threats on assets.

The security community provides general categories for constraints, labeling them using the acronym CIA, and more recently another A [21]:

- **Confidentiality**: ensure that an asset is visible only to those actors authorized to see it. This is larger than ‘read access to a file’. It can include visibility of a data stream on a network or visibility of a paper on someone’s desk.
- **Integrity**: ensure that the asset is not corrupted. As above, integrity is larger than ‘write access to a file’, including triggering transactions that should not occur, changing contents of backup media, making incorrect entries in a paper-based accounting system, or changing a data stream between its source and its sink.
- **Availability**: ensure that the asset is readily accessible to actors that need it. A counterexample is preventing a company from doing business by denying it access to something important, such as access to its computer systems or its offices.
- **Authentication**: ensure that the provenance of the asset or actor is known. A common example is the simple login. More complicated examples include mutual authentication (e.g. exchange of cryptography keys), and intellectual property rights management.

By inverting the sense of these categories, one can construct descriptions of possible threats on assets. These threat descriptions are phrases of the form *performing action X on/to asset Y could cause harm Z* [8]. Referring to the example presented above, some possible threat descriptions are:

- Exposing salary data could reduce employee morale, lowering productivity.
- Changing salary data could increase salary costs, lowering earnings.
- Exposing addresses (to headhunters) could cause loss of employees, raising costs.

To use the threat descriptions, the requirements engineer examines each problem frame diagram to see if the asset involved in the threat is found in the subproblem. To be in a subproblem, the asset must be either a domain or part of a domain. If the asset is found in the subproblem, then the requirements engineer must apply constraints on the subproblem to ensure that the asset is not vulnerable to being used in the way that the action in the threat description requires. These constraints are security requirements, and indicated by adding an inversion of the threat description as an annotation to the requirement, as in *prevent exposure of salary data* or, in the context of the requirements, *only HR staff*. The security requirements are then satisfied by changes and/or additions to the phenomena which change the behavior of the domains.

Without going into the mechanics of how the security requirements were determined (see [8]), analysis of Figure 3 showed that in order to maintain confidentiality and integrity of the data, the network needs to be protected and HR staff needs to be authenticated. A design decision is made to use encryption on the network and a login/password scheme to authenticate HR staff. The resulting problem frame diagram is shown in Figure 5. The security requirement has been added to the oval. Phenomena have been added to support authentication and encryption, and the encrypted network has been made explicit.

Figure 6 shows the address list subproblem with the appropriate constraints added. However, although phenomena have been added to protect against snooping on the network, nothing has been done yet about the *user* domain. The security requirement has not been satisfied. We will solve this problem in the next section.

![Figure 5 – Payroll data revisited](image-url)
4 Trust Assumptions

Recall that a requirement describes what a system is to accomplish. From the point of view of the requirements engineer, how a requirement is satisfied depends on the characteristics of the domains in the problem. An analogous relationship exists between security requirements and trust assumptions; how security requirements are satisfied depends on the trust assumptions made by the requirements engineer.

Trust assumptions are endemic in software and systems development. Viega and McGraw put it very well in [24]:

> A trust relationship is a relationship involving multiple entities (such as companies, people, or software components). Entities in a relationship trust each other to have or not to have certain properties (the so-called trust assumptions). If the trusted entities satisfy these properties, then they are trustworthy. Unfortunately, because these properties are seldom explicitly defined, misguided trust relationships in software applications are not uncommon.

Software developers have trust relationships during every stage of software development. Before a software project is conceived, there are business and personal trust relationships that developers generally assume will not be abused. For example, many corporations trust that their employees will not attack the information systems of the company.

We use the definition of trust proposed by Grandison & Sloman [6]: “[Trust] is the quantified belief by a truster with respect to the competence, honesty, security and dependability of a trustee within a specified context”. In our case, the requirements engineer trusts that some domain will participate ‘competently and honestly’ in the satisfaction of a security requirement in the context of the subproblem.

A trust assumption is an acceptance by a requirements engineer that the specification of a domain can depend on certain stated properties of some other domain up to some stated level, in order to satisfy a security requirement. The requirements engineer trusts the assumption to be true. The trust assumption results in a relation between the dependent domain (the truster) and the depended-upon domain (the trustee), indicating that the truster depends upon some properties or assertions of the trustee. These properties or assertions act as domain restrictions; they restrict the dependent domain in some way. A trust assumption is represented by an arc from the dependent domain to an oval that names the depended-upon domain and properties being depended upon.

Adding a trust assumption serves two purposes. The first and most important is to explicitly limit the scope of the analysis to the domains in the context. The second is to document the ways in which the requirements engineer chooses to trust other domains that are in the context for some other reason. To illustrate the former, assume a requirement stipulating that the computers operate for up to eight hours in the event of a power failure. The requirements engineer can satisfy this requirement by adding backup generators to the system. Appropriate phenomena would be added to detect the power loss, control the generators, detect going beyond eight hours, etc. In most cases, the requirements engineer can trust the manufacturer of the generators to supply equipment without trapdoors that permit an attacker to take control of the generators. This assumption would be represented by an arc from the generator domain to an oval representing the supplier domain. The domain is thereby restricted to contain generators without trapdoors. By making this trust assumption, the requirements engineer does not need to include the supply chain of the generators in the analysis.

Returning to our example, we find that trust assumptions must be added to each diagram in order to complete the picture. For example, the analysis does not explain why the encrypted networks and authentication are considered secure or how address information is to be protected.

Figure 7 presents the trust assumptions made during analysis of the payroll data problem. The requirements engineer was told by the IT organization that the encryption keys being built into the system are secure because a revocable certificate key exchange system is in use. Furthermore, the certificate tells the data server the access level of the client machine; the server refuses to supply information above the access level indicated by the certificate. Choosing to accept these explanations, the requirements engineer adds two trust assumptions to the
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problem frame diagram. Finally, the requirements engineer chooses to trust the systems administrators to properly allocate and control the access credentials given to HR department members.

The address subproblem presents the requirements engineer with a more interesting challenge. There are threats against the name and address information which indicate that confidentiality of the information must be maintained. To achieve this, the requirements engineer proposes that the information be limited to people having authentication information and able to log in, thereby proposing that all employees be given authentication information. The IT department refuses to agree, saying that giving all employees authentication information would be too costly. Furthermore, the stakeholders insist that requiring a login would make the system too hard to use. The security officer is equally adamant; the information must be protected somehow. Further questioning leads the requirements engineer to note that the front door of the building is protected by a security guard; the guard restricts entrance to authorized personnel. The security manager agrees that the security guard can stand in for authentication. A trust assumption is added, having the effect of changing the people domain to employees by restricting membership to people allowed in by the building security system. Figure 8 shows the resulting problem frames diagram.

The above examples support our position that trust assumptions are domain restrictions. The clearest example is the security system trust assumption; it restricts the membership of the people domain to people acceptable to the door guard, effectively converting the domain to employees. The other trust assumptions play a similar role. The IT Admin: correct administration trust assumption limits the number of people having acceptable credentials. The IT Admin: ... secure trust assumptions limit the knowledge of the credentials to the machines.

The IT Admin: keys restrict access trust assumption is a special case. The domain that it is limiting is an ‘others’ domain representing people not permitted to see the data. This domain isn’t in the context. Adding the domain and connecting the trust assumption would restrict the domain’s membership to null. Rather than adding a null domain, the trust assumption is expressed in terms of its effect and attached to the domain that caused the trust assumption to come into existence.

5 Related Work

We are not aware of other work investigating the capture of a requirements engineer’s trust assumptions about
the domains that make up the solution to the problem.

Several groups are looking at the role of trust in security requirements engineering. In the i* framework [25, 27], Yu, Lin, & Mylopoulos take an ‘actor, intention, goal’ approach where security and trust relationships within the model are modeled as “softgoals”: goals that have no quantitative measure for satisfaction. The Tropos project [5] uses the i* framework, adding wider lifecycle coverage. Gans et al [4] add distrust and “speech acts”. Yu and Cysneiros have added privacy to the mix [26]. All of these models are concerned with analyzing trust relations between actors/agents in the running system, as opposed to capturing the requirements engineer’s assumptions. As such, an i* model complements the approach presented here, and in fact can be used to determine the goals and requirements.

He and Antón [9] are concentrating on privacy, working on mechanisms to assist trusting of privacy policies, for example on web sites. They propose a context-based access model. Context is determined using “purpose” (why is information being accessed), “conditions” (what conditions must be satisfied before access can be granted), and “obligations” (what actions must be taken before access can be granted). The framework, like i*, describes run-time properties, not the requirements engineer’s assumptions about the domains forming the solution.

Another related body of work focuses on security requirements without special emphasis on trust, either in the completed system (as above) or during development (as in this work). van Lamsweerde et al use “obstacles” to analyze security & safety [17] in KAOS, and are developing the notion of anti-goals to discover and close vulnerabilities [16]. Alexander is looking at detecting vulnerabilities using misuse cases [1], as is Sindre et al [22]. McDermott uses ‘abuse cases’ [19]. Heitmeyer has added security requirements to SCR [10], as have In and Boehm with the WinWin framework [11]. None of the work incorporates explicit capture of how a requirements engineer uses trust when specifying a system.

6 Conclusions and Future Work

We have provided an approach for using trust assumptions while reasoning about security requirements. The approach makes a strong distinction between system requirements and machine specifications, permitting the requirements engineer to choose how to conform to the requirements. The trust assumptions embedded in the domain inform the requirements engineer, better enabling him or her to choose between alternate ways of satisfying the functional requirements while ensuring that vulnerabilities are removed or not created.

Work on trust assumptions is part of a larger context wherein security requirements are determined using the crosscutting properties of threat descriptions [8]. The trust assumptions will play a critical role in analyzing cost and risk. The quantification of the level of trust will be used in this context.

Another future focus will be a tighter coupling of trust assumptions and problem frames. The domains in a subproblem diagram are a projection of the context. The projection can combine domains into single entities, or it can split a domain into its component parts. Having such projections raises the question “to what, exactly, is the trust assumption connected?” The question is important because the trust assumption has an impact on the membership and phenomena of the projected domain, and we must determine how these impacts affect other subproblems that reference [parts of] the projected domain.
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