Impact of uncertainties in biometric parameters on intraocular lens power formula predicted refraction using a MonteCarlo simulation

How to cite:
Langenbucher, Achim; Hoffmann, Peter; Cayless, Alan; Bolz, Matthias; Wendelstein, Jascha and Szentmáry, Nóra (2023). Impact of uncertainties in biometric parameters on intraocular lens power formula predicted refraction using a MonteCarlo simulation. Acta Ophthalmologica [Early Access].

For guidance on citations see FAQs.

© 2023 The Author(s)

https://creativecommons.org/licenses/by-nc-nd/4.0/

Version: Version of Record

Link(s) to article on publisher’s website:
http://dx.doi.org/doi:10.1111/aos.15726

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright owners. For more information on Open Research Online's data policy on reuse of materials please consult the policies page.
Impact of uncertainties in biometric parameters on intraocular lens power formula predicted refraction using a Monte-Carlo simulation

Achim Langenbucher1 | Peter Hoffmann2 | Alan Cayless3 | Matthias Bolz4 | Jascha Wendelstein1,4 | Nóra Szentmáry5,6

1Department of Experimental Ophthalmology, Saarland University, Homburg, Germany
2Augen- und Laserklinik Castrop-Rauxel, Castrop-Rauxel, Germany
3School of Physical Sciences, The Open University, Milton Keynes, UK
4Department of Ophthalmology, Johannes Kepler University Linz, Austria
5Dr. Rolf M. Schwiete Center for Limbal Stem Cell and Aniridia Research, Saarland University, Homburg, Germany
6Department of Ophthalmology, Semmelweis-University, Budapest, Hungary

Correspondence
Achim Langenbucher, Department of Experimental Ophthalmology, Saarland University, Kirrberger Str 100 Bldg. 22, 66424 Homburg, Germany.
Email: achim.langenbucher@uks.eu

Abstract
Purpose: The purpose of this study was to investigate the uncertainty in the formula predicted refractive outcome REFU after cataract surgery resulting from measurement uncertainties in modern optical biometers using literature data for within-subject standard deviation \( S_w \).

Methods: This Monte–Carlo simulation study used a large dataset containing 16 667 preoperative IOLMaster 700 biometric measurements. Based on literature \( S_w \) values, REFU was derived for both the Haigis and Castrop formulae using error propagation strategies. Using the Hoya Vivinex lens (IOL) as an example, REFU was calculated both with (WLT) and without (WoLT) consideration of IOL power labelling tolerances.

Results: WoLT the median REFU was 0.10/0.12 dpt for the Haigis/Castrop formula, and WLT it was 0.13/0.15 dpt. WoLT REFU increased systematically for short eyes (or high power IOLs), and WLT this effect was even more pronounced because of increased labelling tolerances. WoLT the uncertainty in the measurement of the corneal front surface radius showed the largest contribution to REFU, especially in long eyes (and low power IOLs). WLT the IOL power uncertainty dominated in short eyes (or high power IOLs) and the uncertainty of the corneal front surface in long eyes (or low power IOLs).

Conclusions: Compared with published data on the formula prediction error of refractive outcome after cataract surgery, the uncertainty of biometric measures seems to contribute with \( \frac{1}{3} \) to \( \frac{1}{2} \) to the entire standard deviation. REFU systematically increases with IOL power and decreases with axial length.
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1 | INTRODUCTION

Replacement of classical ultrasound technology with modern optical biometry has been a quantum leap in biometry prior to cataract surgery. Today, optical biometry is accepted as the gold standard, with ultrasound biometry restricted to clinical cases where optical measurements fail in very dense optical media (Scholtz et al., 2021; Langenbucher et al., 2022). Without reference measurements, the accuracy of ultrasound or optical biometric measures cannot be validated directly (Hirschschall et al., 2020; Norrby et al., 1996; Preußner et al., 2008; Wendelstein et al., 2022), but the repeatability of the results with optical techniques is far higher compared to ultrasound (Preußner et al., 2008; Haigis et al., 2000). In addition, optical biometry can easily be delegated to assistance staff since local anaesthesia is not required and the measurement is performed without contact. Also, with sufficient patient fixation the measurement is performed strictly along the fixation axis (Scholtz et al., 2021). Optical biometry provides direct data on all distances in the eye, including: axial length (AL in mm), central corneal thickness (CCT in mm), aqueous depth measured from the corneal endothelium to the lens front apex (AQD in mm), the (external) anterior chamber depth (ACD in mm, defined as the distance from the corneal epithelium...
to the lens front apex), and the central thickness of the crystalline lens (LT in mm), together with keratometric measures on the corneal front surface curvature (radii $R_{1a}$ and $R_{2a}$ in the flat and steep corneal meridians both in mm, mean radius $R_m$ in mm) and optionally the radius data from the corneal back surface curvature ($R_b$ in mm) (Fişuş et al., 2021). In addition, biometers yield data on horizontal corneal diameter, pupil diameter, and also on chord $m$, the vector between the $X/Y$ coordinates of the Purkinje I image and the pupil centre, which gives some information on the angle between the ‘symmetry axis’ of the eye and the ‘visual axis’. Many modern intraocular lens (IOL) power calculation formulae have been adapted to the supplementary data provided by optical biometers and consider additional data such as ACD, LT, and the keratometry ($K=(n_k-1)/R_a$ in dpt; a measure for corneal refractive power derived from the front surface radius $R_a$ using a keratometer index $n_k$) in order to derive the appropriate IOL power (IOLP) (Scholtz et al., 2021). However, we should be aware that all biometric measures show some amount of uncertainty. Within the last decade, many scientific studies have been performed focusing on the precision and repeatability of the measures of modern optical biometers, describing statistical metrics such as within-subject standard deviations $S_w$, coefficient of variation (CoV), or intra-class correlation coefficients (ICC) (Fişuş et al., 2021; Bullimore et al., 2019; Cheng et al., 2022; Ferrer-Blasco et al., 2017; Galzignato et al., 2023; Garza-Leon et al., 2017; Huang et al., 2017; Kunert et al., 2016; Martínez-Albert et al., 2019; Savini et al., 2021; Schiano-Lomoriello et al., 2021; Shetty et al., 2021; Wylegala et al., 2020). From a sequence of at least three repeat measurements performed after readjustment of the patient's head and the biometer, such variation metrics give information on the consistency of the parameters in terms of repeatability (precision), but we have to keep in mind that the ‘true values’ (in terms of absolute accuracy) are still unknown (Hirschkall et al., 2020; Norrby et al., 1996; Preußner et al., 2008). Such uncertainties in the biometric measures (Norrby, 2008) have a direct impact on the formula predicted lens power. In other words, variation in the biometric measures will produce variation in the IOLP derived from these predictors. For any given lens model with a specific IOLP the resulting formula predicted refraction at the spectacle plane (REF) will show some uncertainty (Langenbucher et al., 2022; Lumme et al., 2015; Norrby, 2008; Norrby et al., 1996). The impact of uncertainties in the biometric measures on the target parameter (either IOLP or REF) is typically derived using a classical Gaussian error propagation (Lumme et al., 2015), which is restricted to a normal distribution of the uncertainty in all relevant predictors (described by the within-subject standard deviation $S_w$). The uncertainty of the target parameter (IOLP or REF) is again simplified to a normal distribution (Preußner et al., 2008; Lumme et al., 2015). Calculation of the error propagation requires either algebraic or numerical derivatives of the IOLP or REF formula with respect to the predictors (Lumme et al., 2015). Where interactions between the error metrics are known, those correlations can be considered using the covariance matrix. Alternatively, fully data-driven calculation strategies could be used, based on a Monte–Carlo simulation model, where for each scenario many thousands of predictor combinations within the limits of the $S_w$ distributions are tested to extract the distribution of the uncertainty in the target parameter (Lumme et al., 2015; Norrby, 2008; Norrby et al., 1996).

In most setups error propagation is restricted to a calculation based on the mean values of the predictors, taken together with the respective uncertainties $S_w$ to derive the uncertainty of the target parameter (Lumme et al., 2015; Preußner et al., 2008). However, and especially with highly nonlinear formulae which transfer the predictors to the target parameter, such a simplification may fail as the resulting uncertainty of the target parameter depends strongly on the combination of all the predictor values. In our special case this means that, e.g. for large or small values of AL or $R_a$ the resulting uncertainty in IOLP or REF may differ systematically.

The purpose of this paper is to investigate the impact of uncertainties in preoperative biometric measures on the uncertainty of the formula predicted refraction at the spectacle plane, based on a large clinical dataset containing measurements of a cataractous population taken prior to cataract surgery using a modern optical biometer, and to analyse this impact of the biometric uncertainties as a function of the formula predicted intraocular lens power IOLP, the axial length AL, and the corneal front surface radius $R_a$, by means of a Monte–Carlo simulation.

## 2 | METHODS

### 2.1 | Dataset for the prediction model

A large dataset containing 21 108 biometric measurements was considered in this study. All measurements were performed at Augen- und Laserklinik, Castrop-Rauxel, Germany and Department of Ophthalmology and Optometry, Johannes-Kepler-University Linz, Austria with the IOLMaster 700 (Carl-Zeiss Meditec).

After excluding eyes with any history of ocular surgery or documented comorbidities in the patient record, the data were anonymised at source and transferred to a .csv data table using the software module for batch data export. Data tables were reduced to the relevant parameters required for our data analysis and finally contained the following measurements: from the measurement before cataract surgery we extracted the patient's age (Age) in years, the laterality (left or right eye), sex (female or male), flat ($R_{1a}$) and steep ($R_{2a}$) corneal front surface radii of curvature both in mm, axial length (AL) in mm, central corneal thickness (CCT) in mm, anterior chamber depth (ACD) in mm (measured from corneal epithelium to lens), central thickness of the crystalline lens (LT) in mm, and horizontal corneal diameter (CD) in mm. Data with AL/ACD/R1a/R2a measurements outside the interval 18–34 mm/1.8–4.3 mm/6.0–9.5 mm/6.0–9.5 mm were excluded from the dataset. Only one eye from each subject was included in this study. Where measurements of both eyes were available, one eye was randomly selected. Subjects with missing data or data other than ‘OK’ in the internal
quality check of the IOLMaster 700 for R1a, R2a, AL, CCT, ACD, LT and CD were excluded from the dataset.

The local Institutional Review Board provided a waiver for this retrospective study (Ethikkommission der Ärztekammer des Saarlandes, registration number 157/21), and informed consent from the patient was not required. The data were transferred to Matlab (2022b; MathWorks) for further processing.

2.2 | Data pre-processing in Matlab

The mean corneal front surface radius \( R_f \) in mm was calculated as \( R_f = 0.5 (R_1 + R_2) \). For IOLP calculation we implemented the Haigis formula (Haigis et al., 2000) as an example of a fully disclosed 4th generation lens power calculation formula based on \( R_f, \) AL, and ACD, and also the Castrop formula (Wendelstein et al., 2022; Langenbucher, Szentmáry, Cayless, Weisensee, Fabian, et al., 2021; Langenbucher, Szentmáry, Cayless, Weisensee, Wendelstein, & Hoffmann, 2021) as a modern lens power calculation formula dealing with a thick lens model for the cornea and an effective lens position prediction which mimics the anatomically correct axial position of the IOL in the pseudophakic eye. To simplify the data interpretation, the corneal back surface radius was derived from a fixed proportion of front to back surface radii (7.7/6.4 mm) according to the Liou & Brennan schematic model eye (Liou & Brennan, 1997).

For our calculations we considered a commonly used IOL model (Hoya Vivinex XC1, Hoya surgical) as a typical example. This lens model has a delivery range from 6.0 to 30.0 dpt and power steps of 0.5 dpt over the entire power range. The respective formula constants for the Haigis formula (Haigis et al., 2000) (\( a_{1a} = -0.1667 \) dpt, \( a_{2a} = -1.0643 \)) and the Castrop formula (Wendelstein et al., 2022; Langenbucher, Szentmáry, Cayless, Weisensee, Fabian, et al., 2021; Langenbucher, Szentmáry, Cayless, Weisensee, Wendelstein, & Hoffmann, 2021) (\( C/H/R = 0.3249/0.1267/0.1548 \)) were extracted from the IOLCon web platform (https://IOLCon.org, accessed on 09/04/2023). Using both the Haigis and the Castrop formula the 'exact' lens power (IOLP_H and IOLP_C both in dpt) was calculated for a target refraction of \( \text{TR} = -0.125 \) dpt, chosen to avoid hyperopia after cataract surgery. The IOLP_H and IOLP_C were subsequently rounded to the closest available power step (IOLP_HS and IOLP_CS both in dpt). Cases with IOLP_H or IOLP_C less than 5.75 dpt or higher than 30.25 dpt were considered to be out of the delivery range of the Vivinex lens.

2.3 | Uncertainties of the biometric measures and IOL power

Based on a literature search the characteristic within-subject standard deviations were evaluated and taken as uncertainties for the biometric measures (Fişuş et al., 2021; Bullimore et al., 2019; Cheng et al., 2022; Ferrer-Blasco et al., 2017; Galzignato et al., 2023; Garza-Leon et al., 2017; Huang et al., 2017; Kunert et al., 2016; Martinez-Albert et al., 2019; Savini et al., 2021; Schianno-Lomoriello et al., 2021; Shetty et al., 2021; Wylegala et al., 2020). From these literature data we extracted the following \( S_w \) values to be used in our error propagation calculations (Savini et al., 2021; Shetty et al., 2021): AL: \( S_{w\text{AL}} = 0.022 \) mm, CCT: \( S_{w\text{CCT}} = 5.626 \) µm, ACD: \( S_{w\text{ACD}} = 0.017 \) mm, LT: \( S_{w\text{LT}} = 0.041 \) mm, \( K: S_{wK} = 0.08 \) dpt. As no direct \( S_w \) data were available in the literature for the corneal front surface radius \( R_f \), we converted all \( R_f \) values in our dataset to \( K \) values using \( n_k = 1.3375 \) (Savini et al., 2021 as specified in the literature with the within-subject standard deviation data) and calculated the uncertainty in \( R_f \) with a variation of \( +S_{wK} \) as \( \Delta R_f = 337.5 \) (\( 1/(K - S_{wK}) - 1/(K + S_{wK}) \)). The within-subject standard deviation for \( R_f \) was then estimated as \( S_{wR_f} = 0.5 \Delta R_f \) (Lumme et al., 2015).

For the IOLP we also optionally considered a labelling tolerance. ISO 11979 specifies the IOLP labelling tolerances as a function of IOLP (2014 Ophthalmic Implants – Intraocular lenses: EN ISO 11979-2). Labelling tolerances were assumed to be normally distributed with a standard deviation of \( S_{w\text{IOL}} = 1/3 \) of the tolerances, according to the ISO standard as proposed by Norrby. This value is chosen to ensure that (based on a normal distribution) at least 99% of the lens power data are within the ISO tolerances (Norrby, 2008). For lens power values IOLP_HS/IOLP_CS from 6.0 to 15 dpt we assumed \( S_{w\text{IOL}} = 0.1 \) dpt, for lens powers from 15.5 to 25.0 dpt we assumed \( S_{w\text{IOL}} = 0.1333 \) dpt, and for lens powers of 25.5–30.0 dpt we assumed \( S_{w\text{IOL}} = 0.1667 \) dpt (Norrby, 2008).

2.4 | Error propagation and Monte–Carlo simulation

As a first step we evaluated the differences between different error propagation strategies. For the Haigis formula the parameters \( R_f, \) AL and ACD were used as predictors and for the Castrop formula \( R_f, \) AL, CCT, ACD and LT were used as predictors. In our simulation we assumed that the measurement uncertainties in the predictors are uncorrelated (Lumme et al., 2015) (as there are no data available in the literature on interactions between errors in repeat measurements). We implemented an error propagation calculation based on (A) the algebraic calculation of the gradient of the REF prediction formula, (B) the numerical calculation of the gradient of the REF prediction formula, and (C) a fully data-driven Monte–Carlo simulation (1 000 000 sweeps) based on normally distributed variations of the predictors. Figure 1 shows the distributions of the formula predicted REF uncertainty (REFU) for (A) (upper graphs), (B) (middle graphs), and (C) (lower graphs) for the Haigis formula (left column of graphs) and the Castrop formula (right column of graphs), all for the first data point in the dataset as an example. Since we did not find any systematic difference between (A), (B), and (C) for either the Haigis (Haigis et al., 2000) or the Castrop formula (Wendelstein et al., 2022; Langenbucher, Szentmáry, Cayless, Weisensee, Fabian, et al., 2021; Langenbucher, Szentmáry, Cayless, Weisensee, Wendelstein, & Hoffmann, 2021) we decided to consider the numerical calculation of the gradient of...
the REF prediction formula (A) for our analysis (Lumme et al., 2015).

All error propagation calculations were performed for variation of all biometric predictors, both with and without consideration of uncertainties in IOLP power due to labelling tolerances.

In the last step we recalculated all error propagation simulations, leaving the variation of one parameter out in turn, in order to investigate the impact of each biometric measure (or the variation of the lens power according to ISO labelling tolerances) on REFU. This means that for the Haigis formula we nullified either $S_wR_a$, $S_wAL$, or $S_wACD$ (without consideration of ISO tolerances) or $S_wR_a$, $S_wAL$, $S_wACD$, or $S_wIOL$ (with consideration of ISO tolerances). For the Castrop formula we nullified either $S_wR_a$, $S_wAL$, $S_wCCT$, $S_wACD$ or $S_wLT$ (without consideration of ISO tolerances), or $S_wR_a$, $S_wAL$, $S_wCCT$, $S_wACD$, $S_wLT$ or $S_wIOL$ (with consideration of ISO tolerances).

2.5 | Statistical evaluation

Explorative data analysis in tables was performed for the arithmetic mean, the SD, the median, and the lower and upper boundary of the 95% confidence interval (which refers to the 2.5% and 97.5% quantiles).

According to Lumme et al. the 68% confidence intervals (CI) were identified in the uncertainty distribution of the formula predicted REF by individually searching for the shortest interval in the data containing 68% of the entire refraction data at the spectacle plane (Lumme et al., 2015). Half of this confidence interval (0.5·CI) was considered as the uncertainty measure for the refraction REFU due to uncertainties in the biometric parameters or the IOLP labelling tolerance. REFU was evaluated as a function of the formula predicted IOLP ($IOLP_H$ or $IOLP_L$), the axial length AL, and the corneal front surface radius $R_a$. 

FIGURE 1 Histograms for the refraction uncertainty distribution at the spectacle plane, for the example of the first data point (case 1) in our dataset. The refraction uncertainty was calculated based on the uncertainties of the biometric predictors (axial length AL, anterior chamber depth ACD, corneal front surface radius $R_a$ for the Haigis and AL, central corneal thickness CCT, ACD, crystalline lens thickness LT and $R_a$ for the Castrop formula) using an error propagation model based on algebraic gradients (upper row), numerical gradients (middle row), or a Monte–Carlo simulation (lower row) with 1000000 sweeps. There is no relevant difference between the different settings for the Haigis or the Castrop formula; therefore we decided to perform further analysis based on numerical gradients.
3 | RESULTS

From the N=21 108 data points transferred to us, and after considering the selection criteria, a dataset with N=16 667 eyes of 16 667 patients was considered for our analysis (N=9 284 eyes from the Augen- und Laserklinik Castrop-Rauxel, N=7 383 eyes from the Department of Ophthalmology, Johannes-Kepler-University Linz). In total, 8 405 left and 8 262 right eyes from 7 107 male and 9 560 female patients were included. Table 1 lists the descriptive data for the ocular biometry before cataract surgery including age, AL, CCT, ACD, LT, CD, and Ra together with the formula predicted power IOLP_H and IOLP_C for a target refraction of -0.125 dpt.

According to the Haigis/Castrop formula an adequate lens within the delivery range of the Vivinex IOL could be calculated for N=16 380 (98.28%)/N=16 406 (98.43%) of the eyes in the dataset respectively.

Figure 2 displays the refraction uncertainty at the spectacle plane REFU resulting from uncertainty in the biometric measures without considering the labelling tolerances for the IOLP for the Haigis formula (upper graph) and for the Castrop formula (lower graph). The total uncertainty REFU values are plotted as brown dots (red scale on the Y axis left side) along with the contribution of each biometric measure (AL, CCT, ACD, LT, R_a for the Castrop and AL, ACD, R_a for the Haigis formula) to REFU in % (blue scale on the Y axis left side). REFU is plotted as a function of the formula predicted lens power (IOLP_H or IOLP_C, upper graph), the axial length AL (middle graph), and the corneal front surface radius R_a (lower graph). We can see directly from the upper two graphs that in both cases the uncertainties in the biometric parameters axial length AL, anterior chamber depth ACD and corneal thickness CCT in both cases show that the corneal front surface radius has only a very small effect on REFU (REFU increases slightly for steeper corneas and small values of R_a). The uncertainty in R_a dominates REFU over the entire range of AL or lens power. In long eyes especially, R_a contributes up to 70% to REFU, but even in short eyes Ra contributes around 30%. The uncertainty in AL contributes around 5%–8% to REFU in long eyes and 20%–25% in short eyes, whereas the uncertainty in ACD or the uncertainty in CCT and LT (for the Castrop formula) seem to have no clinically relevant impact on REFU.

Table 2 displays the explorative data of the predicted refraction uncertainty at the spectacle plane REFU resulting from uncertainty in the biometric measures and also considering the labelling tolerances for the IOLP for the Haigis formula (upper graph) and for the Castrop formula (lower graph). The total uncertainty REFU values are plotted as brown dots (red scale on the Y axis right side) along with the contribution of each biometric measure and the IOL labelling tolerance (AL, CCT, ACD, LT, R_a and IOL for the Castrop; AL, ACD, R_a and IOL for the Haigis formula) to REFU in % (blue scale on the Y axis left side). REFU is plotted as a function of the formula predicted lens power (IOLP_H or IOLP_C, upper graph), the axial length AL (middle graph), and the corneal front surface radius R_a (lower graph). We can see directly from the upper two graphs in each case that for both the Haigis and the Castrop formula REFU systematically increases for short eyes (small AL values) requiring high power IOLs (large values of IOLP_H and IOLP_C). According to the ISO labelling tolerances REFU shows some step formation at IOLP_H/IOLP_C equal 15 and 25 dpt (upper graphs) and this is also reflected in a mild form in the middle graphs with REFU as a function of AL. Again, the lower of the three graphs in each case shows that the corneal front surface radius has only a very small effect on REFU (REFU increases slightly for steeper corneas with small values of R_a). The uncertainty in R_a dominates REFU in long eyes (around 35%–40% with large AL values), whereas the IOL labelling tolerance contributes the most to REFU for short eyes (around 30% to 35% with small AL values). The uncertainty in AL contributes around 5%–12% to REFU (especially in short eyes), whereas the uncertainty in ACD or the uncertainty in CCT and LT (for the Castrop formula) seems to have no clinically relevant impact on REFU (in a range below 3%).

Table 1 | Exploratory data of patient age at the time point of measurement, axial length (AL), central corneal thickness (CCT), anterior chamber depth (ACD) measured from corneal epithelium to lens front apex, thickness of the crystalline lens (LT), horizontal corneal diameter (CD), mean corneal front surface radius (R_a), and the Haigis/Castrop formula predicted lens power (IOLP_H/IOLP_C) for a target refraction of TR = −0.125 dpt.

<table>
<thead>
<tr>
<th>N=16 667</th>
<th>Age in years</th>
<th>AL in mm</th>
<th>CCT in mm</th>
<th>ACD in mm</th>
<th>LT in mm</th>
<th>CD in mm</th>
<th>R_a in mm</th>
<th>IOLP_H in dpt</th>
<th>IOLP_C in dpt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>70.5</td>
<td>23.7886</td>
<td>0.5515</td>
<td>3.2253</td>
<td>4.4514</td>
<td>11.9906</td>
<td>7.1616</td>
<td>20.489</td>
<td>20.456</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>9.5</td>
<td>1.4083</td>
<td>0.0367</td>
<td>0.3768</td>
<td>0.3956</td>
<td>0.4106</td>
<td>0.2725</td>
<td>4.169</td>
<td>4.169</td>
</tr>
<tr>
<td>Median</td>
<td>72.0</td>
<td>23.5886</td>
<td>0.5509</td>
<td>3.2154</td>
<td>4.5249</td>
<td>11.9873</td>
<td>7.1000</td>
<td>21.127</td>
<td>21.127</td>
</tr>
<tr>
<td>2.5% quantile</td>
<td>49.0</td>
<td>21.5962</td>
<td>0.4818</td>
<td>2.5058</td>
<td>3.3857</td>
<td>11.1955</td>
<td>7.2050</td>
<td>10.204</td>
<td>10.204</td>
</tr>
<tr>
<td>97.5% quantile</td>
<td>86.0</td>
<td>27.1742</td>
<td>0.6250</td>
<td>3.9791</td>
<td>4.9697</td>
<td>12.7985</td>
<td>8.2750</td>
<td>27.331</td>
<td>27.332</td>
</tr>
</tbody>
</table>

Note: The table lists the arithmetic mean, standard deviation, median, and the lower and upper boundary of the 95% confidence interval (2.5% and 97.5% quantiles).
front surface radius $R_a$, axial length AL, central corneal thickness CCT, anterior chamber depth ACD, crystalline lens thickness LT, and corneal front surface radius $R_a$ were considered. For the option ‘with IOL labelling tolerances’ the tolerances in the intraocular lens power labels were considered in addition to these biometric parameters.

4 | DISCUSSION

The improvements in ocular biometry and intraocular lens power calculation can be seen as the preconditions for new features in modern intraocular lenses such as monofocal plus, enhanced depth of focus EDOF, multifocal, accommodating, and toric lenses. The requirements for a conscientious use of these new technologies (e.g. in terms of reaching the target refraction) can only be fulfilled with optical biometry in combination with modern advanced IOLP calculation strategies. However, optical biometry does not solve all problems in cataract surgery: first, the true biometric values in a patient’s eye are unknown and cannot be directly measured; second, all biometric values show some variation with repeat measurements, and the uncertainties in the biometric measures have to be propagated to an uncertainty in the target parameters, namely the formula predicted lens power or refraction; third, we have to predict the condition of the pseudophakic eye before cataract surgery, and parameters may somehow change due to surgery (e.g. corneal power or astigmatism) or the measurement conditions (e.g. due to unknown refractive index of ocular media); fourth, all calculation strategies work with simplifications and assumptions, and the validity of these simplifications cannot be verified during lens power calculation; fifth, the labelled lens power on the package may deviate from the true lens power or may not fully reflect the optical properties of the ‘thick lens’ IOL. Many optical biometers have been launched to the market in the last decade, and all have been extensively tested.
for repeatability or reproducibility (Fişuş et al., 2021; Bullimore et al., 2019; Cheng et al., 2022; Ferrer-Blasco et al., 2017; Galzignato et al., 2023; Garza-Leon et al., 2017; Huang et al., 2017; Kunert et al., 2016; Martínez-Albert et al., 2019; Savini et al., 2021; Schiano-Lomoriello et al., 2021; Shetty et al., 2021; Wylegala et al., 2020) and compared against others to evaluate the coherence of the biometric measures (Asawaworarit et al., 2022; Asena et al., 2018; Huang et al., 2019; Lu et al., 2019; Panthier et al., 2022; Sabatino et al., 2016; Sabatino et al., 2019). Typically a sequence of 3–5 measurements is performed in a set of patients and characteristic metrics such as the within-subject standard deviations $S_w$ extracted. Such metrics mostly rely on a normal distribution of the data scatter with repeat measurements. Much larger sequences of repeat measurements have to be performed in order to estimate the distribution of the error. All of these data are restricted in precision, and the absolute accuracy cannot be evaluated as the true values for the biometric measures are unknown. In addition, we have not found any studies that focus on the correlations between the uncertainties of repeat biometric measures. For example, for the Zeiss IOLMaster 700, we find $S_w$ values in a range of 0.069–0.32 dpt for $K$, 2–8 μm for CCT, up to 0.23 mm for CD, up to 0.05 mm for ACD, 0.01–0.07 mm for LT, and up to 0.025 mm for AL (Fişuş et al., 2021; Bullimore et al., 2019; Cheng et al., 2022; Ferrer-Blasco et al., 2017; Galzignato et al., 2023; Garza-Leon et al., 2017; Huang et al., 2017; Kunert et al., 2016; Martínez-Albert et al., 2019; Savini et al., 2021; Schiano-Lomoriello et al., 2021; Shetty et al., 2021; Wylegala et al., 2020). Especially for $K$ the literature data are very inconsistent with a large range of variation. For our error propagation model we eventually decided to use the $S_w$ data for AL, CCT, ACD and LT shown by Shetty et al., since these were based on the largest patient cohort with $N=127$ cases (Shetty et al., 2021). For the $S_w$ values of keratometry we used the data of Savini et al. as this study focused on repeatability of keratometry and total keratometry and the $S_w$ for the mean corneal front surface radius $R_o$ was explicitly mentioned (Savini et al., 2021).

Different error propagation techniques are available. When dealing with normally distributed uncertainties of the predictors, classical concepts which use the gradient of the linear or nonlinear transfer function to convert the predictor variables to an uncertainty of the target parameter are appropriate (Lumme et al., 2015). Therefore, we implemented three different strategies including the algebraic gradient, the numerical gradient, and a more general Monte–Carlo-based method which is not restricted to a normal distribution of the uncertainty of the predictors and can be used with any uncertainty distribution (Lumme et al., 2015). What we found is that the distribution of the uncertainty in refraction at the
spectacle plane shows no clinically relevant differences between the three strategies (as shown in Figure 1). We therefore decided to concentrate on the numerical gradient of the transfer function with respect to the biometric predictors to calculate REFU. This was defined as half the width of the 68% confidence interval of the uncertainty distribution of refraction at the spectacle plane (Lumme et al., 2015). Where distributions of measurement uncertainties other than normal distributions are to be considered we have to switch to a Monte–Carlo simulation.

After calculation using the Haigis (Haigis et al., 2000) and Castrop formula (Wendelstein et al., 2022; Langenbucher, Szentmáry, Cayless, Weisensee, Fabian, et al., 2021; Langenbucher, Szentmáry, Cayless, Weisensee, Wendelstein, & Hoffmann, 2021) of the ‘exact’ lens power to achieve a target refraction of \( TR = -0.125 \) dpt to avoid hyperopia after cataract surgery, we rounded this lens power to the closest available power step. The Hoya Vivinex lens was used as an example of a current modern IOL design. This lens model is available in a power range from 6 to 30 dpt in steps of half dioptres. Eyes requiring lenses outside this delivery range were excluded from the analysis. For all remaining eyes we propagated (A) the uncertainties in the biometric parameters and (B) the uncertainties in both the biometric parameters and the labelling tolerances to REFU in order to obtain an idea of the amount of intrinsic background noise in intraocular lens power calculation which cannot be overcome even with very advanced calculation strategies. Given a lack of measurement data on the real labelling error of the IOLs, we used the data of Norrby who estimated the standard deviation of the labelling error as 1/6 of the entire range according to the ISO 11979 standard (Norrby, 2008) (1/3 of the tolerance). From Table 2 we learn that the median REFU based on the biometric parameter uncertainties from the literature is 0.1027/0.1188 dpt for the Haigis/Castrop
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**FIGURE 3** Refraction uncertainty at the spectacle plane REFU resulting from uncertainty in the biometric measures and also considering the labelling tolerances for the IOLP for the Haigis formula (upper three graphs) and the Castrop formula (lower three graphs). The total uncertainty REFU values are plotted as brown dots (red scale on the Y axis right side) along with the contribution of each biometric measure and the IOL labelling tolerance (AL, CCT, ACD, LT, \( R_a \) and IOL for the Castrop; AL, ACD, \( R_a \) and IOL for the Haigis formula) on REFU in % (blue scale on the Y axis left side). Please note that the uncertainties do not superimpose linearly with the consequence that the contributions do not add to 100%. In each case, REFU is plotted as a function of the formula predicted lens power (IOLP\(_H\) or IOLP\(_C\), upper graph), the axial length AL (middle graph), and the corneal front surface radius \( R_a \) (lower graph). We directly see from the graphs that for both formulae REFU systematically increases for short eyes requiring high power IOLs. According to the ISO labelling tolerances, REFU shows some step formation at IOLP\(_H/IOLP_C\) equal 15 and 25 dpt (upper graphs). The uncertainty in \( R_a \) dominates REFU in long eyes, whereas the IOL labelling tolerance contributes the most to REFU for short eyes. The uncertainty in AL contributes around 5%–12% to REFU, whereas the uncertainty in ACD or the uncertainty in CCT and LT (only Castrop formula) seems to have no clinically relevant impact on REFU.
When the labelling tolerance of the IOL power is also taken into account, the median REFU values increase to 0.1388/0.1516 dpt. If we compare these data with the standard deviation of the formula prediction error for the refractive outcome with values in a range between 0.3 and 0.4 dpt (Wendelstein et al., 2022; Langenbucher, Szentmáry, Cayless, Weisensee, Fabian, et al., 2021; Langenbucher, Szentmáry, Cayless, Weisensee, Wendelstein, & Hoffmann, 2021), we see that \( \frac{1}{3} - \frac{1}{2} \) of the standard deviation is already explained by the uncertainty in the biometric measures.

For the option ‘without IOL labelling error’ for the Haigis formula/Castrop formula the uncertainty of the biometric parameters axial length (AL), anterior chamber depth (ACD) and corneal front surface radius \( R_a \)/axial length (AL), central corneal thickness (CCT), ACD, crystalline lens thickness (LT), and corneal front surface radius \( R_a \) were considered, respectively. For the option ‘with IOL labelling tolerances’ the tolerances in the intraocular lens power labels were considered in addition to these biometric parameters. The table lists the mean, standard deviation, median, and the lower and upper boundary of the 95% confidence interval (2.5% and 97.5% quantiles).

### TABLE 2 Explorative data of the predicted refraction uncertainty at the spectacle plane REFU based on the Haigis and the Castrop formula.

<table>
<thead>
<tr>
<th>REFU in dpt</th>
<th>Haigis formula ((N = 16380))</th>
<th>Castrop formula ((N = 16406))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without IOL labelling tolerances</td>
<td>With IOL labelling tolerances</td>
</tr>
<tr>
<td>Mean</td>
<td>0.1026</td>
<td>0.1380</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0030</td>
<td>0.0089</td>
</tr>
<tr>
<td>Median</td>
<td>0.1027</td>
<td>0.1383</td>
</tr>
<tr>
<td>2.5% quantile</td>
<td>0.0963</td>
<td>0.1167</td>
</tr>
<tr>
<td>97.5% quantile</td>
<td>0.1086</td>
<td>0.1612</td>
</tr>
</tbody>
</table>

For the option ‘without IOL labelling error’ for the Haigis formula/Castrop formula the uncertainty of the biometric parameters axial length (AL), anterior chamber depth (ACD) and corneal front surface radius \( R_a \)/axial length (AL), central corneal thickness (CCT), ACD, crystalline lens thickness (LT), and corneal front surface radius \( R_a \) were considered, respectively. For the option ‘with IOL labelling tolerances’ the tolerances in the intraocular lens power labels were considered in addition to these biometric parameters. The table lists the mean, standard deviation, median, and the lower and upper boundary of the 95% confidence interval (2.5% and 97.5% quantiles).

For Figure 2 we see that REFU systematically decreases with the AL and as a consequence increases with IOLPc/IOLPc, but that it shows only a slight dependency on \( R_a \) (mostly due to the conversion of \( S_w \) for \( K \) as provided in the literature, which had to be converted to \( S_w \) in \( R_a \) to be considered in the Haigis and Castrop formula). This finding is in accordance with
clinical observations that—especially in short eyes—the prediction of the refractive outcome is less reliable as compared to normal or long eyes. Interestingly, the contribution of the uncertainty in $R_c$ to REFU is much larger compared to the contribution of the AL or ACD (Haigis and Castrop formula) and even more compared to the uncertainty of CCT or LT (Castrop formula), which is clinically negligible. Especially in long eyes which typically require low power IOLs the uncertainty of $R_c$ seems to dominate REFU. When we consider the uncertainties of the IOL power labels in addition to the uncertainties of the biometric measures as shown in Figure 3, we notice some steps in REFU at a lens power of 15 and 25 dpt where the tolerances of the labelled lens power according to ISO 11979 change. Because the labelling tolerances for high power IOLs are wider compared to those for low power lenses (2014 Ophthalmic Implants – Intraocular lenses: EN ISO 11979-2), the effect of REFU increase for shorter eyes or larger IOLP values is further emphasised. For high power lenses (and short eyes) the uncertainty of the labelled IOLP contributes the most to REFU, whereas for low power lenses (long eyes) the uncertainty in the $R_c$ measurement dominates REFU. Again, the uncertainty in AL measurement has much less impact on REFU, and ACD (Haigis formula) or CCT, ACD and LT (Castrop formula) seem to be negligible compared to uncertainty in $R_c$ or the labelling error in the IOLP.

However, our study has some limitations: Firstly, we had to extract one set of $S_w$ values from a variety of literature data on the within-subject standard deviation of biometric measures to be used for our error propagation study. Secondly, as the data distributions of the measurement uncertainties are not reported in the literature (mostly due to short sequences of repeat measurements) we assumed normal distributions for all the biometric measures. If distribution data were available for the biometric measure uncertainties, this could be directly considered using a Monte–Carlo simulation of REFU instead of using the algebraic or numerical gradient. Thirdly, we did not find any data on the interaction or correlations between the uncertainties of the biometric measures. Therefore we assumed that all measurement uncertainties were uncorrelated (covariance matrix as a diagonal matrix). Finally, we restricted our simulation to two fully disclosed vergence formulae (one with a thin and one with a thick lens model for the cornea) and for the IOL delivery range, power steps, and formula constants we selected those of a typical modern aspherical hydrophobic IOL currently on the market. If the simulations were performed with other formulae or a different lens model, we might expect slightly different results, but no relevant changes in the main findings.

5 | CONCLUSION

Our data indicate that based on literature data for the within-subject standard deviation of biometric data from repeat measurements, the formula predicted uncertainty of refraction at the spectacle plane REFU increases systematically in short eyes (or high power intraocular lenses), whereas the corneal front surface radius $R_c$ shows only a very slight effect on REFU. $R_c$ contributes the most to REFU, especially on long eyes (or low power intraocular lenses), whereas the uncertainties of the axial length AL show a limited contribution to REFU. If we consider the uncertainty of the IOL power label in addition to the uncertainties of biometry, the increase in REFU for high power lenses (or short eyes) is even more pronounced. For long eyes (or low power lenses) the uncertainty of $R_c$ contributes the most to REFU whereas for short eyes (or high power IOL) the uncertainty in the IOL power label dominates REFU.
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