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With the current progress of Artificial Intelligence (AI) technology and its increasingly broader applications, trust is seen as a required criterion for AI usage, acceptance, and deployment. A robust measurement instrument is essential to correctly evaluate trust from a human-centered perspective. This paper describes the development and validation process of a trust measure instrument, which follows psychometric principles, and consists of a 16-items trust scale. The instrument was built explicitly for research in human-AI interaction to measure trust attitudes towards AI systems from layperson (non-expert) perspective, in the context of AI medical support systems (specifically cancer/health prediction). The results of the six-stages evaluation show that the proposed trust measurement instrument is empirically reliable and valid for systematically measuring and comparing non-experts’ trust in AI medical support systems.
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1 INTRODUCTION

The call for trustworthy AI was made by formal national institutions around the world (Europe [1], USA [9], China [18]), and trustworthiness in AI systems is increasingly becoming an ethical and societal need. Trust is a crucial factor in all kinds of relationships, and considered as humans’ primary reason for acceptance [28]. A 2018 survey conducted by Intel shows that 36% of patients lack trust in AI and identify trust as a key barrier to AI adoption [40]. In 2018, a government-backed AI healthcare application, Babylon, also received criticism for the inaccuracies in diagnosis, [25] which brought the medical regulator, the Medicines and Healthcare products Regulatory Agency (MHRA), into the spotlight. These controversies only add to the reported general unwillingness of people to engage with AI when it gets to their healthcare needs [70].

However, research also shows that people who are already AI users tend to easily take algorithmic outputs as accurate and valid and even prefer an algorithmic decision to human advice [50]. As AI is increasingly embedded in all sorts of largely adopted systems, research evidence indicates that users tend to over-trust and continue to rely on a system even when it malfunctions [17]. This phenomenon is known as automation bias, which occurs when people tend to over-trust and accept system outputs ‘as a heuristic replacement of vigilant information seeking and processing’ [30, 61]. People often neglect automation bias and tend to trust a system when they think the answer came from an algorithm.
rather than another person [50]. This misplaced trust (distrust or over-trust) has motivated research on trustworthy AI, whether via developing new forms of explainable AI or AI transparency [3, 69, 87, 94].

A huge challenge into advancing research in this crucial research field is the issue of comparability. Currently, there is no general trust measurement or evaluation method for research in AI trust. In evaluating trust, literature measures users’ confidence [4, 11, 76], reliance [24, 93], and also straightforward trust rating [11, 12, 91] amongst other evaluation methods. Aside from the context specific nature of trust [47], the difference in evaluation approach and how trust is measured stemmed from variations in trust definition, which lead to different trust metrics, and therefore prevents from meaningful scientific comparisons. Another important point to note is the broad definition of Artificial Intelligence (AI). To put it simply, Artificial Intelligence is artificially constructed intelligence, it ranges from prediction to recommendation system; to physical materialization, such as, robots and automated machines. This variety results in different trust measurements which rely on questionnaires derived from research in the human-robot trust [77], human-automation trust [41, 57, 63], and human-technology trust [55], which have been used interchangeably between sub-fields. Combination of existing questionnaires was also implemented to achieve usable measurement tool [14, 29, 92]. However, most of the research has not conducted thorough validation test [14, 29, 85], to their adapted questionnaires. This lack of measurement validation raises concerns and can undermine the validity of research findings achieved using said measurements. Moreover, valid measurement instruments play a significant part in the progress of trustworthy AI design, development, and research; how can we design trustworthy AI systems if we cannot measure the effect of our design choices in a reliable and comparable way?

In this study, we developed and validated a trust measure instrument following the psychometric principles, methodological concepts, and techniques in scale development and validation research [5, 10, 13, 22, 37, 64, 65, 71, 72]. The instrument is specifically built for research in human-AI interaction, to measure trust attitude towards AI systems, from a layperson (non-expert) perspective. The use-case we used was in the AI medical support system context (cancer/health prediction).

2 BACKGROUND AND RELATED WORK
2.1 Trust Concepts
Mayer et al. conceptualised trust as a willingness to be vulnerable based on the expectation that another party (the trustee) will perform certain actions that are important to the trust giver (trustor), regardless of the ability to monitor or control the trustee [53]. Although the context of Mayer et al.‘s trust concept is human-human trust in organisations, this definition was widely applied and adapted in the context of human-technology trust, such as, trust in automation [45][78], trust in information systems [54][48], and trust in robots[66][34].

Mayer et al. noted the distinction between trust, as in the factors that influence trust (trust factors), with trust-related behaviour, irrespective of the relationship between these two. Trust as an attitude does not always translate into trust-related behaviours, such as, dependence and [58], and should be measured separately. In contrast, although the concepts of trust and trust factors are easily distinguished, the measurement aspects are quite connected. Since trust is regarded as an attitude, which is a "psychological construct, a mental and emotional entity attached to or characterising a person" [67], it is said to be externally non-observable [53, 90]. Psychological constructs are determined by psychological factors and can therefore be measured using self-reports, attitude scales, or questionnaires, for example, the Likert Scale [49]. The Likert scale is one of the scales that has been widely used and supported by the attitude...
measurement literature [8, 33, 65]. This study focuses on measuring trust as an attitude through the means of trust factors using Likert scales.

2.2 Measuring Human Trust in AI Systems

In general, there is a considerable trust measurement literature, be it behavioural trust (trust-related behaviour) or attitudinal trust (trust as an attitude). Several disciplines, such as psychology [73] and management [53], have been looking at human trust in technology. In particular, much work has been done investigating trust in human-automation interaction [44–46, 59, 78] and human other technologies interaction [48, 55]. However, only some of these studies have included measurement scales [15, 23, 41, 77]. Several trust measurement scales have become recurring trust scales used in human-AI research. One such scale, Jian et al.’s [41], is reported to be the most cited trust scale in human factors research. The scale by Jian et al. was developed for human-automated systems trust [41], the survey questions comprising the scale are very generic, which can be one of the main reasons for its re-usability.

Madsen and Gregor [52] developed a more generalised measurement for human-computer trust, and tested the measurement reliability and validity. The dimensions used in this measurement were common factors that influence trust. Through the scale validation process, high internal consistency (Cronbach’s alpha > 0.94) and construct validity were established, with poor criterion-related validity. McKnight developed another trust measurement instrument to capture the trust relationship between users and specific technologies [54]. This scale was developed based on an understanding of trust in the broader context of society and previous research on human-human trust. Through evaluation, this instrument show good reliability (Cronbach’s alpha > 0.9), construct validity, and criterion-related validity. In the next section, we describe the steps we followed to achieve a suitable yet generalisable measurement instrument for non-expert users’ trust in AI medical systems.

MEASUREMENT INSTRUMENT DEVELOPMENT PROCESS

To develop a sound human trust measurement instrument, we followed recommendations by previous research in psychometric [10, 37]. Six key research stages (Fig 1) were carried out to develop the items, and thoroughly evaluate them (through the assessment of each of the item individually, the overall scale, and the possible correlation between items). We finally carried out validity and reliability tests. According to the Standards for Educational and Psychological Testing, a guideline approved by American Psychological Association (APA), an appropriate operational definition of the construct a measure aims to represent should include a demonstration of content validity, criterion-related validity, and internal consistency [5]. The complete steps of the method and analysis we carried out is shown in Fig 1. The detailed description of each steps will be described in the next sections.

3 ITEM DEVELOPMENT

3.1 Methods

The first step to developing a measurement instrument is to determine the measurement domain that will be used to identify measurement items. A measurement domain (or sometimes referred to as a measurement construct) is the concept or attribute which is the measurement target. In this study, the domain is a set of trust factors, as trust (the target) will be measured using various factors (attributes) that influence human trust in AI systems. The trust factors and the relevant items were generated using deductive and inductive approaches. As an example, Perceived...
Understandability is one of the trust factors with one of the relevant items is a statement “I know what will happen the next time I use the system because I understand how it behave”. The deductive approach requires a literature review to develop a domain definition with a theoretical foundation. Trust factors proposed in the literature were assessed and selected based on context relevance. The inductive approach requires exploratory research to develop items from dimensions that may not be easily identified in the conceptual basis. A mixed methods study comprising an online survey and a focus group were conducted to help explore other dimensions that may not have been considered previously. The study also helped contextualise and revise the items in the context of a concrete healthcare scenario. It should be noted that, while the measurement instrument was developed to be as general as possible to enable future use in AI system interaction evaluation, the use-case we used was an AI medical support system (cancer/health prediction).

3.2 Results: Trust Factors and Items Developed

3.2.1 Deductive Method. We have the reviewed literature on trust and identified factors that could affect trust. Research on trust in human-automation systems’ interaction, suggested that trust consist of human-related trust, environment-related trust, and learned trust [45][38][78]. Human-related trust is, as the name suggest, related to the human trustee, such as individual personalities, backgrounds, and capabilities. As the name suggest, environment-related trust is related to the environment or situation of the task and the system. Learned trust relates to the system itself, such as its behavior, reliability, transparency, and performance. Other research also proposed similar form of trust in different trust context, composed by similar concepts with different names. For example, in human-robot context, trust is composed of human factors, environment factors, and robot factors[34, 66]. In the context of information systems, trust consists of basic personality trust, basic institutional trust, and basic system trust. [48, 54]. To put it simply, a person trust towards an object (person, robot, AI) is built from their personality/attributes/characteristics, the environment surrounding the person and the interaction, with the object and the attributes/characteristics of the object.

A different perspective by Morrow et al theorised trust under two bases: cognitive and affective [60]. Cognitive base trust is trust resulted from a pattern of careful and rational thinking, while, affective base trust is trust that results from feelings, instincts and intuition. Moreover, this theory was included in the literature on human-computer trust
Trust Factors | Description
--- | ---
perceived technical competence | system is perceived to perform the tasks accurately and correctly based on the information that is input. [4, 23, 38, 45, 52, 53, 62, 78]
perceived reliability | system is perceived to be, in the usual sense of repeated, consistent functioning. [27, 38, 43, 45, 56, 62, 73, 78]
perceived understandability | user can form a mental model and predict future system behaviour. [35, 36, 45, 62, 78, 82]
personal attachment | user finds using the system agreeable, preferable, suits their personal taste. [42, 52, 78, 80, 84]
faith | user has faith in the future ability of the system to perform even in situations in which it is untried. [43, 52, 73, 78]
perceived helpfulness | system is perceived to provide adequate, effective, and responsive help. [45, 53, 54, 73, 78]

Table 1. Human-AI Trust Measurement Domains: Trust Factors and Descriptions

[52] and in human-automation [78] under the human-related factors affecting trust. The link between human-related factors of trust and categorisation of cognitive-affective base trust, shows that trust is a multidimensional concept and can be categorised in different ways. An inter-disciplinary exploration on trust theory concluded that trust concepts are actually similar, overlapping, and sometimes only divided by different jargon [74]. Therefore, we looked at the literature on trust factors while not overly considering discipline-specific categorisations.

Table 1 summarises our definition of these domains, which are based on the literature. We merged domains that overlapped in meaning and modified some of their descriptions into the final six trust metrics: perceived understandability, perceived reliability, faith, perceived technical competence, perceived helpfulness, and personal attachment.

3.2.2 Inductive Method

Online Survey

An online survey was conducted to help explore other possible trust factors that were not considered previously. The online survey also aimed to test if any domain we included is not considered relevant or important by the general public in a healthcare context. We developed a dramatising vignette as a tool to help contextualise the measurement domains and items. The vignette technique is a method that can elicit perceptions, opinions, beliefs and attitudes from responses or comments to stories depicting scenarios and situations [6].

We did measurement instrument pre-testing, as a part of domains and items selection and/or reduction, and also to test the form of measurement instrument. We created the initial measurement instrument based on the literature (from deductive method) with six domains of trust factor and three statement items for each domain. Based on our knowledge, there is no rule of thumb for the number of items should be included in the measurement scale, as long as it’s not too long that inspired participation fatigue or motivation [79]. Participants were asked to rate, in Likert 7-point scale, the importance of 18 item statements before and after reading the dramatising vignette. For example, to evaluate perceived technical competence, participants were asked to rate the importance of following statement: “The application would use appropriate methods to get results based on the information I input.”

We inspected mode, median, and mean values for each item and internal consistency of each domain was then measured, using Cronbach’s alpha (See Table 2). Based on the median rating, most of the domains are rated as very (rating = 6) or extremely (rating = 7) important by the survey respondents. The only item rated negatively (rating < 4) was from personal attachment domain, with the statement: “you feel a sense of loss if the app is suddenly unavailable to use”. Perceived reliability, perceived technical competence, and perceived helpfulness domains demonstrated excellent internal
consistency, with their alpha coefficient > 0.8 [20, 65]. Meanwhile, perceived understandability, personal attachment, and faith domains’ internal consistency can be regarded as acceptable. However, the overall initial measurement is still demonstrated excellent reliability Cronbach’s alpha > 0.94. From this result, we argued that the initial measurement scale is a good starting point, with some refinement need to be done in perceived understandability, personal attachment, and faith items.

<table>
<thead>
<tr>
<th></th>
<th>reliability</th>
<th>technical competence</th>
<th>understandability</th>
<th>personal attachment</th>
<th>helpfulness</th>
<th>faith</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>6.2</td>
<td>6.0</td>
<td>6.4</td>
<td>6.3</td>
<td>6.2</td>
<td>6.0</td>
</tr>
<tr>
<td>r2</td>
<td>6.0</td>
<td>6.2</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>r3</td>
<td>6.4</td>
<td>6.3</td>
<td>6.0</td>
<td>5.7</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>tc1</td>
<td>0.81</td>
<td>0.82</td>
<td>0.77</td>
<td>0.75</td>
<td>0.90</td>
<td>0.76</td>
</tr>
<tr>
<td>tc2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tc3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>u1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>u2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>u3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Importance Rating: Initial Measurement Scale with Six Domains and Three Statement Items Each

**Focus Group**

The focus group analysis was used to capture any missing human-AI trust factor that was not captured by the literature. During the focus group participants were asked to read the dramatising vignette and then have an open discussion on human-AI trust and the factors affecting this relationship. The codes emerged can be grouped to five core variables: User Needs, Communication, User Concern, AI usage, and Trust. In the following, we describe one of the core variable: Trust, as a part of inductive method in this item generation phase.

Based on the questions asked about trust before and after the vignette, trust is affected by communication and credibility. AI systems’ credibility could be proven with license or certification. License and certification are required for all medical tools, and AI in healthcare should too. “Overseeing bodies, both in the U.S. and here, and elsewhere. I think (here) it’s BMC, the royal colleges. Things that you have to be able to practice medicine in most countries.” -P5.

“What if AI goes through a residency with real physicians. The tool itself needs to be continuously improved for a period of two years by physicians, by experts, in clinical practice.” -P3

Autonomy is relevant for both interactions between medical professionals and patients, and between AI systems and users. In the AI healthcare system context, users should have the right to make decisions for themselves; and should be put in the right conditions that enable them to make those decisions in a well informed but autonomous way. The decisions mentioned by participants vary from decisions regarding treatment, to the decision regarding whether or not they want to use the system, or even decisions about the conditions that enable them to make decisions, in this case, is the decision about what kind of information users want to be given in the explanation. "I would like to be able to invoke it or turn it off at my choice." -P1. "You could be given references if you wanted to do research, but it’s also up to you." -P6.

From these results, two main additional trust factors emerged: Institutional Credibility and User Autonomy. For Institutional Credibility, participants meant the users’ trust is placed in the institution which regulates the certification of the AI system. User Autonomy is also deemed as important by participants. User should be able to control their decision regarding treatment or regarding whether or not to use the system. This is in line with previous research on trust in healthcare, patient’s trust will improve when doctors give patient autonomy by letting them manage their disease [19, 75].
4 ITEM EVALUATION

4.1 Methods

Once the measurement domains had been defined and the measurement items have been developed, we carried out an evaluation process. In the first evaluation process, the initial set of items was reviewed by experts. The measurement domains (trust factors) were presented and the experts were asked to provide a review and rating for each measurement item. The expert validation resulted in a number of items being reconstructed or being removed from the measurement instrument. The revised items were then further evaluated by the target population, in this case the general public, through cognitive interviews. The cognitive interview assessed how the target population understood the measurement domain and the mental processes behind the answers given from the measurement instrument.

4.2 Results

4.2.1 Expert Validation. We conducted interviews with seven experts separately. The experts include professionals and academics: two scale development experts from psychology field, two scale development experts from computing field, one AI expert, and two medical experts. In the first round, Content Validity Index (CVI) was calculated in item level by dividing the number of experts giving a rating 4 or 5 to the representativeness of each item with the total number of experts. Evaluation criteria for CVI is "Excellent" for CVI > 0.79 [21, 68, 81] and "For Revision" for CVI > 0.7 [2]. After CVI for all instrument items were calculated, kappa was calculated using numerical values of probability of chance agreement (PC) and CVI of each item in following formula:

\[ K = (CVI - PC) / (1 - PC). \]

Evaluation criteria for kappa value are "Excellent" for \( \kappa >= 0.74 \), "Good" for \( 0.74 > \kappa >= 0.6 \), and "Fair" for \( 0.59 > \kappa >= 0.40 \) [16]. Since it is recommended to create a large number of items in the early stage of item development [37], we created five item statements for each domain, including two new added domains, as our second version of measurement instrument, making it 40 instrument items in total.

We selected two or more items passed the CVI and \( \kappa \) "Excellent" threshold, items with "For Revision" scores were removed, making it 20 items in the end. In the second round, we looked at the Cohen’s \( \kappa \) of the Clarity ratings from the rest of 20 items, to decide if the item needs revision or not. In the end, we have the measurement instrument consists of 16 items from 8 domains, with comments from experts that helped refine and revise the items accordingly.

4.2.2 Cognitive Interview. We conducted qualitative interviews with nine participants. All participants are laypeople, with age range: six participants were below 30, three participants were in 30-45, and three participants were above 45 years old. Each cognitive interview lasted one to two hours in semi-structured format. Participants’ were expected to think-aloud their understanding on each item statement using their own words. Since no specific data analysis method is recommended by cognitive interview literature [88][7], general view on participants’ understanding and in-depth look on participants’ cognitive processing were noted.

In general, participants claimed that the items are understandable and make sense. When participants explained their interpretation on the item statements, the description of their mental process allowed participants to answer in a manner that reflects their experience, which indicates their understanding [88]. The participants were able to understand correctly the specifications of the items and, crucially, the interpretation were consistent across participants reflect the trust factor definition. However, some inconsistencies between participants’ interpretation were found on
two item statements from perceived technical competence and personal attachment domains. Based on these results, none of the item statements were dropped and some modifications on the word choice were applied.

5 SURVEY ADMINISTRATION

At this stage, we then administered the survey as the main measurement instrument test. We chose to use an online survey, because an online survey takes advantage of the Internet to provide access to broader groups and efficient in time [89]. The measurement instrument was presented after videos of available AI medical support systems. The online survey contains two sets of questions with 20 items in total. The first set of questions are two demographic items and two trust propensity questions. The second set of questions contains 16 statements from the trust measurement instrument. Between the first and the second set of questions, participants were assigned to watch a two-minutes video of cancer detection/risk assessment applications available on the market, such as, SkinVision (skin cancer detection), Braster (breast cancer detection), and Alexa Babylon (health assessment). Participants were then asked to rate their agreement with the statements from the measurement instrument based on the application that they just saw using 7-point Likert scales. The online survey was developed using the Google Forms platform and published via Amazon Mechanical Turk. To minimise submission from bots, we only accept master worker and put different codes in the survey to submit at the end. The Mechanical Turk tasks were up for two weeks and data from 300 participants were collected.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understandability</td>
<td>I understand how the AI system works and I feel confident I will be able to use it in the future.</td>
</tr>
<tr>
<td>Technical Competence</td>
<td>The AI system uses appropriate methods to get results based on the information I input.</td>
</tr>
<tr>
<td>Reliability</td>
<td>The AI system consistently provides the results it is expected to produce.</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>When I need help, the AI system responds to my needs effectively and responsively.</td>
</tr>
<tr>
<td>Personal Attachment</td>
<td>I find the AI system suits my preference and I would feel a sense of loss if I could no longer use it.</td>
</tr>
<tr>
<td>User Autonomy</td>
<td>I feel in control when operating the various functions and features of the AI system.</td>
</tr>
<tr>
<td>Faith</td>
<td>When I am unsure about the AI system’s result, I believe in the AI system rather than myself. Even if I am not sure about the result and the actual performance, I am confident that the AI system will provide the best result.</td>
</tr>
<tr>
<td>Institutional Credibility</td>
<td>I feel assured using the AI system because it is made by a reputable institution and therefore already went through a credible regulation process.</td>
</tr>
</tbody>
</table>

Table 3. 16 Survey Questions/Statements (Two Statements for Each Domain)

6 TEST OF DIMENSIONALITY

To test the dimension of the proposed measurement instrument, we used Confirmatory Factor Analysis (CFA). CFA investigates how well the hypothesised factor structure (model) fits with the data [51], which is trust that consist of
eight trust factors. Some of the fit indices are: Comparative Fit Index (CFI >0.95), Tucker Lewis Index (TLI >0.95), Root Mean Square Error of Approximation (RMSEA <0.06), Standardized Root Mean Square Residual (SRMR <0.08) and low Chi-square [10, 37, 39].

Based on the root mean square error of approximation (RMSEA = 0.046), standardized root mean square residual (SRMR = 0.023), comparative fit index (CFI = 0.987), and Tucker–Lewis index (TLI = 0.979), the hypothesised model fits well and does not need additional alteration.

7 TEST OF RELIABILITY

7.1 Internal Consistency

The internal consistency was assessed with alpha and omega coefficients calculated in R. Table 4 depicts that all alphas and omegas values are above 0.7, indicating internal consistency in all dimensions and overall measurement[65]. Additionally, the results show that all Raykov’s, Bentler’s, and McDonald’s coefficient omega are similar, suggesting that the model fits the data well. This support the finding in previous Test of Dimensionality stage.

<table>
<thead>
<tr>
<th>Cronbach’s alpha</th>
<th>Raykov’s omega</th>
<th>Bentler’s omega</th>
<th>McDonald’s omega</th>
</tr>
</thead>
<tbody>
<tr>
<td>reliability</td>
<td>0.7232</td>
<td>0.7244</td>
<td>0.7244</td>
</tr>
<tr>
<td>technical</td>
<td>0.8371</td>
<td>0.8383</td>
<td>0.8383</td>
</tr>
<tr>
<td>understandability</td>
<td>0.7860</td>
<td>0.7938</td>
<td>0.7938</td>
</tr>
<tr>
<td>personal</td>
<td>0.8388</td>
<td>0.8393</td>
<td>0.8393</td>
</tr>
<tr>
<td>helpfulness</td>
<td>0.8683</td>
<td>0.8699</td>
<td>0.8699</td>
</tr>
<tr>
<td>faith</td>
<td>0.8285</td>
<td>0.8306</td>
<td>0.8306</td>
</tr>
<tr>
<td>user autonomy</td>
<td>0.8289</td>
<td>0.8311</td>
<td>0.8311</td>
</tr>
<tr>
<td>institution</td>
<td>0.9136</td>
<td>0.9136</td>
<td>0.9136</td>
</tr>
<tr>
<td>overall</td>
<td>0.9481</td>
<td>0.9512</td>
<td>0.9512</td>
</tr>
</tbody>
</table>

Table 4. Reliability tests for the measurement instrument.

7.2 Test-retest reliability from Repeated Survey

The test-reliability is a part of replication processes, where the survey was administered in two (or more) different times to the same group of people. In order to do this, we collected additional data and repeated the online survey. The Mechanical Turk tasks were up for one month and data from 304 participants were collected. The test was quantified using Intra-class Correlation Coefficient (ICC) between the ratings given by the same participants answered at closely spaced points in time (30 minutes - one hour). The test-retest reliability was established with ICC value = 0.7377.

8 TEST OF VALIDITY

8.1 Methods

Validity is the extent to which "evidence and theory support the interpretation of test scores required by the proposed use of the test" [5]. Validity assessment can be summarised in three main forms:

- Content validity
- Construct validity (including: convergent validity, discriminant validity)
- Criterion validity (including: predictive validity, concurrent validity)

We have evaluated the content validity and face validity in the Item Evaluation stage, and in the next section we described the construct and criterion validity tests results.
8.2 Results

**Construct Validity: Convergent Validity.** A measurement can establish convergent validity when the measurement domain/construct correlates highly with each other. All items composite reliability (CR) values are above 0.7 [33], all average variance extracted (AVE) are above 0.5, suggesting the convergent validity of measurement instrument. This result suggests that our measurement instrument could examine or measure trust in different ways while still yielding similar results.

**Construct Validity: Discriminant Validity.** To evaluate the discriminant validity of our trust measurement, we assessed the relation between our measurement and participants’ trust propensity level. The discriminant validity was assessed with Fornell and Larcker criterion [26] and Heterotrait-monotrait (HTMT) criterion [31, 86]. The correlation coefficients suggested low similarity between our trust factors and trust propensity. These results supported the discriminant validity of our trust measurement instrument, which was different from trust propensity.

**Criterion Validity: Concurrent Validity.** To establish concurrent validity, our measurement should be significantly correlated to some outcome measured at the same time, meaning the trust factors should be correlated to the trust level. Based on the correlation coefficient, each domain (trust factor) of our measurement is positively correlated to trust level and the relationships are all significant (p < .05). These results suggested that our trust measurement hold concurrent validity towards subjective single-question trust measurement.

**Criterion Validity: Predictive Validity.** For predictive validity, first, we regressed trust level data on all items rating, with linear regression model: trust equal all trust factors items. The p-values indicated two faith items (.001) and one institution credibility item (.005) were significantly predictive of trust level (p < .05). Based on these results, the relationships between trust and all trust factors, except Faith, were not linear. Thus, trust level could not be predicted with 16 items and the predictive validity of our measurement was not supported.

9 LIMITATION

This study is not without limitation. Future longitudinal research utilising our measurement instrument would be appropriate to examine the test-retest reliability for a longer time period. Replication with different types of AI systems, or possibly outside of healthcare application, would be beneficial to developing the trust model and also solidify the generality of our measurement instrument. Further evaluation will be necessary to understand trust and develop the trust theory/model. A future study that involves the measurement of trust as an attitude and how it relates to trust-related behaviour could also provide a valuable contribution.

In summary, replication and adaptation of our proposed trust measurement instrument are highly encouraged. The trust scale replication and validation by Spain et al. [83] was one of the reasons why Jian et al. [41] trust scale became the most well-cited trust scale in the human factors literature [32]. Replication and adaptation will not only to further prove the validity and generality of the measurement but also will help to understand trust and trust model in human-AI system interaction.

10 CONCLUSION

This study proposed a trust measurement comprised of eight trust factors as the domains and two statement items for each domain, which make a total of 16 items. The reliability and validity of our measurement instrument were established and are expected to be used and adapted by future researchers to evaluate their AI systems.
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