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ABSTRACT

The launch of ChatGPT, a natural language open-source AI platform, in November 2022 has taken the world by storm and artificial intelligence appears to be at a watershed moment in technological advancement. This article explores the emergence of ChatGPT and considers the implications for legal education and practice. It will examine how law schools can develop strategies for assessments to make them more challenging for generative AI while educating students on its potential in the workplace. All legal educators are now on a journey to navigate the complexities of open-source AI technology and comprehend its implications. We should not ignore or underestimate the potential impact on both legal education and legal practice, and we must consider new methods to incorporate AI technology into our teaching.
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Introduction

ChatGPT is an open-source large language model developed by OpenAI that has generated a considerable amount of interest and excitement since its launch on 30 November 2022. Elon Musk described it as “scary good”¹ and Aaron Levie said “every time you think you know what ChatGPT can do, you realize you know almost nothing yet. The infinite depth of what it means for a computer to understand language is mindboggling and we’re just scratching the surface.”² However, there are others who are less convinced, such as Ian Bogost who suggests that “ChatGPT is dumber than you think.”³ With the advent of any innovative technology there is always paranoia mixed with fear coupled with hype, and ChatGPT is no exception.⁴
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⁴Bob Seidensticker, Future Hype: The Myths of Technology Change (Berrett-Koehler 2006).
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As an AI-based chatbot, ChatGPT answers questions using natural language, covering almost every conceivable topic, and engaging with the user in a conversational style through questions and prompts. It is trained through conversations to be able to predict the next word in a sentence given the context of the previous words. It is very straightforward to use and the user can tailor the conversation to generate the types of responses it is looking for. It goes beyond simply answering questions, and can generate code, write poetry, social media posts, blogs, and essays in several languages.\textsuperscript{5} It is powered through OpenAI’s language processing technology and uses patterns that it has learned through training to generate a response that looks appropriate in the conversation with the user. It applies algorithms to analyse and understand the meaning of the input and generate a response. The power of ChatGPT is in the speed and quality of its responses. It is very difficult to distinguish what it produces from human text. It has been trained on a huge corpus of open-source data drawn from the internet prior to September 2021, as well as some licensed sources, although the exact data used has not been disclosed by OpenAI.\textsuperscript{6} It is not known whether these licensed sources include comprehensive legal research platforms such as Lexis Library or Westlaw Edge.\textsuperscript{7}

ChatGPT is likely to have a significant impact on both work and education, including legal careers and legal education, as it provides easily comprehensible answers to a variety of different questions very quickly. This article aims to explore the issues raised by generative AI for law schools in order to make an early contribution to the conversation about the implications of this technology. It will explain how ChatGPT works and demonstrate its use by describing some research to discover whether ChatGPT could pass the Solicitors Qualifying Examination (specifically SQE1). Given the performance of this technology in professional examinations, the article will also summarise the way in which generative AI is being used within legal careers and how this could develop further. It then goes on to consider the regulation of generative AI before looking at its potential impact on law teaching and assessment.

Generative AI is changing extraordinarily fast, with new versions of ChatGPT being developed and other companies releasing their own versions, such as Google’s Bard. This article draws upon information available up until the middle of April 2023. While the detail of the technology is likely to change within the next couple of years, the general principles relating to its operation, regulation and the implications for legal careers and education will therefore remain relevant.

**How does ChatGPT work?**

ChatGPT is a large language model (LLM), specifically a natural language processing model. This is an adaptive algorithm that tries to predict the next word in a sentence. However, this simple explanation belies the complex nature of its design. It uses gigabytes of data of text to “learn” how to predict which word comes next in a sentence.
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\textsuperscript{6}Jürgen Rudolph, Samson Tan and Shannon Tan, “ChatGPT: Bullshit Spewer or the End of Traditional Assessments in Higher Education?” (2023) 6(1) Journal of Applied Learning & Teaching 1. This article provides more information around the development of OpenAI and GPT-3. For details of GPT-4, see \texttt{<https://openai.com/research/gpt-4>} accessed 14 April 2023.

Given enough gigabytes of text it learns how to predict with high probability what word comes next in a natural conversation, or a specific form of textual document such as a letter, a complaint, a product review, a blog, or a script.

The model takes a sentence input, uses the knowledge gained from processing the vast amount of text to give a likelihood of what the input is about and gives a response that it thinks is most likely to be correct. The bigger the source of data, the better the prediction. This is one of the biggest differences between ChatGPT’s third iteration, GPT-3 (or 3.5) and GPT-4: the amount of data parameters that each version has been trained on. It is estimated that GPT-3 was trained on 175 billion parameters (around 570GB of data, and 300 billion words). While the information regarding the size or the source of the data that GPT-4 was trained on is not publicly available, the estimates are that it is a large multiple of GPT-3.

The prediction-based nature of ChatGPT is its biggest limitation but also a source of strength because as it can only give its best guess as to what the sentence input means, it can only give its best guess as to what the answer should be. This means that it does not “know” when it has made a mistake, because an answer is just a statistical probability of what should come next based on the available data regardless of whether it is factually correct or not. It therefore does not recognise when it provides incorrect information and does not have the ability to check its own truthfulness. It will also produce biased responses if the data it relies upon contains bias. When it does not have the information, it makes things up (or “hallucinates”), which can include inventing references and sources. As it is finding the next series of plausible words, the answers can sometimes be formulaic and lack depth.

The phrasing of the instructions can improve the quality of the responses produced by ChatGPT. As it is a conversational platform, responses can be interrogated further through follow-up questions. It is capable of combining multiple responses to produce a better response. ChatGPT is not perfect but with significant investment it is evolving rapidly, and we should expect to see more capable versions released in the future. Since the larger the data, the better the prediction, one can reasonably assume that it will only get better at its predictions as more data and more resources are thrown at it. Its interaction with users should only improve its predictive performance because many users will inform it when it is wrong, if not directly, then by posting online.

ChatGPT has had such a significant impact because it is easily accessible; it is an open-source platform that is free to use in its GPT-3 version. Its popularity has been such that users cannot always access the platform because of high demand, as it has reached capacity. It had a million users in its first week and passed the one billion mark in March 2023. There is also a paid version of ChatGPT – ChatGPT Plus, which is currently $20 per month and gives unrestricted access to GPT-4 and early access to new features. Microsoft is investing $10 billion into ChatGPT and is integrating the
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technology into its range of software. It started with Bing chat, a feature of its Bing search engine. Bing is theoretically more powerful and more accurate because it can access updated information from web results and has had further training to respond to instructions and complete tasks more effectively.¹² Microsoft announced on 16 March 2023 the introduction of Microsoft 365 Copilot.¹³ This is a version of ChatGPT with its Office suite of applications, such as Word, PowerPoint and Excel. There are other similar platforms in development, including from Google, which launched its own conversational AI service called Bard in March 2023.¹⁴ This opens up a whole new set of challenges and opportunities as LLM technology becomes part of the background of modern life.

ChatGPT and SQE1

One reason why ChatGPT has been making headlines in recent months is because of its performance in a variety of professional exams. For example, Gilson and others¹⁵ and Kung and others¹⁶ (the “others” here include ChatGPT) subjected it to questions from the United States Medical Licensing Exam, whereas other studies have tested ChatGPT on the major US accounting exam¹⁷ and the Multistate Bar Exam.¹⁸ All of these tests were conducted using GPT3/GPT3.5 and showed that it performed consistently around the borderline pass level.

Following this research, one of the authors of this paper carried out the same experiment with the multiple-choice SQE1 using the 90 sample SQE1 questions published by the Solicitors Regulation Authority (SRA) on its website.¹⁹ SQE1 actually comprises 360 multiple-choice questions (MCQs) which test functioning legal knowledge (ie applied legal knowledge). However, while practice SQE1-type MCQs are widely available it was decided to use only the official SRA ones to ensure high fidelity, and the test bank of 90 questions was considered adequate for the purposes of the research.

So, how did ChatGPT do? It scored a pretty decent 50% (45 out of 90), mirroring its US Multistate Bar Exam score.²⁰ As the passing scores for the November 2021, July 2022

and January 2023 SQE1 sittings were respectively 57%, 56% and 57%; this meant ChatGPT fell just short of a pass. To put that in context, students in both sittings who had a third-class undergraduate degree averaged scores in the high 40s percent and those with a 2:2 averaged in the low 50s percent.

The same 90 questions were submitted again to ChatGPT following the launch of GPT-4 on 14 March 2023. That iteration has been trained up to September 2021 on a significantly larger corpus of publicly available and licensed data compared to its predecessor. It is reasonable to assume that the licensed data includes legal databases as its performance on the US Uniform Bar Exam rocketed from the 10th percentile (213/400) to the 90th (298/400). Its improvement on the SQE1 questions was of a comparable magnitude: scoring 70/90 or 78%, which would have put it in the top quintile for the November 2021 and July 2022 sittings.

Why does any of this matter? The SQE is sat in controlled conditions without access to AI chatbots, so there is no risk that the actual exams will be compromised. Rather, the impact of this technology falls either side of professional exams: on legal education and in legal practice. Much has already been written about the profound impact generative AI will have on assessment but that misses an even more fundamental point about what higher education should look like in an age where AI might do to the jobs of knowledge workers what mechanisation did to those of manual workers in previous centuries.

**AI in legal practice**

AI is already a feature of legal practice. Although many doomsday predictions have suggested that technology will replace lawyers with robots, the reality is more complex. Technology will continue to automate routine legal tasks to make the work of lawyers more productive and efficient, but this will free lawyers up to focus on more complex work. ChatGPT and other similar platforms provide mechanisms to facilitate collaboration between lawyers and technology to undertake elements of legal work. A lawyer could use ChatGPT to produce first drafts of legal documents and then customise the results, making the drafting process more streamlined and efficient. ChatGPT can undertake legal research, as it has the facility to retrieve and analyse legal information (including legal cases and legislation) and summarise research. In February 2023, Mishcon de Reya advertised for

---


26 ibid.

a “GPT Legal Prompt Engineer” to support the firm in incorporating natural language models into its practice.\textsuperscript{28} There are also models of AI designed specifically for use in individual law firms. Allen & Overy announced in February 2023 that it was integrating Harvey into its practice. Harvey uses GPT AI technology developed by OpenAI through a collaboration with lawyers, technologists and entrepreneurs.\textsuperscript{29} The platform can automate and assist with elements of legal work including contract analysis, insights, research and creation of legal documents. Harvey is working with other law firms so we should expect to see further announcements on its adoption in other practices soon.\textsuperscript{30} It is expected that AI systems comparable to ChatGPT will be integrated into legal practice within a relatively short period of time.\textsuperscript{31}

The adoption of AI and emergence of open-source AI platforms such as ChatGPT highlight that students will need to be proficient with this technology when they transition into all forms of work, not just legal work.\textsuperscript{32} However, when it comes to legal work, technology is changing legal practice and while fewer lawyers may be required in the future, it does not yet render lawyers obsolete. But if technology can complete routine work to allow lawyers to concentrate on more complex tasks, then higher order skills become more valuable.\textsuperscript{33} Deep knowledge and judgment remain critical components of a lawyer’s job, and human skills such as empathy are becoming increasingly more important in a technologically enhanced world.\textsuperscript{34} Technology is not something new; lawyers are already required to understand and engage with technology, as well as collaborate with other professionals such as technologists and data scientists. But as technology becomes more pervasive lawyers need to be confident to speak not only the language of law but the language of “technology”.\textsuperscript{35} Addressing the implications of ChatGPT in teaching and learning provides an opportunity to consider how we should be preparing students for new ways of working. Law schools cannot afford to ignore the advances in technology, and ChatGPT offers fresh impetus to reflect on our curriculum to ensure it supports students to transition into new ways of working.

\textsuperscript{32}Kristen Murray, “Take Note: Teaching Law Students to Be Responsible Stewards of Technology” (2021) 70 Cath U L Rev 201.
\textsuperscript{35}Kristen Murray, “Take Note: Teaching Law Students to Be Responsible Stewards of Technology” (2021) 70 Cath U L Rev 201.
Regulating AI: the AI-Pocalypse?

ChatGPT and other LLM technology poses a number of regulatory challenges, aside from those posed to educators and the education sector. The predominant concerns for educators fall in the areas of copyright, both the use of copyright material and the creation of new content using ChatGPT. AI presents some particular challenges when it comes to copyright, especially in an educational context. For instance, there are questions surrounding the ownership of the output from interactions with AI and LLMs. There are also associated issues surrounding the lawfulness of the use of data that the LLM has been fed in order to “train” the algorithm which leads – in the context of legal study – to the “creation” of new potential copyright content.

Artificial intelligence, including LLMs, is incapable of satisfying the requirements to be regarded as a copyright creator in the UK. In order to be an “author” (and therefore presumed owner) of a copyright work (such as an academic article or a university summative assignment), the work must be created by a legal person. A legal person must therefore be not a computer! For creations which are produced by computers – or AI – the copyright will vest in the person responsible for the arrangements that led to the creativity by virtue of section 9(3) of the Copyright, Designs and Patents Act 1988. For outputs produced by ChatGPT, for example, ChatGPT cannot be attributed as the copyright holder or author. Should a student use ChatGPT to produce an essay, the student would in normal circumstances be likely to be regarded as the author of the essay as the person “creating” the literary work in which copyright vests. However, where a student is using ChatGPT to generate an essay or other written form of assessment submission, it is unlikely that this would be the situation as the student is not “creating” the content that forms the essay. Equally, ChatGPT would also not be regarded as the author of the work. In the context of a student submission, this can – and will – present some difficulties when a submission confirmation requires affirmation that the work is entirely produced by the student themselves. Where a student has used ChatGPT, this is of course not the situation.

This default position adopted by copyright law is complicated somewhat by the OpenAI Terms and Conditions which state explicitly that OpenAI assigns to the user:
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37 Copyright, Designs and Patents Act 1988, s1(2).

38 The so-called “computer generated works” provision.


40 A more substantive discussion here as to the potential copyright ownership could focus on the originality requirement for copyright works in the UK but the issue would still arise as to the “author” of the content.
(a) Your Content . . . OpenAI hereby assigns to you all its right, title and interest in and to Output. This means you can use Content for any purpose, including commercial purposes such as sale or publication, if you comply with these Terms. OpenAI may use Content to provide and maintain the Services, comply with applicable law, and enforce our policies. You are responsible for Content, including for ensuring that it does not violate any applicable law or these Terms.

(b) Similarity of Content. Due to the nature of machine learning, Output may not be unique across users and the Services may generate the same or similar output for OpenAI or a third party. For example, you may provide input to a model such as “What color is the sky?” and receive output such as “The sky is blue.” Other users may also ask similar questions and receive the same response. Responses that are requested by and generated for other users are not considered your Content.41

The terms and conditions positioning in respect of the content entered into and created by ChatGPT is in itself interesting, as even they stipulate that there will be some content which is not considered to be owned by a particular user of the service itself. While this is a derogation of responsibility for content ownership and by extension, liability – something not uncommon with terms and conditions42 – it is also a very simple way of indicating to users that they cannot have expectations about content ownership through their engagement with ChatGPT. This simple set of terms and conditions also neatly excludes liability for the content which ChatGPT creates which may otherwise infringe copyright content from other sources.43

Beyond this, there are some wider issues regarding the entering into ChatGPT (or other LLMs) of university educational content. For instance, should a student feed an assessment question into ChatGPT, it might infringe the university’s copyright. As students are given access to university content and are therefore likely to be permitted to “use” the content as part of their educational study material for the duration of their course, it is hard to foresee a situation where a student could be sued for copyright infringement. Even where such an argument is advanced, it will be difficult to overcome the permitted use exception, especially for research and private study.44

Where LLMs rely upon huge volumes of text to predict the next words in a sentence or in a pattern of text, the data from which that prediction is formulated is all pre-existing copyright material. As such, there may be some concerns that arise over whether using an LLM infringes copyright. In the UK, text and data mining (TDM) (the underlying data used to train the LLM) is a permitted use for copyright purposes unless and until the owner of the copyright has opted out. Under the current copyright provisions, it is not copyright infringement for someone to make a copy of copyright content assuming that the copied content is used for non-commercial purposes.45 This is broadly reflective of the position across the European Union, which also permits text

44CDPA 1988, s29(1).
45CDPA 1988, s29A(1)(a) and (b).
and data mining via Article 4 of the Digital Single Market Directive. In short, in both the UK and the EU, the “training” data that ChatGPT has been “fed” is not infringing of copyright. That said, the current UK provisions on text and data mining are on the verge of reform with a recent consultation by the UK Government suggesting that there may well be legislative reform to the computer-generated works and text and data mining exceptions of the Copyright, Designs and Patents Act 1988. At present through, none of this addresses the issues surrounding the copyrightability – or otherwise – of ChatGPT fed or generated content.

Despite the uncertainty regarding the copyright of AI produced text, this is unlikely to prevent students from considering the use of ChatGPT (or similar) as part of their legal studies. In the next section this article therefore explores the implications for law schools on teaching and assessment by considering whether ChatGPT should be regarded as a cheating tool or teaching tool.

**Cheating tool or teaching tool?**

Given the capabilities of generative AI and the speed with which it is being adopted by individuals and employers, inevitably higher education institutions will need to consider their approach to these technologies for teaching and learning. However, as Dr Kay Hack noted in a blog on ChatGPT, “agreeing the acceptable use of AI in assessment is not going to be straightforward”. Universities have a history of banning technologies that threaten academic integrity of student assessment and attainment, including computers, mobile phones, access to the internet and more recently essay mills. However, given the adoption of generative AI by legal and other employers this strategy will not prepare our students for their future careers. There are therefore two different issues to consider when looking at the impact of ChatGPT on teaching: how can we make it more difficult for students to use it as a cheating tool in their assessments, and how can we use generative AI in a positive way as a teaching tool to prepare students with the digital skills they will need in their future employment.

Students could use ChatGPT in several different ways, from submitting assessment questions to it and copying and pasting the results into their assignments, to drafting the assignment themselves and asking ChatGPT to improve its written style, spelling and grammar. Is the latter example any different from using a spelling or grammar check, or putting an assignment through existing language tools such as Grammarly...
(particularly as these tools will be incorporated into Microsoft 365 shortly)\textsuperscript{52}\textsuperscript{52}. Institutions will therefore need to carefully consider the extent to which they allow students to engage with ChatGPT when writing their assessments and communicate this policy clearly to students.

Generative AI is capable of answering a variety of different assessment types including essay questions, problem solving questions, multiple choice, reflective questions, short answer questions, blogs, scripts for oral presentations or podcasts and image-based questions such as poster design. Having put a variety of our current assessment questions through ChatGPT, we found the output is clearly written and usually meets the learning outcomes, particularly at FHEQ levels 4 and 5. Our informal assessment is that using current assessment questions, ChatGPT3/3.5 would be awarded a 2:2 or third result in a variety of different assessments, and we are aware that this outcome has been replicated among different law schools and other schools and faculties at other universities, and in the SQE1 test referred to above. The University of Minnesota Law School has published the results of its research using generative AI to answer its assessments, and concluded that:

\begin{quote}
Overall, ChatGPT passed all four classes based on its final exam, averaging a C+ across all exams, an outcome which would earn credit toward the JD but place the student on academic probation. Notably, if such performance were consistent throughout law school, the grades earned by ChatGPT would be sufficient for a student to graduate.\textsuperscript{53}
\end{quote}

One of the problems of students using generative AI in their assessments is that it cannot currently be detected by the usual online plagiarism software programs such as Turnitin or CopyCatch. The text produced is individual to each prompt and therefore will not match existing material on the internet or other students’ assignments. The QAA briefing paper on the rise of AI software and potential risks for academic integrity confirms this: “due to the way LLMs generate textual responses, work created in this way can be difficult to identify and cannot be picked up by more traditional plagiarism detection tools”.\textsuperscript{54}

There are AI detector programs, freely available on the internet and also for a fee, which claim to detect text generated by AI on a statistical probabilities basis.\textsuperscript{55} Indeed, Turnitin has indicated it will release a generative AI detector as part of its package later in 2023.\textsuperscript{56} However, there are several problems with relying on technological solutions to detect assignments written by generative AI. First, the programs operate on a statistical probability basis, and will not by themselves provide evidence of plagiarism if denied by the student. As generative AI continues to rapidly evolve, the detectors are constantly playing catch-up; the current detectors are currently having to test their programs against OpenAI’s recently released GPT-4, with no indication of how successful they would be in detecting text from this source. As the numbers of generative AI


\textsuperscript{55}See, for example, GPTZero (free) or Originality.AI (paid).

services increase, it will be difficult for these detectors to remain current and effective. Finally, these detection programs are not infallible, and all have instances of identifying false positives – where text written by a human is wrongly identified as being generated by AI. Research conducted in February 2023 suggested that one program had a rate of around 9.5% of false positives,\(^57\) while a test involving Turnitin’s proposed AI detector in a secondary school context had a 19% error rate.\(^58\) Preliminary unpublished research carried out by colleagues within The Open University showed a false positive rate of around 20–30%. Turnitin itself recognises the unreliability of these types of detectors in its announcement of its own paid detector program: “given that our false positive rate is not zero, you as the instructor will need to apply your professional judgment, knowledge of your students, and the specific context surrounding the assignment.”\(^59\) Finally, all that is needed to avoid detection through these programs is to replace some of the text with synonyms, or to put the text through a re-writer program (again, freely available on the internet).\(^60\) This will ensure that the detector programs will not flag it as being likely to be written by generative AI.

Universities will not be able to rely on technological solutions to detect assignments written by ChatGPT or similar generative AI. There is therefore a significant risk to academic integrity and the reputation of a university: what happens if a dead cat is registered on to a degree and obtains their law degree through generative AI?\(^61\) However, there are ways of making assessments more difficult to answer through generative AI due to the limitations of current systems. This does come with a health warning though: as the tools continue to improve, universities will need to remain vigilant and review their practices regularly.

Generative AI works best on descriptive questions such as “explain” or “summarise”, shorter answers and simple legal reasoning or problem questions. It is therefore better to avoid these types of questions; incorporating into the question a requirement to analyse, or make a reasoned choice, will make it more difficult for the question to be answered well by generative AI. There is also the limitation noted above that ChatGPT does not have access to data beyond a certain date. Therefore, including in the question a requirement to discuss a recent legal development, or a source found only in one of the licensed legal databases, would again make it (more) difficult to use generative AI.

ChatGPT is not very reliable when it comes to referencing and it can include references that are completely fictional, even though they superficially look like a case reference or journal article. In other instances, correct references are provided, but when those sources are checked they do not support the point which is being made. Requiring students to include references to verifiable sources and quotations would therefore make it easier to detect assignments generated by AI. Generative AI’s

---


\(^{60}\)See, for example, GPT-Minus1 <gptminus1.com> or TextCortex <https://textcortex.com/textcortex-browser-extension>.

outputs sometimes lack depth and development; it can identify arguments but does not always support it with evidence or make a reasoned choice between arguments. Answers that require students to use specific examples or evidence and to come to a clear conclusion are helpful to avoid students relying on ChatGPT responses, as well as answers requiring synthesis and more complex reasoning.

As these systems are primarily text-based, any assignments which require students to analyse images, audio or visual materials are more difficult for ChatGPT or other similar services (although not impossible). Oral presentations will also require students to complete the assignment themselves, although with the caveat that they could use generative AI to produce the script. Finally, ChatGPT can write very inventive (and completely fictitious) reflective pieces, so any reflection questions should be linked, if possible, to a known individual experience of the student. For example, requiring students to reflect on an activity they have carried out which is known to the tutor, or specific feedback they received from a tutor. In the short term, one easy action for academics to take would be to put any proposed assessment question through a generative AI service to see how well the technology performs. If necessary, the question can then be adjusted to make it more difficult to answer through ChatGPT before being released to students.

However, as well as the implications of generative AI as a cheating tool, this technology also offers law schools an opportunity to think about the ways in which they teach students. As Sam Illingworth suggested:

This feels like a Pandora’s box moment for assessment in higher education. Whether we decide to embrace ChatGPT in our pursuit of authentic assessment or passively acknowledge the ethical dilemmas it might present to academic integrity, there is a real opportunity here.  

As noted above, students will be using generative AI in their future careers, and law schools can therefore incorporate teaching about these tools into their courses as an important employability skill. While there may be some concerns about highlighting the existence of these tools to students, many will already be aware of them and using them.

Communicating with students about these technologies will also allow law schools to emphasise the importance of academic integrity and the implications of using ChatGPT to plagiarise assignments for any future legal career, given the suitability and character requirements of both the Solicitors Regulation Authority and the Bar Standards Board. It also enables a discussion with students around the skills individuals can bring to their future career which technology cannot replicate (such as skills of complex reasoning and interpersonal client skills) as well as encouraging students’ intrinsic motivation to study. This will enable universities to emphasise student learning and communicate the value of integrity, both of which are suggested by QAA as a response to generative AI.

---


Conclusion

ChatGPT and other generative AI technologies will continue to develop and generate more realistic and accurate text. Already they are capable of passing professional examinations and academic assignments. Inevitably these technologies will start to be used in the workplace and have already been incorporated into legal practice. The conversation about how to respond to ChatGPT with regard to teaching and assessment will develop as the capabilities and use of these technologies become clearer. However, what is apparent is that “trying to hold back the tide” like King Canute will lead to significant issues around academic integrity and the development of students’ employability skills. Law schools need to develop strategies which cover the dual aims of making it more difficult to use generative AI to pass assessments, while teaching students how they can use it constructively in preparation for the workplace.
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