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ABSTRACT

Despite the great success of state-of-the-art deep neural networks, several studies have reported models to be over-confident in predictions, indicating miscalibration. Label Smoothing has been proposed as a solution to the over-confidence problem and works by softening hard targets during training, typically by distributing part of the probability mass from a ‘one-hot’ label uniformly to all other labels. However, neither model nor human confidence in a label are likely to be uniformly distributed in this manner, with some labels more likely to be confused than others. In this paper we integrate notions of model confidence and human confidence with label smoothing, respectively Model Confidence LS and Human Confidence LS, to achieve better model calibration and generalization. To enhance model generalization, we show how our model and human confidence scores can be successfully applied to curriculum learning, a training strategy inspired by learning of ‘easier to harder’ tasks. A higher model or human confidence score indicates a more recognisable and therefore easier sample, and can therefore be used as a scoring function to rank samples in curriculum learning. We evaluate our proposed methods with four state-of-the-art architectures for image and text classification task, using datasets with multi-rater label annotations by humans. We report that integrating model or human confidence information in label smoothing and curriculum learning improves both model performance and model calibration. The code are available at https://github.com/AoShuang92/Confidence calibration CL.
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1. INTRODUCTION

State-of-the-art models have achieved impressive performance in classification tasks, comparable to and sometimes even better than human judgment. Although models have achieved high accuracy, they can be poorly calibrated and over-confident in their predictions, leading to untrustworthiness, especially in sensitive applications. Label Smoothing (LS) is a regularization [1] or confidence calibration [2] technique that spreads the one-hot label into a typically uniformly distributed soft-label. However, in terms of model learning capacity, the confidence scores of the trained model are not uniformly distributed. Hence, there is inconsistency between the uniform soft-labels introduced by LS and the prediction confidence of the model. On the other hand, recent work with the CIFAR10-H dataset [3] observes that the human uncertainty or confidence in labels, observed through crowdsourced annotations, has significant influence on model generalization. Similar to model confidence, human confidence is also not uniformly distributed, which motivates our investigation of Label smoothing methods that are aware of both model and human label confidence with respect to model generalization and calibration.

Curriculum learning (CL) [4], inspired by human and animal learning, is a training strategy for deep neural networks that progresses from easy to hard tasks or samples. Recent studies have shown that CL improves model generalization for various tasks, such as computer vision [5, 6], natural language understanding [7, 8], and reinforcement learning [9]. One of the critical factors for successful CL framework design is accurately ranking samples in terms of difficulty level. There are various methods designed to set the ranking threshold for CL, such as sentence length [10] and word frequency [11] for linguistic input, and number of objects [12] and boundary information [13] for visual input. Recently, the model confidence score [14, 15] has been used to rank training samples for CL, which is obtained from the maximum probability or predicted class probability of the model output. We argue that the softmax confidence for an incorrect label does not accurately represent the model confidence for this sample. Hence, the predicted probability of the correct target label should be taken as the model confidence score to determine the difficulty level for a sample.

Human annotation has also been utilized to rank samples in the CL framework. For instance, in the PASCAL VOC 2012 dataset [16], annotator response times in the visual search task were converted to image difficulty scores, which were further adapted by Ionescu et.al [17] to rank images for CL. The difficulty level of training samples can also be measured directly from human observation. For example, raters were directly asked to rank images in the training set from easiest
to hardest to build the CL framework [18]. We instead infer difficulty from multi-rater annotations, based on the level of agreement of the raters on that sample. For instance, a image annotated by 10 annotators in the CIFAR10-H dataset [3] as ‘bird’ eight times and as ‘airplane’ two times can be considered easier than another image which is annotated as each five times.

In this paper, we investigate the impact of both model and human confidence in model calibration and curriculum learning strategies. Model confidence ($M_c$) is the predicted probability for the target label, which we pre-compute using an independent baseline model. Human confidence ($H_c$) is derived from the annotation distribution for a label, which reflects human perception of the samples. To better calibrate the model, we use $M_c$ and $H_c$ to replace the uniformly distributed soft-labels used by standard LS. In terms of the CL framework, a higher $M_c$ indicates the stronger prediction of a model, i.e. the sample is easier with respect to the learning capacity of model. Similarly, a sample with less disagreement between raters is easier to recognize. Therefore, $M_c$ and $H_c$ can be used to set the difficulty level for samples for CL. Our contributions and findings in this work are summarized as follows:

1. We improve upon the uniform distribution soft-label in Label Smoothing by using model and human confidence to distribute label probability more intelligently;
2. We propose a novel method to apply model and human confidence to rank samples for curriculum learning;
3. Our empirical studies show that:
   (a) Confidence-aware calibration and scoring functions for curriculum learning outperform conventional loss functions;
   (b) Human confidence provides slightly better guidance in effective learning than model confidence, but requires additional costs for data annotation;
   (c) Fusing model and human confidence is not as effective as expected, and performs worse than their individual use.

2. RELATED WORK

Label Smoothing. LS [1] is a strategy to regularize the network to reduce over-confidence and miscalibration by computing the cross-entropy loss with uniformly squeezed labels instead of one-hot labels. It has been successfully applied in many state-of-the-art deep learning models in the training process with a range of tasks, such as image classification [19], speech recognition [20] and machine translation [21]. LS is effective and used widely, and yields better model calibration and confidence predictions [2]. It demonstrates better feature representations by tightening within a cluster but enlarging the differences across clusters [21].

As a regularization technique for model calibration, label smoothing has also been applied to learning from noisy labels. Recent deep learning models are easily over-fitting with noisy labels [22], and training with label smoothing can significantly improve the model performance under various levels of noise [23]. Label smoothing has thus been shown to improve the model performance and uncertainty estimates for model learning from both clean and noisy labels.

Label smoothing is integrated with cross-entropy loss as follows. Suppose $p_n$ is the true label and $\hat{p}_n$ is the predicted probability of the $n^{th}$ class. For a network trained with one-hot label, the minimized cross-entropy value ($CE$) between the target and prediction is:

$$CE(p, \hat{p}) = -\sum_{n=1}^{N} p_n \log(\hat{p}_n)$$  

Using uniform label smoothing to soften the one-hot label with the parameter $\alpha$, the soft label is:

$$p_n^{LS} = p_n (1 - \alpha) + \alpha/N$$

Then, for the model trained with uniform soft labels, the cross-entropy loss is:

$$CE(p, \hat{p})^{LS} = -\sum_{n=1}^{N} p_n^{LS} \log(\hat{p}_n)$$

In this work we extend LS to non-uniformly distributed soft labels.
**Curriculum Learning.** Bengio et al. [4] showed in their original work that curriculum learning (CL), an ‘easy to hard’ training strategy for machine learning models, performs better than training with randomly presented samples. More specifically, CL starts from the easier data, then gradually increases the complexity of data until the training has used the whole dataset. CL has been widely applied in recent state-of-the-art deep neural networks and has been shown to benefit model generalization in various applications, including histopathology image classification in the medical field [6], contextual difficulty generator for long narratives in natural language understanding [8], multi-modality data synchronization with self-supervised learning [24], and for generative adversarial networks [25].

One key issue in designing a Curriculum Learning (CL) framework is to determine how to rank training samples accurately in terms of difficulty level. Suppose in a training set $D$, $x$ represents the sample and $y$ is the corresponding true label. $S$ is the scoring function that creates subsets in the training set with the ranking threshold $\mu$. The $\mu$ threshold assigns the learning order to training subsets, such that subsets which are used for training earlier are easier for the model to learn. Each subset $d\{x, y\}$ can be represented as $d\{x, y\} = S(D\{x, y\}, \mu)$.

In this work, instead of scoring subsets of training samples, we utilize curriculum criteria to calculate loss from easier to harder tasks over the training epochs.

**Human Uncertainty.** When human judgements are subjective, datasets should contain multiple human judgments for samples, to reflect the distribution of responses possible. Such datasets are in reality hard to come by in sufficient scale to deploy neural models. The three we are aware of were created through crowdsourcing platforms such as Amazon Mechanical Turk [26], where many annotators are asked to label the same data into one or more classes. For instance, the ArtEmis dataset [27] contains the human annotation of visual art with 9 emotion classes; the CIFAR10-H dataset [3] includes 10,000 images rated by crowdsourcing with 10 object classes; and the WikiArt dataset [28] contains rating for both image and text into 20 emotion classes. These datasets have been used to train deep learning models and have proved beneficial for model generalization and performance. For example, the captioning system built on the ArtEmis dataset is impressive in revealing the semantic and abstract content of images [3]. Models trained with human uncertainty have previously also proved to be more robust under adversarial attack [3].

3. METHODOLOGY

In this section, we describe how we integrate model and human confidence into Label Smoothing to better calibrate the model and to design the curriculum learning framework.

3.1 Model and Human Confidence

The output probability of a model denotes its confidence in the predicted class. In this paper, instead of using the output probability for the predicted class, we use the output probability for the ground truth for the model confidence ($M_c$). These are pre-computed using a baseline model with standard independent identically distributed (iid) training.

We compute the human confidence for a class ($H_c$) from the standard deviation of the full-label distribution [3].

Figure 1 (left) visually illustrates the model and human confidence of images. Higher confidence indicates a stronger judgement from the model or humans towards certain targets, suggesting easier tasks.

3.2 Non-uniform Label Smoothing using Machine and Human Confidence

The smoothing factor $\alpha$ in LS (see Eq. 2) reweights the one-hot label into a uniformly distributed soft-label. Overlooking the model confidence in prediction and human confidence in the target leads to inconsistency in model learning. To tackle this issue, we incorporate model and human confidence with LS.
Figure 1. Left: Integrating confidence into label smoothing. Model and human confidence indicating easier and harder samples from CIFAR10-H dataset. Right: Curriculum learning training scheme with model and human confidence as the ranking criteria for samples from CIFAR10-H dataset.

**Model Confidence Label Smoothing** ($M_c LS$). Suppose $m = (m_1, m_2, ..., m_N)$ is the model confidence for a target distribution with $N$ classes, then the $M_c LS$ smoothing factor $\alpha^m \in \mathbb{R}^N$ is formulated as:

$$\alpha^m = \alpha + \gamma m$$

where $\gamma$ is the weighting parameter to control the effect of average confidence score into smoothing factor $\alpha$. Based on Eq. (2) of LS, the true label of $n^{th}$ class $p_n$ with $M_c LS$ is:

$$p_n^{M_c LS} = p_n \cdot (1 - \alpha^m) + \alpha^m / N$$

**Human Confidence Label Smoothing** ($H_L LS$). Suppose $h = (h_1, h_2, ..., h_n)$ is the human confidence for a target distribution with $N$ classes, then the $H_L LS$ smoothing factor $\alpha^h \in \mathbb{R}^N$ is written as:

$$\alpha^h = \alpha + \gamma h$$

According to Equation (2), the true label of the $n^{th}$ class $p_n$ is as follows:

$$p_n^{H_L LS} = p_n \cdot (1 - \alpha^h) + \alpha^h / N$$

Finally $p_n^{M_c LS}$ or $p_n^{H_L LS}$ is used to calculate the cross-entropy loss $CE(p, \hat{p})^{LS}$ as in Equation (3):

$$CE(p, \hat{p})^{M_c LS} = -\sum_{n=1}^{N} p_n^{M_c LS} \log(\hat{p}_n)$$

$$CE(p, \hat{p})^{H_L LS} = -\sum_{n=1}^{N} p_n^{H_L LS} \log(\hat{p}_n)$$

**3.3 Model and Human Confidence Curriculum Learning**

We integrate the model and human confidence ($M_c$ and $H_c$) to set the ranking threshold $\mu$ to design the CL framework. Figure 1 (right) demonstrates the CL training scheme with the model and human confidence as the scoring function. To design the CL training framework, $\mu$ is updated each epoch based on an update factor $\beta$ that controls the learning speed and decides the ratio of initial easy samples and ending epoch. We tune the initial rate of easier samples $r$ and ending epoch for CL training $e$ to determine the best ranking threshold $\mu$ and update factor $\beta$ as detailed below. In this section, we discuss how to set and update $\mu$ with the utilization of model and human confidence.
Model Confidence Curriculum Learning. Model confidence is obtained from the predicted probability for true classes by using an iid baseline model. The higher model confidence means an easier sample. Based on this criteria, we choose easier samples (samples with higher confidence score) at the beginning of training then gradually using harder samples (samples with lower confidence scores) during loss calculation. Suppose $M_c$ is the model confidence for a sample (i.e. the predicted probability of the target label), then the cross-entropy loss with CL training $Loss_{CL}$ can be presented as follows:

$$Loss_{CL} = \begin{cases} CE(p, \hat{p}), & \text{if } M_c \geq \mu \\ 0, & \text{otherwise} \end{cases} \quad (10)$$

In a mini-batch, harder samples with $M_c < \mu$ will be ignored in loss calculation. The value of $\mu$ can be reduced for successive batches progressively to implement CL.

Human Confidence Curriculum Learning. Human confidence is the multi-rater agreement distribution over target classes for a sample. If all annotators agree with one class for a sample, this sample is highly recognizable. On the contrary, if a sample is labeled with several classes, the sample is less identifiable as raters have different judgements over it. We compute the human confidence as $H_c = \sigma$, the standard derivation $\sigma$ of the distribution. A smaller $\sigma$ indicates that the probability mass is distributed more widely and the sample is harder. A higher $\sigma$ indicates an easier sample. Given $H_c$ is the human confidence, the cross-entropy loss with CL training loss $Loss_{CL}$ can be represented as follows:

$$Loss_{CL} = \begin{cases} CE(p, \hat{p}), & \text{if } H_c \geq \mu \\ 0, & \text{otherwise} \end{cases} \quad (11)$$

In a mini-batch, harder samples with $H_c < \mu$ will be ignored in loss calculation. The value of $\mu$ can be reduced for successive batches progressively to implement CL.

Update the Ranking Threshold $\mu$ The ranking threshold $\mu$ is designed based on the initial ratio $r$ of easier samples for the training and ending epoch $e$ of CL. To fit the ‘easy to hard’ training strategy in CL, we keep scaling $\mu$ so that the training subset gradually expands to use the entire training set. We update $\mu$ by scaling linearly using the dividing result of $r$ and the $e^{th}$:

$$\beta = \mu / e \quad (12)$$

$$\mu \leftarrow \mu - \beta \quad (13)$$

The full procedure of confidence-aware curriculum learning is summarized in Algorithm 1. The proposed CL strategy is utilized to calculate the loss in mini-batch ($b$) and the ending of CL scheme is controlled by the update factor $\beta$.

### Algorithm 1 Confidence-Aware Curriculum Learning.

1: **Input:** Model parameter $w$, threshold $\mu$ determined from CL criteria, mini-batch size $b$.
2: Set $\beta$ by Eq. (12)
3: while not converged do
4: for $i = 1$ to $b$ do
5: calculate loss via Eq. (10) or (11)
6: update $w$
7: end for
8: end while

4. EXPERIMENTAL SETUP

4.1 Datasets

We report results on the main datasets we could find that included full-label distributions from multiple human annotators.
CIFAR10-H. CIFAR10 is one of the benchmark datasets for image classification, which contains 10 classes in total, 50,000 images for training and 10,000 images for testing. CIFAR10-H [3] includes the full-label distribution as annotated by humans only for each of the 10,000 images in the CIFAR10 test set. It utilizes around 500,000 crowdsourced human labels, with 50 annotators labelling each image on average. As we seek to use the human label distributions for training, we use these 10,000 images (CIFAR10-H test set) for training and report results instead on the CIFAR10-H training set of 50,000 images. In our experimental setup, the batch size was 1024 with a training set of 10,000 and test set of 50,000 images respectively.

WikiArt Emotions Dataset. The WikiArt dataset [28] reveals the interrelations between visual art, text describing it, and human emotion. It is relatively small, and consists of 4,105 pieces of art, selected from the WikiArt.org’s collection with twenty-two categories (cubism, baroque etc). Each category covers about 200 items to make it a balanced dataset. Both the image of the art and its corresponding title are annotated through crowdsourcing independently using a 20-way classification of the emotion (contentment, amusement, sadness, etc.) evoked by the artwork or its title. Conceptually, the label distributions are different to those in CIFAR10-H, as artwork can evoke various emotional reactions in different people, while in CIFAR10-H, the distributions arise due to poor image quality. Therefore the annotation distribution better reflects the affectual response to the image and text than a single label of the dominant class. As we had access to the larger CIFAR10-H dataset for the image classification task, we used the Wikiart Emotions Dataset only for text classification. The average length of the artwork titles was 5.8 words and each item was annotated 10 times on average. The batch size was 32 with 0.8 and 0.2 as the train and test split.

4.2 Implementation Details

To evaluate our method on an image classification task, we used the benchmark CIFAR10-H dataset. We report results using two state-of-the-art architectures: ResNet-34 [29] with pretrained weights of ImageNet dataset [30], and DenseNet-121 [31] with pretrained weights. We used the Stochastic Gradient Descent (SGD) optimizer with momentum as 0.9. The initial learning rate scheduler was 0.1 and it decays 0.1 for each 30 epochs.

To evaluate our method on a text classification task, we used the text component of the WikiArt dataset and report results using two models: BERT (Bidirectional Encoder Representations from Transformers) [32] and transformers [21] adapted from Huggingface library [33]. We chose AdamW [34] as the optimizer with learning rate 0.00002.

To design a successful CL framework and select the best threshold $\mu$, we fine-tune the initial ratio $r$ of easier samples and ending epoch $e$ in all experiments. Based on our observation, the combination of a larger initial percentage of easy samples and an earlier ending epoch produces better accuracy in all experiments. It is consistent with the work of Gilmer et al. [35], which suggested that early stage initialization matters for deep neural networks.

The GPU of Nvidia Tesla P40 with memory of 23GB was used for all experiments. For model and human confidence label smoothing ($M_LLS/H_LLS$), the weighting parameter $\gamma$ was fine-tuned for each proposed method.

5. RESULTS

We report the ‘top-1’ accuracy to measure the model performance and Expected Calibration Error (ECE) [36] as the primary metric for calibration. ECE divides predictions into $M$ equally-spaced bins and takes the weighted mean of each bin’s confidence gap. Given $B_m$ is the set of indices of samples, $\text{acc}(B_m)$ and $\text{conf}(B_m)$ are the average accuracy and confidence of each bin and $n$ is the sample size, the equation of ECE is:

$$ECE = \sum_{m=1}^{M} \frac{|B_m|}{n} |\text{acc}(B_m) - \text{conf}(B_m)|.$$  \hspace{1cm} (14)

We choose $M = 15$ bins in all experiments with the reference of the work in Guo et al [37].
### 5.1 Image Classification

The left columns in Table 1 show the results for image classification using the CIFAR10-H dataset. With ResNet-34 and independent identically distributed (iid) training, both model and human confidence label smoothing (HCLS and MCLS) outperform baseline and uniform label smoothing in terms of accuracy and calibration. The CL training strategy outperforms the iid strategy, and the model using human confidence for LS and for ranking with CL has the best accuracy and calibration. With DenseNet-121 architecture, the best accuracy and ECE are also reported for the HCCL training strategy and the trends are similar to ResNet-34.

In summary, our proposed methods show promising results for both accuracy and ECE, as seen in the bold cells in Table 1. Models trained with proposed methods are better calibrated than the baselines and achieve better accuracy, especially when used in a curriculum learning framework. This can also be seen in the reliability diagram in Figure 2 (left), where both MCLS and HCLS are nearer to the perfect calibration line than the baselines.

### 5.2 Text Classification

The results for text classification using the WikiArt dataset are presented in the right of Table 1. With the iid training for BERT model, the proposed MCLS and HCCL produce better accuracy than baseline CE and LS. In terms of curriculum learning, the combination of HCCL and HCLS obtains the best accuracy. Curriculum learning again has the effect of reducing ECE compared to iid training, with MCLS performing best.

With the transformer architecture, trends are similar with the best accuracy again obtained with HCCL using the HCLS loss function. There is more variation with the ECE metric, but all the proposed methods perform better than the two baselines.

To summarise, as for the image dataset, the curriculum learning strategies outperform all the iid strategies for text classification. Compared to the CIFAR10H dataset, improvements in calibration in particular are less consistent for the WikiArt dataset. This is largely due to the small size of the dataset and the greater sophistication of the task, with more and harder to distinguish labels.

This can be seen graphically in the reliability diagram in Figure 2 (right), where all the models deviate substantially from the perfect calibration line, though the model with HCCL using the HCLS loss function is closer to the perfect calibration than the rest.

### 6. CONCLUSION

In this paper, we used notions of model and human confidence to improve upon standard Label Smoothing, where a proportion of probability mass is uniformly distributed from the one-hot label to the other labels. We then demonstrated that
these can be effectively used as the scoring function in curriculum learning. Our confidence-aware approaches outperform baselines in terms of accuracy and ECE for image and text classification and across a range of neural architectures, as shown in Table 1. The training strategies using human confidence as the ranking criteria overall obtain better accuracy and ECE than those using model confidence, indicating the superiority of human perception in guiding the design of the curriculum learning framework. However, as human confidence is expensive and time-consuming to collect, open-source datasets with multi-rater labels are very hard to obtain, which might diminish the benefits of those proposed methods. On the other hand, the performance of the learning strategy using model confidence also outperforms the baselines. As the model confidence is easier to collect, just requiring the pre-running of a baseline \textit{iid} classifier, we can utilize the model confidence for many more datasets, and also apply such methods to other tasks than classification, such as segmentation and detection. Still, some human tasks are genuinely subjective, and it is important that the range of human perceptions to a sample are captured. Emotional response to art is one such example, and in future work we would like to expand the size of datasets such as WikiArt. We also wish to explore other possibilities for ranking training samples in Curriculum Learning from emotion datasets, for example utilising the intensity and valence of emotions.
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