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Rapid Adaptive Climate Change Model: Application of a Probabilistic Centred Approach to the Minas Passage Bay of Fundy datasets

Ian Kenny, Member, IEEE, Dhouha Kbaier, Member, IEEE

Abstract—We are interested in modelling smaller climate datasets in order to generate more accurate forecasts. Our approach would be to develop a fractal-based system around the mathematical attractor for a particular dataset, building on the ideas developed by the authors of this paper, to "measure" the distance between the model and the subsequently observed dataset. The goal of the research would be to develop a model where climate data could be iterated comparatively between models and a meaningful comparison made from which forecasts can be drawn. This is expected to be particularly useful given the increasing rapidity of climate change. This paper presents the initial findings of this research focused around discoveries related to the number of Intrinsic Mode Functions (IMFs) required for the decomposition of the signal, obtained by the Empirical Mode Decomposition (EMD), independent from the number of observations.
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I. INTRODUCTION

Accurate and reliable climate predictions across a range of temporal and spatial scales is of increasing importance to policy makers. Forecasts of extreme weather a few days ahead, seasonal variations, inter-annual climate variability and decadal projections of the long-term changing climate can drive preparedness and disaster mitigation. Some examples are forecasts of US Hurricane magnitude and landfall (days), predictions of the onset of the Indian Monsoon (seasonal) [1], estimates of El Nino’s influence on European climate (year-to-year) [2] and projections of global mean temperature for the end of century [3] In the last decade, we have experienced some of the warmest years on record, driving the emergence of new and increased extreme weather [4], [5], highlighting the importance of predicting patterns of future climate and extremes for local, regional and global decision making.

In addition to investing considerable resources into weather forecasts, society also invests in complex global climate models (GCMs) - deterministic numerical models that solve equations of motion for the atmosphere and oceans to provide quantitative forecasts and projections. GCMs are widely considered the state-of-the-art dynamical method in seasonal forecasting. [6], [7] however, argue that obtaining accurate short-term forecasts of extreme conditions is challenging. Another drawback of GCMs is that they tend to be biased and have a significant spread across ensembles [8], making them unsuitable for decision-support tools. On interannual and decadal scales, modelling the climate, in particular its variability, remains a challenge and projections can differ from model to model [9].

The aim of our research is to explore the modelling of smaller datasets to produce useful forecasts and subsequently produce effective recommendations about climate and other timeseries datasets where the dataset is lacking richness or quality, for example where the climate is changing more rapidly than represented in the historical data. Building on the ideas in [10], [11] and [12] using a fractal-based system, after [13], [14] to derive the mathematical attractor for a specific dataset and use that to estimate the rate of change between the current model and the subsequently observed data. Allowing for probabilistic predictions to be made regarding the evolution of the system. Based on research by [15] that using an iterative approach, one could develop a series of models which are not based on big data models but would in the case of climate data enable predictions to be made over the 5-to-10-year period. More importantly to keep this cycle iterating so that the model can be more responsive and adaptive to changes in the climate.

II. PROPOSED MODEL

Figure 1 shows a schematic of the proposed model development process. Our innovative Rapidly Adaptive Climate Change (RACC) model is expected to be particularly useful given the increasing rapidity of climate change. As an initial step towards this goal, we intend to build a model which integrates the atmospheric data with the hydrospheric data with the intent of allowing the model to derive its own relationship between the heat cycle within the hydrosphere, including the cryosphere, and the effect on the global mean atmospheric temperature.

Our RACC approach of building models at different layers preserves the abstraction needed to keep individual datasets distinct whilst at the same time relating them in a way that could be brought together to produce forecasts. To find the underlying model we will use Empirical Mode Decomposition (EMD)
[16], this is in order to derive the Intrinsic Mode Functions (IMFs). However, instead of relying on the IMFs as the end result, for example [17], these will be used to derive an Iterated Function System (IFS) the purpose for which is to overcome the limitations of EMD namely, it is difficult to identify the periodic oscillators from which IMFs are derived and the number of IMFs cannot be predicted and rely on empirical observations of the timeseries dataset [18]. The aim is to produce a model which incorporates all sources of climate science data to produce an integrated comparative model.

An approach to modelling localised climate change is proposed, using an iterative model. We propose that applying the principle to climate science datasets allows for forecasts to be developed in such a way that a reproducible forecasting model can be applied in a way that is adaptive to the changing dataset observed in the real world; without significant computational overhead to recompute the interactions between large-scale datasets. Mathematically, this is the process of inverse problem construction. Further, our approach enables the relationships within the data to be discovered without making assumptions about issues such as lag applied within each dataset and across the datasets. This, for example, would potentially allow the relationship between the heat capacity of the hydrosphere and atmosphere to be approximated within the transformations which were discovered. By using the set of affine transformations and the probabilistic associations, we can then rebuild the original dataset in abstract manner to determine the characteristics of the part of the climate system under study. This has the advantage of being able to discover the inverse of the dataset which represents the observation seen in the real world. Once derived, these sets of functions that describe the model, can be used to make predictions about future change on a probabilistic basis. The predictions therefore derived will be based on a probabilistic forecast model similar to that seen in [15]. However, by making the model work in this way we can iteratively repeat the process as new observational data becomes available. The proposal is that a system of transitional matrices is developed to probabilistically move the system from the current state to the next state. Each matrix, will contain a representation of the weights required to move the system into the next state given a probabilistic value and applied to the current state. This means that any change in the lag of influence between the respective spheres, for example, the effect of melting ice caps on the hydrosphere’s capacity to store and release heat, will be adjusted for, over time.

In summary, the problem we are trying to solve is to produce a method for iteratively using an adaptive climate change model which integrates datasets representing the different spheres. The current approaches to this problem typically summarise the parameters as a single matrix, [19], or are non-iterative, [20]. The former approach of summating the complex relationships between datasets, and indeed elements of the climate system, has the shortcoming that should any of the relationships change, for example, due to climate change, this has to be recalculated. Any model derived in this way has a limited life, and needs to be reproduced from the original principles rather than evolving as the climate system changes, or a climate event occurs for example an El Niño. The latter approach whilst an improvement on the summarising matrix, does not evolve. Given the complexity of the relationships between various aspects of the climate system, there is a need for an integrated approach which is data-centric and allows for changes to occur within the relationships which are subsequently modelled.

IV. ROLE OF EMPIRICAL MODE DECOMPOSITION (EMD)

We took a stepwise approach to our innovation. We would like to explore whether there is a relationship within the EMD technique which enables us to model relationships based on the number of variables not the number of observations. If this could be achieved it would enable a probabilistic model of the data to be developed subsequently. In so doing we would separate the derivation of the model from the data more effectively than is currently achievable within EMD.

A key aspect of this approach is the ability to decompose any complicated data set into a finite and small number of intrinsic mode functions (IMFs), representing different scales of the original time series and physically meaningful modes. An IMF is defined as a function having the same number of extrema and zero crossings. It also has symmetric upper and lower envelopes defined by the local maxima and minima, respectively. EMD has been tested and validated exhaustively, though only empirically. Therefore, EMD has been applied to a wide-ranging data c.f. [21] [22], to analyse the variability. The aim here is to identify the internal components within the signal in the different datasets and to study their correlations. Further study will then intend to use these as the starting point for an iterative model.

This paper presents the initial findings with regard to EMD. We were able to show that the previous empirical findings that the number of functions (IMFs) required by EMD can be reduced...
from \( \log_2 N \), where \( N \) is the number of observations, to a function of the number of observations:

\[
nf = nv + \text{round} \left( \frac{nv}{3} \right)
\]

Eq. 1. Proposed new empirical equation for the number of IMFs required to decompose a signal.

where \( nf \) is the number of functions, \( nv \) is the number of variables. Variables refers to the number of distinct measurements entered into the model, alternatively these can be considered as inputs. In our case, we have four variables, air temperature, humidity, rainfall and barometric pressure.

This result was derived from the assumption that the relationship between the variables within the signal and the signal itself was some function of the number of variables over time. Essentially the assumption for every three “spatial” variables there must exist a function that represents the time relationship between the variables. It is important to note that this is not a direct analogy, however our assumption is that there is an interaction between the three spatial variables and time which needs to be represented in its own function. In effect it captures the interaction between the variables which is not part of the Intrinsic Mode Function of current focus.

In summary, the problem we are trying to solve is to produce a method of iteratively using an adaptive climate change model which integrates datasets representing the different spheres. We do not see this as replacing the existing climate models but rather as a useful tool to augment the existing mathematical models which allow for the prediction of climate. The aim would be to produce an adaptive short-term, in terms of the current climate timescales, forecasting model which is rapid and informative enough to contribute to public policy-making.

V. SIMULATION RESULTS

In this section we present the data and statistical results from the experiments running EMD with the new matrix for deriving the number of IMFs required.

Figure 2 shows the data for the first six months of 2015 for each of the variables, air temperature, barometric pressure and humidity. We have considered 4 variables including rainfall.

As can be seen with reference to the rainfall data in Figure 2, the rainfall throughout the period is extremely minimal and will be omitted from the results presented below because of its lack of statistical significance.

The following figures demonstrate the results of applying EMD to the data whilst restricting the number of IMFs in accordance with the formula given above in Equation 1. The results presented represent the equivalencies in the comparable statistics.

Respectively for temperature, Figure 3, barometric pressure, Figure 4 and humidity Figure 5. The above figures present the results of EMD with the new empirical measure for the number of IMFs required. According to these results that the first six IMFs identify the significant modes within the signal.

We argue that the remaining characteristic in the signal that is not captured by an IMF, excluding the residual, is the relationship between the other components of the signal over time. Further decomposition of the signal has the effect of modelling these interactions as if they were individual characteristics, which we would like to avoid in developing the model further. This is because we want to preserve some level of cost interaction within the modes.
Although the residual is very much larger the data represented by each IMF together captures the relevant characteristics of the underlying signal. This is important because it allows further development of a probabilistic model which is the subject of a further paper. The following figures illustrate the statistical significance of each variable demonstrating that each mode is not identifying noise.

VI. CONCLUSION

This paper presented the initial findings of research into the development of a probabilistic base model for localised climate modelling. Such a model would inform public decision-making and resource allocation regarding the effects of climate change in the locality. According to the findings presented in this paper, it is possible to reduce the number of IMF required for a decomposition, and further, to relate it to the number of variables rather than the number of observations. Our approach provides for a more robust approach to deriving the starting point for a subsequent iterative model. Currently, we are expanding this model into an iterated function system, which enables the relationships between each variable to be retained over time and a probabilistic framework for predicting localised climate models is proposed.
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