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Abstract

Recent research on argumentative dialogues has focused on persuading people to take some action, changing their stance on the topic of discussion, or winning debates. In this work, we focus on argumentative dialogues that aim to open up (rather than change) people’s minds to help them become more understanding to views that are unfamiliar or in opposition to their own convictions. To this end, we present a dataset of 183 argumentative dialogues about three controversial topics: veganism, Brexit and COVID-19 vaccination. The dialogues were collected using the Wizard of Oz approach, where wizards leverage a knowledge-base of arguments to converse with participants. Open-mindedness is measured before and after engaging in the dialogue using a questionnaire from the psychology literature, and success of the dialogue is measured as the change in the participant’s stance towards those who hold opinions different to theirs. We evaluate two dialogue models: a Wikipedia-based and an argument-based model. We show that while both models perform closely in terms of opening up minds, the argument-based model is significantly better on other dialogue properties such as engagement and clarity.

1 Introduction

Developing dialogue agents that are able to argue about different topics has been the focus of a lot of recent research. Typically, these agents engage in conversations with people with the aim of changing their opinions on a topic or winning debates. Accordingly, success of argumentative dialogue agents has been measured by their ability to convince people to take an action such as donating to a charity (Wang et al., 2019; Shi et al., 2020), change their position on the subject of discussion (Tan et al., 2016; Prakken et al., 2020), or attract more votes by the audience listening to their debates (Zhang et al., 2016; Slonim et al., 2021). Other work has studied argumentation with the aim of reaching agreement (Vecchi et al., 2021; De Kock and Vlachos, 2021). Nonetheless, none of the previous works has studied dialogues in terms of their ability to stimulate open-minded thinking and help participants learn about views that are unfamiliar or in opposition to their own and become more tolerant towards people who hold these views.

Open-minded thinking has been motivated by many psychological studies. Haran et al. (2013) showed that it correlates with information acquisition. Carpenter et al. (2018) demonstrated its importance for responsible behaviour on social media platforms. More recently, Stanley et al. (2020) suggested that individual’s negative views about their ideological opponents could partly be attributed to their lack of exposure to good arguments for these views. Motivated by research on open-minded thinking, we propose to use argumentative dialogues to expose participants to different opinions about polarising topics with the aim of opening up their minds and increasing their tolerance towards views opposing their own. We collected 183 dialogues about three controversial topics (veganism, Brexit and COVID-19 vaccination), using the
Wizard of Oz (WoZ) approach (Fraser and Gilbert, 1991; Bernsen et al., 2012). The wizards utilised arguments sourced from publicly available debate platforms to chat with participants. Figure 1 shows an example from the dataset.

In order to evaluate open-mindedness, we follow the approach of Stanley et al. (2020), and ask dialogue participants whether they believe people who hold views opposite to theirs have good reasons for their convictions. Stanley et al. (2020) argued that people who believe their ideological opponents have good reasons for their position are more likely to believe these opponents have good morals and intellectual capabilities. Therefore, we also ask participants about the intellectual capabilities and morality of people who hold views opposite to theirs. We refer to these questions as the opening up minds (OUM) questions and detail them in Table 1. We ask these questions before and after the dialogue and measure the change in the answers. Additionally, we ask participants to rate their experience (e.g., in terms of engagement, persuasiveness, frustration, etc.) and find no strong correlation between that and whether they have become more open-minded. These findings further highlight the distinction between dialogues aiming at opening up minds versus persuasiveness or engagement. To our knowledge, our dataset is the first dialogue corpus that aims at fostering open-minded thinking.1

Finally, we evaluate two dialogue models: a Wikipedia-based and an argument-based model, where the latter is fine-tuned on our dataset. Our results show that while both models perform closely in terms of opening up minds, the argument-based one is significantly better in other chat experience measures such as engagement and clarity.

2 Related Work

Several studies on argumentative dialogues have focused on persuasion. Tan et al. (2016) analysed the interactions on ChangeMyView (CMV) forums in order to understand the features that lead to persuasion. They described the original posters on CMV as “open-minded” if they changed their original view. In contrast, in our study an “open-minded” participant becomes more accepting to the opposite view, without necessarily changing theirs. Wang et al. (2019) curated a dataset of dialogues where one participant tries to convince the other to make a donation. They studied different persuasion strategies that lead to dialogue success, which is measured by whether the participant actually made a donation. Following their work, Shi et al. (2020) investigated the effect of chatbot identities on convincing people to make donations. Other work has focused on argumentative dialogues for debating such as Oxford-style Debates (Zhang et al., 2016) and IBM’s Project Debater (Slonim et al., 2021). The goal of the participants (humans or dialogue agents) in these debates is to win by convincing an audience with their arguments.

Recently, knowledge-based dialogue agents have attracted much attention in order to have more engaging dialogues and avoid knowledge hallucination, a typical issue in end-to-end chat models. Numerous knowledge-bases have been utilised such as IMDB movie reviews (Moghe et al., 2018) or Wikipedia (Zhou et al., 2018; Dinan et al., 2019). For instance, Dinan et al. (2019) used the WoZ approach to collect dialogues where wizards use sentences from Wikipedia to write their responses. These Wikipedia-based datasets have later been utilised to build knowledgeable dialogue agents (Li et al., 2019; Lian et al., 2019; Zhao et al., 2020b,a; Shuster et al., 2021a). Nonetheless, using arguments as a knowledge-base for dialogue agents has received less attention, with exception of, for example, Prakken et al. (2020), who developed a chatbot to persuade participants to accept that university fees should remain the same by selecting arguments from an argument graph using cosine similarity.

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good Reasons</td>
<td>People who (have stance X) have good reasons for (having stance x)</td>
</tr>
<tr>
<td>Intellectual capabilities</td>
<td>People who (have stance X) are - Unintelligent</td>
</tr>
<tr>
<td></td>
<td>People who (have stance X) are - Irrational</td>
</tr>
<tr>
<td></td>
<td>People who (have stance X) are - Ignorant</td>
</tr>
<tr>
<td>Morality</td>
<td>People who (have stance X) are - Unethical</td>
</tr>
<tr>
<td></td>
<td>People who (have stance X) are - Immoral</td>
</tr>
<tr>
<td></td>
<td>People who (have stance X) are - Of bad moral character</td>
</tr>
</tbody>
</table>

Table 1: OUM questions asked to participants before and after the conversation, following Stanley et al. (2020). The part in brackets is substituted by the stance opposite to the participant’s stance on the topic (e.g., people who are vegan/not vegan, people who voted Leave/Remain and people who have/have not had the COVID-19 vaccine).

1Dataset available at: https://github.com/Youmna-H/OUMDials
Table 2: Statistics of the opening up minds (OUM) dataset.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Veganism</th>
<th>Brexit</th>
<th>Vaccination</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Dialogues</td>
<td>73</td>
<td>49</td>
<td>61</td>
</tr>
<tr>
<td>Avg.# Turns</td>
<td>15.8 ± 6.6</td>
<td>14.5 ± 5.6</td>
<td>14.7 ± 5.0</td>
</tr>
<tr>
<td>Argument base size</td>
<td>5,384</td>
<td>2,041</td>
<td>1,982</td>
</tr>
</tbody>
</table>

3 Wizard of Oz Data Collection

We collect 183 dialogues, using the WoZ approach, where a person (a wizard) plays the role of an agent and discusses a given topic with another person (a participant). Statistics of the collected dialogues are shown in Table 2. In the remainder of this section, we discuss the dialogue collection process.

The wizards We recruited 5 postgraduate students from one of the author’s university student job shop (a pool of students looking for research assistant work) to act as wizards. Each wizard is instructed to discuss a given topic for 15-20 minutes with a participant to help them understand the other perspective on the topic being discussed rather than change their minds. More concretely, wizards are asked to use the most appropriate argument that best fits the conversation. To assist them, an argument base about the topic of discussion (see later in this section) is made available to them. Each argument is annotated with a pro or con stance relative to the topic. After a participant’s turn, TF-IDF scores are calculated between the participant’s last utterance and each argument in the argument base, and the 50 arguments with the highest scores are presented to the wizard to help them respond. Wizards are encouraged to edit the arguments they select to make them flow more naturally with the conversation, or write their own responses from scratch if they can’t find a good argument to use or want to ask questions. In order to further facilitate their task, wizards are also given a list of hedges and acknowledgments to use in their responses to make the conversation more natural and polite (e.g., “I see what you mean, but...”, “It could be argued...”, etc.), which previous research has found to be conducive to better conversations (Yeomans et al., 2020; De Kock and Vlachos, 2021). The WoZ interface also allows the wizards to use keywords to search the whole argument base of the topic, and to filter arguments by stance (pro/con).

The participants We recruited participants from Prolific3. All participants are fluent in English and have a Prolific acceptance rate of over 95%. Participants are asked to discuss the topic freely with the wizards, writing arguments and posing questions as they wish. Before the conversation, participants indicate their stance on the topic of discussion by answering whether: they are vegans (if the topic is veganism), they took at least one shot of the vaccine (if the topic is vaccination), or they voted leave or remain (if the topic is Brexit). According to their stance, they are asked about the people who hold the opposite stance; in particular, they indicate how much they disagree/agree with the OUM questions in Table 1 on a 7-point Likert scale. They give their ratings before and after the dialogue. Furthermore, participants are asked after the conversation about their chat experience by rating their chat on a 7-point Likert scale to indicate how much it was: enjoyable, engaging, natural, clear, persuasive, confusing, frustrating, too complicated and boring (each measure is rated separately). They are also given the option to provide any other feedback about the conversation. We include the instructions given to participants in Appendix A.

Argument base The arguments presented to the wizards are extracted from the online platform Kialo4. Arguments in Kialo are organised as a tree where the top node represents the main claim (the topic in our case). Each argument node in the tree is annotated with a pro or con stance based on whether it is for or against its parent argument node. In our WoZ platform, the arguments are labelled with their stances (pro or con) relative to the topic. As the nodes in Kialo are annotated with stances relative to their parent claim rather than the main claim/topic, we use a heuristic approach to calculate the stances relative to the topic. Specifically, we trace the argument tree from the topic node down to each child argument node and modify the stance of each child with the following assumptions:5

- If an argument is pro the main topic, all its pro children will be pro the topic and all its con children will be con the topic.
- If an argument is con the main topic, all its

---

3https://prolific.co/
4https://www.kialo.com/
5We randomly select and manually inspect 60 arguments from the three topics. We find that 43 arguments were correctly classified by our approach, 13 were neutral (i.e., neither pro nor con) and only 4 were misclassified.
Wizard Action % Percentage
Edit selected arg 74.86
Use search terms 68.77
Use stance filter 71.76
Select arg from the top 10 suggestions 21.15
Use pro args 47.40
Use con args 52.60

Table 3: Percentage of the different (non-mutually exclusive) argument selection actions by the wizards.

pro children will be con the topic and all its con children will be pro the topic.

As vaccination had the lowest representation of arguments in Kialo, we augment the vaccination argument-base with 479 additional arguments written by participants who took part in a study examining anti-vaccination attitudes (Brand and Stafford, 2022) and 108 arguments sourced from a study examining the use of chatbots for changing vaccine attitudes (Altay et al., 2021; Brand and Stafford, 2022).

**Wizard actions** We find that wizards use arguments from the argument-base in $\approx 66\%$ of their responses. In Table 3, we detail statistics of different actions taken by the wizards when they select an argument from the argument base. The table reveals that the wizards prefer to edit these arguments to fit the dialogue better (74.86% of the arguments were edited). Furthermore, they often use the search bar and the stance filter, instead of just selecting from the top arguments suggested by TF-IDF; they select an argument from the top 10 suggestions only 21.15% of the times. Finally, we notice that the wizards’ use of pro and con arguments is balanced.

## 4 Dialogue Models

In this section, we describe the dialogue models for the task of opening up minds.

**Wiki-bot** We evaluate the Retrieval-Augmented Generation (RAG)-Sequence model (Lewis et al., 2020b) pre-trained on the Wizard-of-Wikipedia dataset (Dinan et al., 2019). RAG-Sequence uses Wikipedia as a knowledge-base where a Dense Passage Retriever (Karpukhin et al., 2020, DPR) is utilised to retrieve Wikipedia passages that are relevant to the dialogue history, then it uses BART (Lewis et al., 2020a) to generate a dialogue response conditioned on the retrieved passages and the dialogue history. We use the pre-trained model by Shuster et al. (2021b). Their approach uses beam search for decoding, however, we noticed that it suffers from repetition and therefore used nucleus sampling to remedy this.

**Argu-Bot** We fine-tune the previously described wiki-bot on the OUM dataset (Section 3). We split the dataset into 123 dialogues for training, 15 for validation and 45 for testing. Training is stopped when the validation perplexity doesn’t improve for 5 epochs. In order to accommodate for the nature of the dataset, we applied some adaptations to retrieval, training and generation as follows. For retrieval:

- Following the wizards’ experiments, we use Kialo arguments, instead of Wikipedia, as the knowledge-base for the retrieval model.
- We use BM25 instead of DPR for retrieval as initial experiments showed that DPR is more suited for Wikipedia but not suitable for argument retrieval.
- We assume that the arguments used by the wizards in the training data are good arguments and accordingly increase their scores by 1 if they are retrieved by BM25.
- We make use of the search terms the wizards used to find arguments (Section 3) and compile a list of “important terms”. We increase the scores of retrieved arguments by 1 if they include any of these terms.
- We pay more attention to the recent dialogue history by increasing the scores of the retrieved arguments by 1 if they have overlapping terms with the participant’s last utterance.

For training:

- At any point in the dialogue, the model is optimised to generate a response similar to the wizard’s. If the wizard used an argument to write their response, the model uses this “gold” wizard argument instead of retrieving one by BM25. If, however, the wizard did not use an argument, the model uses the top one retrieved by BM25. By doing this, the model can learn how arguments are edited to compose responses the way wizards do. During testing we only use the top BM25 argument.
- We compute a loss function for the model to learn how much to use arguments in genera-
Table 4: The percentage of dialogues that have zero, positive or negative OUM scores in the three OUM categories. ‘Overall’ refers to the average of the dialogue’s OUM scores for the respective category. The numbers between brackets indicate the average OUM score. * indicates significance over control-bot using Welch t-test with \( p < 0.05 \).

### 5 Evaluation

We evaluate the models described in Section 4 using the same setup as in Section 3 but by replacing the wizards with one of the models, and limiting the chat time to 10-15 instead of 15-20 minutes as the models are much faster than the wizards. We collect 150 dialogues for each of the argu-bot and wiki-bot (60 for veganism, 45 for Brexit and 45 for vaccination) and 50 dialogues for the control-bot (20 for veganism, 15 for Brexit and 15 for vaccination). In the remainder of this section, we present analysis of open-mindedness and chat experience for the wizards and the dialogue models.

#### 5.1 Opening-up Minds

As discussed in Section 3, we ask the participants a set of OUM questions before and after the dialogue in order to evaluate the impact of the dialogue on changing their attitude towards those holding opinions different to theirs. If we ignore the dialogues where the participants did not respond to the questions after the dialogues, the number of dialogues with OUM question annotations becomes 120 for the wizards, 150 for argu-bot, 150 for wiki-bot and 50 for control-bot. For each dialogue, we calculate three OUM scores corresponding to the three question categories defined in Table 1. Each OUM score is calculated as the difference between the ratings before and after the dialogue. As the morality and intellectual capabilities categories contain three questions each, the score for the category is the average of the changes in its sub-questions. We note that due to the different phrasing of the OUM questions, an increase in the rating for the “good reasons” question denotes a positive change, whereas a decrease in the ratings for “intellectual capabilities” and “morality” questions denotes a...
Figure 2: The graph depicts the ratings of wizards’ dialogues in terms of chat experience. The y-axis corresponds to the proportion of the dialogues, the x-axis corresponds to aspects of chat experiences, and the different colors refer to the ratings on the 7-point Likert scale, where 1=strongly disagree and 7=strongly agree.

positive change. We categorise the dialogues according to their OUM scores into 3 classes: zero change: where the score = 0, +oum change: where the score > 0 and -oum change: where the score < 0. We show in Table 4, the percentage of dialogues in each class and the average OUM score per class. We also report the overall score as the average of the OUM scores of all the dialogues for each OUM question category. This overall score helps report the model’s success with a single number.\(^8\)

5.1.1 Wizards

The results in Table 4 demonstrate the success of the wizards’ dialogues in opening up participants’ minds, particularly with the good reasons category (35.8% of the dialogues resulted in a positive OUM change). We find that despite the fact that for each question category most participants have zero change, which is expected given the relative brevity of the dialogues, the number of participants who have a positive change in their attitude (+oum) is substantially larger than those who have negative change (-oum). Even when the percentage of dialogues with negative scores is relatively high (e.g., 18.3% in the morality category), the average OUM score is smaller than in the positive dialogues (e.g., −0.73 vs 1.05 with the morality category), and all the categories have a positive overall score. Additionally, we find that the percentage of the dialogues with zero change in the control-bot is higher than the wizards in all question categories, which demonstrates the effect of conversing with wizards in comparison to the control condition. Furthermore, the wizards are consistently better than all the models in all question categories in terms of overall score, with a statistically significant difference over the control-bot in the good reasons category. In general, we notice that participants tend to become more open-minded about the good reasons people might have for their stances (with overall score = 0.35), which reflects the nature of the argumentative dialogues and the wizards’ success in finding good arguments that stimulate open-minded thinking.

On the other hand, the difference between the wizards and the control-bot is less obvious with the morality and intellectual capabilities questions. We investigate this and take a closer look at the OUM ratings before the dialogue. We find that 39.4% of the participants strongly agree/agree that their opponents have good reasons for their convictions, while 44.5% and 56.7% strongly disagree/disagree that their opponents have low intellectual capabilities or morality respectively. When we look at the most open-minded ratings, we find that only 14.7% of the participants strongly agree that their opponents have good reasons for their position, while 24.1% and 30.5% strongly disagree that their opponents have low intellectual capabilities or morality respectively. This shows that regarding the intellectual capabilities and morality categories, particularly the latter, participants come (before the dialogue) with a more open mind than in the good reasons category, and while they might not completely agree with the reasons their opponents have, they are less harsh in their judgement of the morality of these opponents. Therefore, the dialogues have more room to improve the rating of the reasons for the opposite view. The results of the morality and intellectual capabilities also suggest that there is room for development of novel measures which provide further insight into the mechanisms behind changes in open-mindedness.

We further investigate the correlation of features of the wizard dialogues with the success of these dialogues in opening-up minds with respect to the good reasons question. For this purpose we calculate Spearman’s rank correlation coefficient (\(\rho\)) between the OUM scores for the good reasons question and the following dialogue features:

- Length-related features: dialogue length com-

\(^8\)For example, if \(x\) is the number of collected dialogues and \(x/2\) dialogues have OUM score = 1 and the other \(x/2\) have OUM score = −1, for the good reasons question, the overall score of the model for good reasons will be zero.
Table 5: Average ratings for chat experiences on a 7-point Likert scale. In the top rows the higher the score is the better while in the bottom rows the lower the score is the better. Statistical significance is calculated using the Welch t-test between argu-bot and wiki-bot where *** p < 0.001, ** p < 0.01 and * p < 0.05.

<table>
<thead>
<tr>
<th>Experience</th>
<th>Wizards</th>
<th>Argu-bot</th>
<th>Wiki-bot</th>
<th>Control-bot</th>
</tr>
</thead>
<tbody>
<tr>
<td>enjoyable</td>
<td>6.05</td>
<td>5.13</td>
<td>4.77</td>
<td>4.24</td>
</tr>
<tr>
<td>engaging</td>
<td>6.02</td>
<td>5.09</td>
<td>4.66</td>
<td>4.21</td>
</tr>
<tr>
<td>natural</td>
<td>5.77</td>
<td>3.81</td>
<td>3.46</td>
<td>2.96</td>
</tr>
<tr>
<td>clear</td>
<td>6.32</td>
<td>5.27</td>
<td>4.66</td>
<td>3.92</td>
</tr>
<tr>
<td>persuasive</td>
<td>4.92</td>
<td>4.53</td>
<td>3.71</td>
<td>3.16</td>
</tr>
<tr>
<td>consistent</td>
<td>-</td>
<td>4.56</td>
<td>4.0</td>
<td>3.59</td>
</tr>
<tr>
<td>knowledgeable</td>
<td>-</td>
<td>5.32</td>
<td>4.45</td>
<td>3.06</td>
</tr>
<tr>
<td>confusing</td>
<td>2.33</td>
<td>3.58</td>
<td>4.75</td>
<td>4.82</td>
</tr>
<tr>
<td>frustrating</td>
<td>1.98</td>
<td>3.09</td>
<td>3.59</td>
<td>4.27</td>
</tr>
<tr>
<td>too complicated</td>
<td>2.11</td>
<td>2.93</td>
<td>3.03</td>
<td>2.47</td>
</tr>
<tr>
<td>boring</td>
<td>2.15</td>
<td>3.27</td>
<td>3.52</td>
<td>4.08</td>
</tr>
</tbody>
</table>

Table 6: Spearman’s correlation (ρ) between OUM scores for the good reason question and ratings for chat experience in the wizards’ dialogues.

<table>
<thead>
<tr>
<th>Experience</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td>enjoyable</td>
<td>-0.01</td>
</tr>
<tr>
<td>engaging</td>
<td>-0.01</td>
</tr>
<tr>
<td>natural</td>
<td>0.07</td>
</tr>
<tr>
<td>clear</td>
<td>0.04</td>
</tr>
<tr>
<td>persuasive</td>
<td>0.16</td>
</tr>
<tr>
<td>confusing</td>
<td>0.02</td>
</tr>
<tr>
<td>frustrating</td>
<td>-0.11</td>
</tr>
<tr>
<td>too complicated</td>
<td>-0.19</td>
</tr>
<tr>
<td>boring</td>
<td>-0.16</td>
</tr>
</tbody>
</table>

5.1.2 Models

Table 4 shows that both the wiki-bot and the argu-bot have a higher overall score than control-bot in terms of the good reasons question. This further demonstrates the ability of the two models to positively change people’s attitudes regarding the reasons their opponents have. Nevertheless, this change diminishes in the morality and intellectual categories, which aligns with our findings from the comparison between the wizards and control-bot. Additionally, despite the fact that the efficacy of using arguments was demonstrated by the wizards’ performance that surpassed all the chat models (with good reasons overall score ≈ 0.35), the model that leverages arguments (argu-bot) performs on par with the one that uses Wikipedia (wiki-bot), with good reasons overall score ≈ 0.22. We conjecture that the impact of argu-bot could be improved by: (1) training a retriever model on the OUM dataset to learn how to retrieve arguments similarly to the wizards (2) investigating different loss functions as we find that the model heavily relies on the arguments instead of also asking questions like the wizards do. In Table 7, we give an example of vaccination dialogues that had a positive OUM score for good reasons. The example shows that argu-bot is more able to engage in the conversation and talk about COVID-19 vaccines with more knowledge, whereas wiki-bot says it does not know about COVID-19 and deviates to other vaccines and diseases. Nonetheless, this wiki-bot dialogue had a positive change in the good reasons category which shows the potential of dialogue agents for opening-up minds.

5.2 Chat Experience

After the dialogue, participants are asked to rate their chat experience on a scale from 1 to 7 in...
Wiki-bot

M: Hello, What do you think about COVID-19 vaccination?
P: I think, they are good for us.
M: I don’t know about COVID-19, but I do know that the WHO recommends getting vaccinated against typhoid and shingles (common cold).
P: yes, that’s true
M: THomid Typhoid vaccine is actually derived from the negative causative agents in the bacterium Streptococcus aureus.
P: I have to say, that I didn’t hear about it.

Argu-bot

M: Hello, What do you think about COVID-19 vaccination?
P: I think it’s important for people to get immunized against COVID-19
M: What is your opinion of some Covid-19 vaccines will contain adjuvants. Adjuvants increase the immune response, and therefore reduce the amount of antigen that must be used in each dose of vaccine. The adjuvants therefore help to ensure that a large quantity of doses can be produced quickly.
P: Sounds like they help with speeding up the vaccination process, so they must be good
M: Those are good points, although some people feel the speed in which the vaccine was made has made them nervous about taking it. They don’t believe that a vaccine made this quickly would not be safe and they think corners must have been cut to make the vaccines work quickly.
P: Well, if they do not take the vaccine, they risk their health and their close ones’ health. Even if the vaccine is not to be fully trusted, what could those people lose that’s worse than their life and their family’s life?

Table 7: Excerpts from dialogues with the argu-bot and the wiki-bot about COVID-19 vaccination, where ‘M:’ and ‘P:’ mark the model and the participant turns respectively. Both dialogues achieved a positive change in the good reasons category.

5.2.1 Wizards

Table 5 shows that the wizards surpass all the other models in terms of chat experience. In Figure 2, we plot the distribution of chat experience ratings. It is clear from the figure that participants mostly strongly agree/agree with the positive experiences (e.g., enjoyable) and mostly strongly disagree/disagree with the negative ones (e.g., frustrating), which is another sign of wizards’ success.

We further investigate the correlation between chat experience ratings and the OUM scores of wizard dialogues for the good reason question (Section 5.1). Based on the results in Table 6, we can see that there is no strong correlation between the scores and the different experiences; there is very weak negative correlation with some of the bad experiences (e.g., $\rho = -0.19$ for too complicated) and very weak positive correlation with some of the good experiences (e.g., $\rho = 0.16$ for persuasive). These results show that participants can still enjoy the conversation and have a positive experience even if they did not change their position. The weak correlation between OUM scores and persuasiveness further demonstrates the difference between persuading someone and opening up their minds about the different opinions which motivates building dialogue systems that foster open-mindedness. Participants are also given the option to write any other feedback about the conversation. We find that all the feedback to the wizards was positive and included sentences like: “The bot is much more nice than the average human who asks these kind of questions”,11 “It has opened my eyes to the possibilities of vegan lifestyle and their benefits ” and “This study was very enjoyable and fun. I learnt a lot from it.”.

5.2.2 Models

Table 5 reveals that argu-bot surpasses wiki-bot in all chat experience metrics and is significantly better on 8 of them. The high performance on chat experience is important to build real-life dialogue models that aim to open up minds. This is because, while in our experiments participants were clearly asked to stay at least 10 minutes in the chatroom and otherwise their experiment gets rejected, in real-life, this restriction does not apply and therefore participants need to find the chatbot enjoyable and engaging in order to continue chatting with it. We also find that the feedback argu-bot received is more positive than wiki-bot and included sentences like: “Interesting and made me think about my choices :)” or “I really liked this one. Chatbots

11We note that the participants do not know they are talking to a human, as this is how WoZ experiments are conducted.
are a clever way of engaging into a topic.”. However, participants were more critical than with the wizards and added comments like: “One time bot answered two times exactly the same answer. It should be improved, however the overall impression of it is fine : )” and “I think the responses of the chatbot didn’t answered my questions, they were missing the point.”. Feedback about wiki-bot included: “The chatbot was changing the topic and not relating to my sentences”.12

6 Conclusion

We presented a dataset of argumentative dialogues for opening-up minds and showed its success in positively changing participants attitudes regarding the reasons people have for their opposing views. However, this impact was lower with regard to the morality and intellectual capabilities measures, which warrants further study to these measures. We evaluated two dialogue models: a Wikipedia-based and an argument-based one and showed that while they both perform closely in terms of opening up minds, the argument-based model is more successful in providing a good chat experience.

Limitations

- It would be useful to train a neural retriever model for argu-bot to learn to select arguments like the wizards (instead of using BM25), but this requires collecting more wizard dialogues.
- Collecting more dialogues with wizards is an expensive process as it requires training more wizards and paying both wizards and participants.
- Our study involves measuring individuals on how open-minded they are with respect to a position they are opposed to. While we rely on recent research in psychology for this, we acknowledge that such measurements are difficult and more research is needed in this direction.
- We only studied the effects of the dialogues on the participants immediately after they were held, but did not check whether the effect was long-term or short-lived.
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A Instructions for Participants

This study should take you no more than 25 minutes to complete, and you will be reimbursed £3.75 by Prolific.

We are developing automated dialogue agents ("chatbots") to have constructive conversations with people on a variety of topics.

To train the automated system we need participants to "chat" with the dialogue agents.

Today you will be asked to join a chatroom to discuss the topic of veganism. You can interact with the system and discuss the topic for between 15 and 20 minutes. You can type anything you wish, as long as it is on the topic of veganism.

The chat is only between you and the dialogue system, no other people will be joining your chatroom. The chatbot you interact with uses statements provided by other people online. These statements HAVE NOT BEEN FACT-CHECKED.

Your chat will be entirely anonymous and you WILL NOT have to give any personal information at any time.
### B Feature Correlations with OUM Scores

<table>
<thead>
<tr>
<th>Feature</th>
<th>Spearman’s $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. length</td>
<td>0.0</td>
</tr>
<tr>
<td>2. wizard turns</td>
<td>0.018</td>
</tr>
<tr>
<td>3. participant turns</td>
<td>-0.017</td>
</tr>
<tr>
<td>4. wizard questions</td>
<td>-0.071</td>
</tr>
<tr>
<td>5. args from argument-base</td>
<td>0.083</td>
</tr>
<tr>
<td>6. edited args</td>
<td>-0.123</td>
</tr>
<tr>
<td>7. pro/con ratio</td>
<td>0.103</td>
</tr>
<tr>
<td>8. please</td>
<td>0.0</td>
</tr>
<tr>
<td>9. please start</td>
<td>-0.059</td>
</tr>
<tr>
<td>10. has hedge</td>
<td>-0.026</td>
</tr>
<tr>
<td>11. indirect (btw)</td>
<td>0.0</td>
</tr>
<tr>
<td>12. hedges</td>
<td>0.028</td>
</tr>
<tr>
<td>13. factuality</td>
<td>0.0</td>
</tr>
<tr>
<td>14. deference</td>
<td>-0.149</td>
</tr>
<tr>
<td>15. gratitude</td>
<td>-0.027</td>
</tr>
<tr>
<td>16. apologizing</td>
<td>0.076</td>
</tr>
<tr>
<td>17. 1st person plural</td>
<td>0.149</td>
</tr>
<tr>
<td>18. 1st person</td>
<td>-0.094</td>
</tr>
<tr>
<td>19. 1st person start</td>
<td>-0.075</td>
</tr>
<tr>
<td>20. 2nd person</td>
<td>-0.102</td>
</tr>
<tr>
<td>21. 2nd person start</td>
<td>0.066</td>
</tr>
<tr>
<td>22. indirect greeting</td>
<td>-0.083</td>
</tr>
<tr>
<td>23. direct question</td>
<td>-0.096</td>
</tr>
<tr>
<td>24. direct start</td>
<td>0.045</td>
</tr>
<tr>
<td>25. positive lexicon</td>
<td>0.181</td>
</tr>
<tr>
<td>26. negative lexicon</td>
<td>-0.02</td>
</tr>
<tr>
<td>29. subjunctive</td>
<td>-0.181</td>
</tr>
<tr>
<td>30. indicative</td>
<td>-0.024</td>
</tr>
</tbody>
</table>

Table 8: Spearman’s correlation between dialogue features and OUM scores for the good reasons question. The features from 8 to 30 are politeness features from Danescu-Niculescu-Mizil et al. (2013) extracted by Convokit (Chang et al., 2020).
C Ratings for Chat Experiences

Figure 3: Ratings for chat experiences for the argubot. The y-axis corresponds to the proportion of the dialogues, the x-axis corresponds to chat experiences and the different colors refer to the ratings on the 7-point Likert scale, where 1=strongly disagree and 7=strongly agree.

Figure 4: Ratings for chat experiences for the wiki-bot. The y-axis corresponds to the proportion of the dialogues, the x-axis corresponds to chat experiences and the different colors refer to the ratings on the 7-point Likert scale, where 1=strongly disagree and 7=strongly agree.