Exploring the governing transport mechanisms of corrosive agents in a Canadian deep geological repository
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HIGHLIGHTS

- Numerical modelling study of Canada’s proposed deep geological repository (DGR)
- 3D model domain coupled heat transfer, unsaturated flow, and HS− transport
- Unsaturated regions restricted and heating accelerated HS− transport, respectively
- Saturation and heating only affected HS− corrosion by <1% and <20%, respectively
- HS− corrosion rates are well-predicted using simplified DGR design parameters.

GRAPHICAL ABSTRACT

ABSTRACT

All nuclear energy producing nations face a common challenge associated with the long-term solution for their used nuclear fuel. After decades of research, many nuclear safety agencies worldwide agree that deep geological repositories (DGRs) are appropriate long-term solutions to protect the biosphere. The Canadian DGR is planned in either stable crystalline or sedimentary host rock (depending on the final site location) to house the used nuclear fuel in copper-coated used fuel containers (UFCs) surrounded by highly compacted bentonite. The copper-coating and bentonite provide robust protection against many corrosion processes anticipated in the DGR. However, it is possible that bisulfide (HS−) produced near the host rock-bentonite interface may transport through the bentonite and corrode the UFCs during the DGR design life (i.e., one million years); although container performance assessments typically account for this process, while maintaining container integrity. Because the DGR design life far exceeds those of practical experimentation, there is a need for robust numerical models to forecast HS− transport. In this paper we present the development of a coupled 3D thermal-hydraulic-chemical model to explore the impact of key coupled physics on HS− transport in the proposed Canadian DGR. These simulations reveal that, although saturation delayed and heating accelerated HS− transport over the first 100s and 10,000s of years, respectively, these times of influence were small compared to the long DGR design life. Consequently, the influence from heating only increased total projected HS− corrosion by <20% and the influence from saturation had a negligible impact (<1%). By comparing the corrosion rate results with a simplified model, it was shown that nearly-steady DGR design parameters governed most of the projected HS− corrosion. Therefore, those parameters need to be carefully resolved to reliably forecast the extent of HS− corrosion.
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One concern with the long-term integrity of Canada’s DGR is the potential for corrosion (through oxic, anoxic, radiation-induced, and microbiologically-influenced processes) to compromise integrity of the UFCs (Hall et al., 2021; Keech et al., 2021). Therefore, the NWMO plans to coat the UFCs with copper to prevent corrosion and surround them with highly compacted bentonite embedded within a stable, low-permeability host rock (i.e., either crystalline or sedimentary, depending on the final site location) (Hall and Keech, 2017). Although containers and geologies differ internationally, this long-term storage approach is consistent with current best practices proposed by other nuclear safety agencies, e.g., Sweden (SKB), Finland (Posiva), Switzerland (Nagra), United States (US DOE), and the United Kingdom (NDA) (Hall et al., 2021).

Of the various corrosion processes anticipated in the DGR, microbiologically-influenced corrosion (MIC) poses the most uncertainty (Hall et al., 2021). While previous research has shown that microbiological activity is minimized at average bentonite densities greater than 1600 kg m$^{-3}$, the interface between bentonite and host rock may foster conditions that promote sulfate-reducing microbiological activity (Bengtsson and Pedersen, 2016; Kiczka et al., 2021; Stroes-Gascoyne, 2010; Stroes-Gascoyne et al., 2011). Therefore, bisulfide (HS$^-$) can potentially be produced from sulfate-reducing bacteria at this interface, transport through the bentonite, and cause corrosion of the UFC copper surface following Eq. (1) (Hall et al., 2021):

$$2Cu_{(i)} + HS^-_{(aq)} + H^+_{(aq)} \rightarrow Cu_2S_{(i)} + H_2(g) \tag{1}$$

While an extensive research program has explored the chemical processes involved in MIC (Hall et al., 2021; Hall and Keech, 2017; Hall et al., 2018; Keech et al., 2021; Martino et al., 2014), much less research has targeted the transport processes involved for the Canadian DGR layout.

1. Introduction

Given the immediacy of climate change, energy generation systems worldwide are evolving to minimize their carbon emissions. Nuclear energy plays an important role in this evolution, as it is a mature technology that can reliably meet current energy demands with a very low carbon footprint (Ewing, 2015). However, nuclear waste management is a key issue that is currently being investigated by nuclear producing nations worldwide. Deep geological repositories (DGRs) consist of a multibarrier system, designed to safely house used nuclear fuels in copper-coated used fuel containers (UFCs) for hundreds of thousands of years deep within stable host rock formations. Many nuclear safety agencies agree that DGRs are viable and scientifically sound end-of-life solutions (Ewing, 2015; Hall et al., 2021). In Canada, the Nuclear Waste Management Organization (NWMO) is responsible for the design and execution of Canada’s DGR, which consists of copper-coated carbon steel UFCs being placed within a high-density bentonite buffer surrounded by natural host rock. As the design life for these systems far exceeds the timescales of practical experimentation, there is a need for robust numerical models to aid in long-term predictions.

One concern with the long-term integrity of Canada’s DGR is the potential for corrosion (through oxic, anoxic, radiation-induced, and microbiologically-influenced processes) to compromise integrity of the UFCs (Hall et al., 2021; Keech et al., 2021). Therefore, the NWMO plans to coat the UFCs with copper to prevent corrosion and surround them with highly compacted bentonite embedded within a stable, low-permeability host rock (i.e., either crystalline or sedimentary, depending on the final site location) (Hall and Keech, 2017). Although containers and geologies differ internationally, this long-term storage approach is consistent with current best practices proposed by other nuclear safety agencies, e.g., Sweden (SKB), Finland (Posiva), Switzerland (Nagra), United States (US DOE), and the United Kingdom (NDA) (Hall et al., 2021).

Of the various corrosion processes anticipated in the DGR, microbiologically-influenced corrosion (MIC) poses the most uncertainty (Hall et al., 2021). While previous research has shown that microbiological activity is minimized at average bentonite densities greater than 1600 kg m$^{-3}$, the interface between bentonite and host rock may foster conditions that promote sulfate-reducing microbiological activity (Bengtsson and Pedersen, 2016; Kiczka et al., 2021; Stroes-Gascoyne, 2010; Stroes-Gascoyne et al., 2011). Therefore, bisulfide (HS$^-$) can potentially be produced from sulfate-reducing bacteria at this interface, transport through the bentonite, and cause corrosion of the UFC copper surface following Eq. (1) (Hall et al., 2021):

$$2Cu_{(i)} + HS^-_{(aq)} + H^+_{(aq)} \rightarrow Cu_2S_{(i)} + H_2(g) \tag{1}$$

While an extensive research program has explored the chemical processes involved in MIC (Hall et al., 2021; Hall and Keech, 2017; Hall et al., 2018; Keech et al., 2021; Martino et al., 2014), much less research has targeted the transport processes involved for the Canadian DGR layout.
However, HS\(^-\) transport to the copper surface throughout the DGR design life (i.e., one million years) is anticipated to govern the extent of MIC and therefore also needs to be investigated (King et al., 2017a).

Many researchers have developed numerical and mathematical models to predict the long-term behaviour in various DGR designs (Birkholzer et al., 2019; Guo and Fall, 2021; Steefel et al., 2015). These models couple thermal (Baumgartner et al., 1994; Guo, 2017), hydraulic (Cleall et al., 2006; Zhou et al., 2021), mechanical (Ballarini et al., 2017; Rutqvist et al., 2002), and chemical (Huang et al., 2021; Nasir et al., 2015) processes. These models couple valuable insight regarding which key processes are likely to affect HS\(^-\) transport in the DGR. Fig. 1b illustrates the envelopes of anticipated average evolutions in temperature, oxygen concentration, and saturation anticipated in the early-life of the DGR (i.e., in the first 10s–100s of years). Fig. 1a illustrates a conceptual snapshot of the temperature and saturation distribution anticipated in the DGR (Hall et al., 2021; King et al., 2017b; King et al., 2008). While these models do not specifically target HS\(^-\) transport, they do provide valuable insight regarding which key processes are likely to affect HS\(^-\) transport in a DGR. Fig. 1 illustrates a conceptual model of these key processes that are anticipated to affect HS\(^-\) transport and the characteristic evolutions in temperature, oxygen concentration, and saturation anticipated in the DGR (Hall et al., 2021; King et al., 2017b; King et al., 2008). Fig. 1a illustrates a conceptual snapshot of the temperature and saturation distribution anticipated in the early-life of the DGR (i.e., in the first 10s–100s of years). Fig. 1b illustrates the envelopes of anticipated average DGR temperature and oxygen evolutions, which shows the DGR is expected to exhibit oxic conditions over the first 10s to 100s of years and be at elevated temperatures for the first 100,000 years.

Specific to HS\(^-\) corrosion, Briggs et al. (2017b) developed a multi-dimensional chemical transport model that used the most up-to-date design information from the NWMO to model HS\(^-\) transport in the proposed Canadian DGR. This model has been used to understand issues like: (i) geometry effects causing higher corrosion rates around the UFC end-caps, (ii) the ultimate corrosion depth over one million years, and (iii) the influence of preferential pathways (Briggs and Krol, 2018; Briggs et al., 2017a; Briggs et al., 2017b). While these studies have elucidated many aspects of HS\(^-\) transport in the DGR, not all processes have been coupled (e.g., multiphase flow movement, mechanical effects, geochemical reactions, biological processes), and it is not clear which processes need to be included to reliably forecast the overall extent of MIC.

This study identifies which coupled processes govern HS\(^-\) transport through the DGR by presenting the results and novel insights from numerically modelling HS\(^-\) transport through the bentonite buffer in the proposed Canadian DGR. This 3D model couples thermal, hydraulic, and chemical transport processes and considers sensitivities in crystalline and sedimentary host rocks undergoing heating (due to the radioactive decay of the used nuclear fuel) and saturation (due to wetting from the surrounding host rock). Altogether, this study reveals how these processes influence HS\(^-\) transport and provides valuable guidance on which others are critical in understanding the long-term risks posed by HS\(^-\) corrosion.

2. Methodology

2.1. Governing equations

The model was developed in COMSOL 5.6 Multiphysics (COMSOL, 2021), a commercial finite-element analysis tool, chosen because of its reliability due to monitored commercial releases and verification procedures. All numerical model calculations in were performed via COMSOL. The thermal, hydraulic, and chemical (THC) coupled model developed in this study combined the effects of saturation, heat production, and chemical transport in a 3D domain. All key simulations performed for this study are detailed in Table 1 and extra model information is presented in the Supplementary Materials, Table S1.

The infiltration process was simulated using Richard’s equation to model the capillary pressure-saturation relationship and neglected the dynamics in the air phase (i.e., gas movement in the subsurface) (Bear, 1972):

\[
(C_m + S_f) \frac{\partial S_f}{\partial t} = -k_e \frac{\partial p_w}{\partial \bar{H}_p} \frac{\rho}{\mu} \nabla (H_p + z)
\]

\(C_m\) is the specific moisture capacity, \(S_f\) is the effective saturation of the bentonite that normalizes the saturation \(S\) to the full \(S_f\) and residual \(S_r\) saturations \((S_r = [S - S_f]/(S_f - S_r))\), \(S_p\) is the storage coefficient, \(H_p\) is the pressure head \((H_p = p_w/(\rho g))\), \(k\) is the intrinsic permeability, \(p_w\) is the water pressure, \(\mu\) is the water viscosity, \(g\) is the gravitational constant, \(z\) is the elevation head, and \(k_e\) is the relative permeability parameter. The constitutive relationships used within Richards’ equation to model unsaturated flow followed the formulations from van Genuchten (1980):

\[
S = \begin{cases} 
S_r + \frac{S_f - S_r}{S_f} \frac{H_p}{H_p < 0 \text{ m}} \\
\frac{1}{\left(1 + \alpha H_p\right)^m} H_p \geq 0 \text{ m}
\end{cases}
\]

\(S_r\) is the residual saturation, \(S_f\) is the full saturation, \(H_p\) is the pressure head, \(\alpha\) is the coring parameter, \(m\) is the non-linear parameter, \(\alpha H_p\) is the effective saturation parameter.

\[
C_m = \frac{m \alpha}{1 - m} \left(\phi S - \phi S_f\right) \left(1 - S_r^m\right) \left(1 - S_f^m\right)^m \frac{H_p}{H_p < 0 \text{ m}} H_p \geq 0 \text{ m}
\]

\(k_e\) is the relative permeability parameter.
where \( C \) is the HS\(^-\) concentration, \( D_x \) is the effective HS\(^-\) diffusion coefficient. The diffusivity was estimated from the saturation, porewater diffusion coefficient \((D_w)\), diffusion-accessible porosity \((\phi_{\text{d}})\), and tortuosity \((\tau)\) following (Shackelford and Moore, 2013):

\[
D_x = S \frac{\phi_{\text{d}}}{\tau} D_w
\]

where \( L \) and \( L_h \) are the straight-line and actual travel distances in the porous medium. HS\(^-\) diffusion in bentonite is anticipated to be complicated by many factors, e.g., geochemical reactions/sorption, anion exclusion effect (which lowers the diffusion accessible porosity of anionic species and can lead to semipermeable membrane behaviour), and the influence of surface and/or interlayer diffusion (Chowdhury et al., in press-a; Shackelford and Moore, 2013). Many of these processes were not modelled explicitly because they depend on both groundcondition grounds and groundwater chemistry and there are few estimates of HS\(^-\) diffusion through bentonite (Erikson and Jacobson, 1982; Pedersen et al., 2017). Therefore, HS\(^-\) was assumed to be unaffected by sorption/geochemical processes (i.e., to provide a conservatively high estimate of HS\(^-\) transport rates) and \( \phi_{\text{d}}/\tau \) reduced the \( D_w \) value (assumed as 10E-9 m\(^2\) s\(^{-1}\) (SKB, 2010)) by 0.01, thereby leading to an ambient \( D_s = 10E-11 \) m\(^2\) s\(^{-1}\). This approach is consistent with Briggs et al. (2017b) and aligns with the limited \( D_s \) measurements of HS\(^-\) through bentonite (Pedersen et al., 2017) and other unreactive anions (e.g., Cl\(^-\)) (Van Loon et al., 2007; Van Loon et al., 2003).

The temperature influence on \( D_w \) was assumed to be proportional to the changes in temperature and viscosity following (Einstein, 1905; King et al., 2017b):

\[
\frac{D_{n,T1}}{D_{n,T2}} = \frac{T_1}{T_2} \mu_{n,T1}\mu_{n,T2}^{-1}
\]

The advective terms were neglected in Eqs. (4) and (6) as Darcy velocities were extremely slow due to the low bentonite permeabilities. The maximum Peclct numbers in the chemical-transport and thermal models were calculated as \( Pe_C = v_D/d_p = 2E-4 \) and \( Pe_T = v_D/\rho C_p a=D_p = 5E-9 \), respectively, under the most conservative conditions, i.e., with (i) the highest modelled seepage velocity \((v_D/\rho = 5E-8 \) m s\(^{-1}\) from the base crystalline case – Run #4, Table 1), (ii) the average pore diameter of bentonite \((d_p = 3E-8 \) m) (Dixon, 2019) as the diffusion length, and (iii) the lowest mass and thermal diffusivities in the crystalline rock at ambient temperatures \((D_s = 1E-11 \) m\(^2\) s\(^{-1}\) and \( \lambda_{n}/\rho C_p = 3E-7 \) m\(^2\) s\(^{-1}\)). These extremely low Peclct numbers \(< 1\) indicate that the diffusive processes dominated mass and energy transport; therefore, advective transport was safely neglected (Kaviani, 1995). In addition, a confirmation simulation was performed under the most conservative case assuming that advection was not negligible, and results were practically identical to the same simulation with advection neglected (see additional details in the Supplementary Materials, Section S.1 and Fig. S1).

To approximate the effect of HS\(^-\) transport on container integrity, a conservative estimate of the HS\(^-\) corrosion rate \((dx/dt_{\text{corr}})\) was calculated assuming that surface reactions proceeded much faster than the HS\(^-\) transport, i.e., that the corrosion was limited by HS\(^-\) transport to the UFC (King et al., 2017a):

\[
\frac{dx}{dt_{\text{corr}}} = N_H S f_H M_{Cu}/\rho_{Cu}
\]

where \( N_H \) is the molar flux of HS\(^-\) to the UFC surface, \( f_H \) is the stoichiometric factor (i.e., 2 from Eq. (1)), \( M_{Cu} \) is the molar mass of copper (Cu), and \( \rho_{Cu} \) is the density of copper.

---

Table 1

<table>
<thead>
<tr>
<th>Run #</th>
<th>Physics simulated</th>
<th>Host rock type</th>
<th>Bentonite permeability ( k_b ) ([m^2])</th>
<th>Host rock permeability ( k_{rad} ) ([m^2])</th>
<th>Initial bentonite saturation ( S_i ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>2</td>
<td>HC</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>3</td>
<td>TC</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>4</td>
<td>THC</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>5</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>6</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>67</td>
</tr>
<tr>
<td>7</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-20</td>
<td>67</td>
</tr>
<tr>
<td>8</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-21</td>
<td>67</td>
</tr>
<tr>
<td>9</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-22</td>
<td>67</td>
</tr>
<tr>
<td>10</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-23</td>
<td>67</td>
</tr>
<tr>
<td>11</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>45</td>
</tr>
<tr>
<td>12</td>
<td>TH</td>
<td>Crystalline</td>
<td>6E-21</td>
<td>4E-17</td>
<td>89</td>
</tr>
<tr>
<td>13</td>
<td>C</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>67</td>
</tr>
<tr>
<td>14</td>
<td>HC</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>67</td>
</tr>
<tr>
<td>15</td>
<td>TC</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>67</td>
</tr>
<tr>
<td>16</td>
<td>TH</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>67</td>
</tr>
<tr>
<td>17</td>
<td>TH</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>67</td>
</tr>
<tr>
<td>18</td>
<td>TH</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-20</td>
<td>67</td>
</tr>
<tr>
<td>19</td>
<td>TH</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>TH</td>
<td>Sedimentary</td>
<td>1E-19</td>
<td>2E-21</td>
<td>89</td>
</tr>
</tbody>
</table>

*a* Using the Chemical (C), Hydraulic (H), and Thermal (T) multi-physics combinations.

*b* Isotropic \( k_{rad} \) and horizontal \( k_{rad} \) permeabilities were varied in the crystalline and sedimentary models, respectively. Base cases, corresponding to the current Canadian DGR design, for sedimentary and crystalline models are highlighted. The differences in sedimentary and crystalline bentonite permeabilities were assumed due to the differences in groundwater salinity, where the total dissolved solids are anticipated to be 0.5–60 and 20–400 g L\(^{-1}\) in the crystalline and sedimentary host rock, respectively (Duro et al., 2010).
2.2 Modelling domain

Fig. 2 presents the model domain and boundary conditions. The model was used to simulate the THC dynamics around two UFCs located 500 m below ground surface surrounded by highly compacted bentonite in a host rock (either crystalline or sedimentary), which reflects the NWMO design, anticipated site-conditions, and builds upon previous DGR numerical modelling efforts (Briggs and Krol, 2018; Guo, 2017). As shown in Fig. 2, the mesh was most refined near the UFCs to capture HS⁻ transport near the containers throughout time and was coarser away from the UFCs for computational efficiency. A mesh convergence study was performed that showed a minimum mesh size of 0.01 m near the UFCs led to reliable results (see convergence plots in the Supplementary Materials, Fig. S.2).

The heat generation from the UFCs was modelled using volumetric heat source terms following Tait et al. (2000). The domain stretched from the surface (0 m) down to 10,000 m below into the host rock. The top surfaces assumed constant temperature boundary conditions equal to the average surface temperature expected at the DGR location, i.e., 5 and 10 °C in the crystalline and sedimentary models, respectively. The bottom surfaces also assumed constant temperatures of 125 °C (crystalline) and 113 °C (sedimentary), due to geothermal gradients of 0.012 °C m⁻¹ (crystalline) and 0.0103 °C m⁻¹ (sedimentary), respectively (Guo, 2016; Guo, 2018). The initial temperature conditions in the sedimentary model therefore did not account for anticipated rock layers, which are expected to yield slightly different thermal gradients (Guo, 2018). However, this layering is not anticipated to strongly affect the trends investigated in this study, and were therefore not modelled for computational efficiency. Note that, due to the increasing hydrostatic pressures downward, the water is expected to remain in the liquid phase throughout the host rocks. The 10,000 m model domain depth was chosen such that the bottom boundary was far enough from the UFCs that it would not artificially influence the temperature distribution over the long modelling times considered (i.e., 1,000,000 years). The order of magnitude of this domain depth constraint can be shown from a scale analysis \( x_c = \sqrt{\frac{C_{peff}}{\rho_{a}}} \), where \( x_c \) is the characteristic distance that affects the temperature distribution after a characteristic time \( t_c \) (Nield and Bejan, 2013). Adiabatic boundary conditions were applied around the perimeter of the domain, which cut through symmetrical sections of the UFCs, to simulate an infinite tabular array rooms (following Guo (2016)). These boundaries led to a false second peak in the temperature histories that Guo (2017) explored in detail. This false peak was not corrected for in this study as it did not strongly affect the key trends investigated.

Constant hydraulic heads were assumed at all boundaries of the model domain and the bentonite was assumed to be initially water-saturated at 67% (Gobien et al., 2018) and the host rock was assumed fully saturated and constant. Because the footprint of the region modelled was small (7.5 and 11 m² in the crystalline and sedimentary models, respectively), these constant hydraulic heads were assumed to be reasonable due to the small groundwater gradient expected across the placement site. In addition, the surrounding host rock was assumed to be fully saturated throughout time due to the high capillary pressure required for air to enter the host rock (NWMO, 2011); therefore, the description of flow movement throughout the host rock reduced to the standard transient equation in fully saturated porous media (i.e., \( H_p = 0 \) m, \( k_r = S_r = 1 \), and \( C_m = 0 \) in Eqs. (2) and (3)).

Constant HS⁻ concentrations of 1 and 0 ppm (g m⁻³) were assumed at the host rock-bentonite interface (from sulfate-reducing bacteria) and UFCs’ surfaces (from corrosion reactions), respectively. This HS⁻ boundary condition at the host rock-bentonite interface is conservative, as the HS⁻ concentration in the Canadian shield is anticipated to be near 30–100 ppb (Briggs et al., 2017b; Hall et al., 2021). Though the HS⁻ formed by sulfate-reducing bacteria would also diffuse away from the DGR through...
the host rock, these dynamics are not expected to affect HS− corrosion, and were therefore neglected for computational efficiency.

3. Results and discussion

3.1. Exploring key sensitivities to host rock and bentonite properties

The THC model was used to investigate the sensitivity of host rock and bentonite parameters on key DGR variables (i.e., temperature, effective saturation, and HS− flux) throughout time and space. Figure 3 illustrates the sensitivities due to initial bentonite saturation (S0) and host rock permeabilities, i.e., the isotropic (k_{cry}) and horizontal (k_{hor}) permeabilities in the crystalline and sedimentary models (keeping k_{rad} constant), respectively (see Table 1).

The average DGR effective saturation profiles (Fig. 3a-b) align with expectations. That is, the degree of saturation increased as water flowed in from the surrounding saturated host rock and filled the bentonite pore spaces. As expected, the saturation behaviour was sensitive to the host rock permeability and initial bentonite saturation, where the saturation time increased with decreasing permeabilities and initial degrees of saturation. At an initial saturation (S0) of 67%, the crystalline model reached 100% saturation within 20 to 80 years when the host rock permeability (k_{cry}) ranged from 4E-17 to 4E-21 m², respectively. When the initial saturation was 89% and 45% (k_{cry} = 4E-17 m²), the crystalline model saturated within 10 and 30 years, respectively, showing that the effect of k_{cry} was greater than that of S0. On the other hand, the sedimentary model (S0 = 67%) assumed lower rock permeabilities and took 35 to 720 years to fully saturate with k_{hor} = 2E-20 to 2E-22 m², respectively, and 105 to 205 years when S0 = 89% to 45% (k_{hor} = 2E-21 m²), respectively. This range of saturation times, i.e., between 10s and 100s of years, agrees well with other DGR studies (Birkholzer et al., 2019; Jing and Nguyen, 2005; Millard et al., 2004). When the crystalline host rock permeabilities were higher than the bentonite permeability (k_{cry} > 6E-21 m²), the saturation time became insensitive to the host rock permeability. This result highlights a valuable practical point: the DGR selection site (and associated host rock characteristics) can play an important role in delaying saturation, but it will not severely expedite the saturation. In fact, the bentonite characteristics would limit the saturation evolution in host rocks with a high permeability, e.g., due to fractures, perhaps within the excavated damage zone (Perras and Diederichs, 2016).

Though the bentonite permeability and swelling relationships with saturation were not explicitly modelled in this study, it is valuable to highlight how these dynamics would alter the saturation behaviour. At the beginning of saturation, the outer region of the bentonite hydrates first and starts to swell and consequently its dry density is decreased. The swelling bentonite will compress the adjacent regions (towards inner, drier regions) and therefore increase the dry density of the inner regions. In turn, the adjacent inner regions start to swell and compress the outer regions, resulting in increasing the dry density of the outer regions. As a result of this process, the outer regions can be denser and consequently its permeability can be reduced. In other words, even less groundwater can be available as the permeability can be lowered throughout saturation (Kim, 2017).

The average UFC temperature profiles in Fig. 3c-d also agree with expectations. That is, the UFC surface temperature increased initially due to used nuclear fuel thermal decay (Tait et al., 2000). This decay caused the UFC surface to heat up to ~80 °C after 50 and 40 years in the crystalline and sedimentary models, respectively, which agrees with similar modelling studies (Briggs and Krol, 2018; Guo, 2017; King et al., 2017b; King et al., 2008). In particular, the close agreement with Guo (2016) serves as robust verification, which bolsters confidence in the model assumptions and implementation (see Supplementary Materials, Fig. S.4). The second temperature peak is also common in similar DGR studies, which is an artefact due to the near-field adiabatic boundary condition (Guo, 2017). Fig. 3c-d also show that the temperatures were minimally affected by varying the host rock permeability and initial bentonite saturation. This minimal sensitivity was due to numerous factors, e.g., (i) heat transfer was driven by conductive and convective heat transport was neglected, as the small Darcy fluxes facilitated very small Peclet numbers (<<1, as discussed above); and (ii) because the thermophysical properties were not very sensitive to saturation changes (further discussed below).

Fig. 4a and b presents snapshots of the predicted saturations throughout space at selected times in the base case crystalline (Run #4) and sedimentary (Run #16) models, respectively (see Table 1). These snapshots are taken from the Supplementary video provided. Fig. 4c-d show snapshots
of the domain temperatures under the same conditions as Fig. 4a-b, respectively. Fig. 4e-f show the HS\textsuperscript{−} flux distribution, which was influenced by both the saturation and temperature changes (see Eqs. (7) and (8)).

Insights into the processes driving these saturation differences in crystalline and sedimentary models can be seen in Fig. 4a-b. The crystalline model exhibited a sharp wetting front that fully saturated the outer edges of the domain and moved inwards (Fig. 4a). However, this sharp wetting front is not seen in the sedimentary model (Fig. 4b). Instead, these snapshots show that the bentonite saturation in the sedimentary model increased nearly uniformly. These different saturation behaviours are due to the differences in host rock and bentonite permeabilities assumed between the crystalline and sedimentary models, which are further explored below in Fig. 5.

The spatial evolution of heat generated from the UFCs (Fig. 4c-d) shows characteristic diffusive transport of energy away from the UFCs in the crystalline and sedimentary models, respectively, which were only minimally influenced by the saturation changes. As mentioned above, this insensitivity was partly because the effective thermophysical properties in the

**Fig. 4.** The simulated spatial distributions of the: (a, b) effective saturation, (c, d) temperature, and (e, f) relative HS\textsuperscript{−} flux from the base case (a, c, e) crystalline and (b, d, f) sedimentary models (see Table 1 for the base case conditions).

of the domain temperatures under the same conditions as Fig. 4a-b, respectively. Fig. 4e-f show the HS\textsuperscript{−} flux distribution, which was influenced by both the saturation and temperature changes (see Eqs. (7) and (8)).

Insights into the processes driving these saturation differences in crystalline and sedimentary models can be seen in Fig. 4a-b. The crystalline model exhibited a sharp wetting front that fully saturated the outer edges of the domain and moved inwards (Fig. 4a). However, this sharp wetting front is not seen in the sedimentary model (Fig. 4b). Instead, these snapshots show that the bentonite saturation in the sedimentary model increased nearly uniformly. These different saturation behaviours are due to the differences in host rock and bentonite permeabilities assumed between the crystalline and sedimentary models, which are further explored below in Fig. 5.

The spatial evolution of heat generated from the UFCs (Fig. 4c-d) shows characteristic diffusive transport of energy away from the UFCs in the crystalline and sedimentary models, respectively, which were only minimally influenced by the saturation changes. As mentioned above, this insensitivity was partly because the effective thermophysical properties in the

**Fig. 5.** Wetting front distribution when the crystalline DGR is half-saturated from 67 to 100% (i.e., S\textsubscript{avg} = 85\%) assuming different host rock (k\textsubscript{crys}) permeabilities (Runs #4–10) and noting the times when half-saturation occurred. The bentonite permeability (k\textsubscript{b,crys}) was 6E-21 m\textsuperscript{2} in all simulations.
Fig. 4e–f visualizes the HS⁻ flux throughout space, which was influenced by both temperature and saturation (see Eqs. (6)–(8)). Because HS⁻ was assumed to only transport in the water phase, the effective diffusion coefficient ($D_e$) scaled linearly with saturation (see Eq. (7)). Therefore, the HS⁻ flux distribution in Fig. 4e–f was generally highest in the most saturated regions, and the saturation behaviour influenced the non-uniformity of the HS⁻ flux. This relationship is best seen by comparing the saturation front in the crystalline model (Fig. 4a) with the resulting HS⁻ flux distributions in Fig. 4e, where the HS⁻ flux patterns generally followed the wetting front. These results highlight how the unsaturated regions restrict HS⁻ transport and thereby delays HS⁻ corrosion. Furthermore, after saturation (which is best seen after 100 years in Fig. 40), the highest HS⁻ flux occurred at the end-caps of the UFC due to their hemispherical geometry (Briggs and Krol, 2018; Briggs et al., 2017b). These high fluxes around the end-caps are also seen in the crystalline model after sufficiently long-times (>100 years; see the Supplementary Materials, Fig. S.5). The temperature evolution in the DGR also had a strong influence on the HS⁻ flux, as $D_e$ was assumed to scale with temperature (see Eq. (8)). The implications of this relationship are shown in Figs. 6 and 7 and discussed below.

Altogether, Fig. 4 highlights how the temperature and saturation evolutions affect HS⁻ transport throughout space at snapshots in time. While the average DGR saturation (Fig. 3a-b) and UFC temperature profiles (Fig. 3c-d) examine their evolutions throughout the entire anticipated DGR lifespan (i.e., 1,000,000 years), the snapshots in Fig. 4 only highlight their implications during early-times, i.e., the first 100s of years. The impact of temperature and saturation evolutions on HS⁻ transport is dominant during these early-times.

Fig. 5 further explores the effect of the host rock (crystalline) permeability on the wetting front dynamics. This figure shows that the differences between the host rock and bentonite permeabilities govern the saturation behaviour. Fig. 5a shows that when the host rock permeability ($k_{b,crys}$ = 4E-23 m²) was much lower than bentonite permeability ($k_{b,sed}$ = 6E-21 m²) the saturation was nearly uniform throughout space (i.e., similar to Fig. 4b). However, when the host rock permeability was increased to the same order as the bentonite permeability ($k_{crys}$ = 4E-21 m² in Fig. 5c), the wetting front became better defined with sharp saturation differences over a thin region (i.e., similar to Fig. 4a).

The differences in the saturation behaviour between the crystalline and sedimentary models were due to the assumed host rock and bentonite permeabilities. Compared to the crystalline model, the sedimentary model had a lower host rock permeability as it is assumed that sedimentary rock will contain fewer fractures than crystalline (NWMO, 2011). Furthermore, a lower bentonite permeability was used in the crystalline model as its groundwater is anticipated to be less saline than the sedimentary ground-water. Higher salinity would reduce bentonite double layer swelling and result in a higher permeability (Dixon, 2019; Dixon et al., 2018; NWMO, 2011). Therefore, the sedimentary host rock ($k_{s, sed}$ = 2E-22 to 2E-20 m²) was much less permeable than its bentonite ($k_{s, sed}$ = 1E-19 m²), which limited the groundwater transport rate into the sedimentary DGR. This groundwater transport limitation stretched the saturation distribution over a larger region in the sedimentary model than the crystalline model. In other words, the saturation differences dissipated in the sedimentary bentonite faster than water entered, which led to a dull wetting front shape (Fig. 4b) as opposed to the sharp wetting front shape in the crystalline bentonite (Fig. 4a).

3.2. Exploring key sensitivities to governing physics

Fig. 6 visualizes the evolution of HS⁻ flux at the centre of the upper UFC end-caps normalized to the maximum flux observed in the crystalline and sedimentary models (i.e., Runs #1–4 and #13–16, respectively, Table 1). In these runs, all parameters were kept the same but the influence of the thermal (T) and hydraulic (H) processes on chemical transport (C) throughout 1,000,000 years. The centre of the UFC end-caps were chosen to present the HS⁻ flux evolution as they are most susceptible to HS⁻ corrosion due to their geometry (Briggs and Krol, 2018; Briggs et al.,

![Fig. 6. Relative bisulfide fluxes estimated at UFC surface (upper end-caps) in (a) crystalline and (b) sedimentary DGR models under different modelling assumptions: chemical transport-only (C); chemical transport coupled with saturation changes (HC); chemical transport coupled with thermal changes (TC); and chemical transport coupled with both thermal and saturation changes (THC). The average UFC surface temperature and relative DGR air content evolutions from the THC models are overlain with the normalized corrosion histories in the (c) crystalline and (d) sedimentary models. The colour gradient arrows note the progression of DGR saturation, where the overlain circle approximately indicates the time to full saturation.](image)
In addition, the upper end-caps experienced slightly more HS\(^{-}\) corrosion due to a larger contribution region because of the DGR layout (see Supplementary Materials for a comparison between the HS\(^{-}\) fluxes at the upper and lower end-caps, Section S.2). As such, the HS\(^{-}\) flux histories in Fig. 6 were taken at the upper UFC end-caps.

Fig. 6a and b presents the normalized fluxes in the crystalline and sedimentary models, respectively. By comparing various model couplings (i.e., C, HC, TC, and THC using the base case conditions, Table 1), the influence of each process on HS\(^{-}\) transport can be untangled. Fig. 6c and d overlay the normalized THC HS\(^{-}\) fluxes in the crystalline and sedimentary models, respectively, with the average UFC surface temperature and relative DGR air content results (derived from results in Fig. 3).

The result from the C model in Fig. 6 shows the relative HS\(^{-}\) fluxes in an ambient temperature, fully saturated system. The C results align very well with theoretical results and further verify that the model is properly developed (see a comparison with an analytical model in the Supplementary Materials, Section S.2). The differences between the crystalline and sedimentary C model results are due to assuming (i) a higher ambient temperature driving faster diffusion in the sedimentary model (15 °C) than the crystalline model (11 °C) (see Eq. (8)) and (ii) different lateral UFC spacings (see Supplementary Materials for quantified UFC spacings, Fig. S.7). These differences are further explored below in Fig. 7.

By coupling the hydraulic process with HS\(^{-}\) transport at ambient temperatures (HC), the onset of HS\(^{-}\) flux at the end-caps was delayed (which was most pronounced in the sedimentary model in Fig. 6b). As discussed above, this delay was because HS\(^{-}\) was assumed to transport in the liquid phase and was therefore restricted through partially saturated bentonite. However, once saturated (i.e., after 20 and 170 years in the crystalline and sedimentary models, respectively), the HS\(^{-}\) fluxes matched those from the C model.

When coupling temperature changes with HS\(^{-}\) transport in a fully saturated system (TC), the HS\(^{-}\) flux profile exhibited a similar shape as the temperature profiles presented above in Fig. 3c-d, and further discussed below in Fig. 6c-d. This matching is due to the temperature dependence assumed in the molecular diffusion coefficient, \(D_0\) (see Eq. (8)). Therefore, as the temperature throughout the DGR increased, so did \(D_0\), which led to faster diffusion during UFC heating.

Coupling all processes together (THC) shows the overall influence of saturation and heating on HS\(^{-}\) flux. That is, saturation delayed the arrival of HS\(^{-}\) like in the HC model but, once fully saturated, the HS\(^{-}\) fluxes then matched those observed in the TC model. The average DGR air content (calculated as \(1 - 0.05\times10^9/(1 - 0.05\times10^9)\) to highlight the saturation dynamics) and average UFC surface temperatures are overlain on Fig. 6c and d to illustrate how their trends impact HS\(^{-}\) flux. These figures show the matching between the average UFC surface temperature and the HS\(^{-}\) fluxes, and the delayed onset due to saturation (i.e., full saturation occurs when the average relative air content approaches 0). Compared to Fig. 1b (i.e., the expected evolution of key parameters affecting UFC corrosion), the temperature and air content qualitatively follow the anticipated temperature and oxygen content evolutions in the DGR, respectively. This comparison further confirms that this model is reproducing the key trends anticipated in the DGR, and their influence on HS\(^{-}\) transport. Altogether, Fig. 6 highlights how UFC heating and bentonite saturation affect the HS\(^{-}\) transport to the UFC end-caps, and therefore impact corrosion rates. That is, UFC heating accelerates HS\(^{-}\) corrosion through increasing its rate of transport, but the bentonite saturation process delays the onset of HS\(^{-}\) corrosion.

### 3.3. Exploring influence of various physics on HS\(^{-}\) corrosion depth

The primary motivator of understanding HS\(^{-}\) transport through the DGR is to develop accurate predictions of microbiologically-influenced corrosion on the UFC. Fig. 7 uses the flux results in Fig. 6 to estimate HS\(^{-}\) corrosion depth per ppm of HS\(^{-}\) over the lifespan of the DGR. These corrosion estimates integrate the HS\(^{-}\) flux at the upper UFC end-cap centre over time to estimate the evolution in HS\(^{-}\) corrosion depth following Eq. (9). This figure is expressed per ppm HS\(^{-}\), as the corrosion depth scales with the HS\(^{-}\) concentration at the host rock-bentonite interface, which is currently unknown. Altogether, this figure emphasizes the overall influence of both heating and saturation on the HS\(^{-}\) corrosion depth.

Unlike Figs. 3 and 6, which focus on the HS\(^{-}\) flux results over the early-times due to the logarithmic time-scale, the linear scale in Fig. 7 clearly illustrates the impact of different processes on the HS\(^{-}\) corrosion. These results show that many of the differences between the C, HC, TC, and THC models were due to the transient effects that occurred over a relatively short period (i.e., particularly UFC heating over the first 10,000s of years). While these differences are important to understand for other reasons, e.g., in forecasting oxic corrosion processes (Hall et al., 2021), Fig. 7 illustrates that they do not strongly influence HS\(^{-}\) corrosion. That is, the THC and HC results nearly perfectly overlay the TC and C results, respectively. This indicates that the delay due to saturation barely impacts the HS\(^{-}\) corrosion depth (<1%). Conversely, UFC heating does have a noticeable effect, but the effect is small; UFC heating increased HS\(^{-}\) corrosion by 14% and 18% after 1,000,000 years in the crystalline and sedimentary models, respectively.

Towards understanding the key terms driving the trends in Fig. 7, the HS\(^{-}\) corrosion rate (\(dx/dt_{corr}\)) in Eq. (9) was approximated assuming that HS\(^{-}\) flux at the end-caps was equal to linear diffusion from the host rock-bentonite interface (\(N_{HS}/D_{0}c_{0}/x_f\)). In addition, a
dimensionless geometry factor \( (A_f) \) was included to account for the multi-dimensional contribution of HS\(^-\) flux onto the end-caps, which is not considered in Eq. (9). See additional details in the Supplementary Materials, Section S2.

\[
\frac{dx}{dt_{corr}} \sim A_f D_{c,0} C_f \frac{f_{HS} \, M_{Cu}}{x/\mu_f}
\]  

(10)

Compared to the minimal influence from UFC heating and bentonite saturation, Fig. 7 shows that the terms in Eq. (10) govern the HS\(^-\) corrosion rates (i.e., the slopes of all lines). That is, the corrosion rates are closely estimated by populating Eq. (10) with DGR design parameters, including: (i) \( A_f \), which accounts for geometry effects and is governed by UFC spacing (see Supplementary Materials, Section S2); (ii) the distance from the end-caps to the bentonite-host rock interface (\( x_f \)); (iii) the HS\(^-\) concentration at the interface (\( C_{f,0} \)); and (iv) the effective diffusivity of HS\(^-\) through bentonite at ambient conditions (\( D_{c,0} \)). From comparing the corrosion rates at late-times (i.e., slopes between 200,000 and 1,000,000 years), Fig. 7 shows that Eq. (10) approximates the modelled corrosion rates within 6%.

While \( A_f \) and \( x_f \) are relatively straightforward geometric design parameters, \( D_{c,0} \) is challenging to resolve as it is influenced by many characteristics that are specific to the DGR and bentonite used (e.g., temperature, water ionic concentration, geochemical reactions, bentonite density). As mentioned above, there are few reliable estimates of \( D_{c,0} \) in the literature for HS\(^-\) through bentonite (Eriksen and Jacobsson, 1982; Pedersen et al., 2017), and these estimates may not necessarily reflect the \( D_{c,0} \) in the Canadian DGR (Chowdhury et al., in press-b). However, Eq. (10) shows how \( D_{c,0} \) governs the corrosion rate. Moreover, the key differences between the sedimentary and crystalline models in Fig. 7 were due to the differences in (i) \( A_f \) (1.65 and 1.56, respectively, as the UFC spacing was larger in the sedimentary than the crystalline model); and (ii) \( D_{c,0} \) (9E-12 and 8E-12 m\(^2\) s\(^{-1}\), respectively, as the ambient temperature was 5 °C warmer in the sedimentary than the crystalline model). These differences led to proportionally more corrosion in the sedimentary than the crystalline models (17–21%). However, even with these conservative assumptions (e.g., high ambient \( D_{c,0} \), no retardation from geochemical reactions/sorption), the corrosion at 1,000,000 years in all models was only 0.5–0.7 mm. As noted previously, the concentration of HS\(^-\) used in the current model was 1 ppm, which is the extreme upper concentration limit used in the recent assessment of total corrosion for a Canadian DGR by Hall et al. (2021). In that analysis, the maximum copper corrosion by HS\(^-\) was simply calculated to be 0.8 mm, compared to the total planned copper coating of 3 mm (Hall et al., 2021). The current result substantiates that the proposed Canadian UFC is robustly designed for HS\(^-\) corrosion, while accounting for more complicated dynamics.

4. Conclusions

Valuable insight was achieved from rigorous, multi-dimensional modelling that coupled thermal and hydraulic effects on bisulfide (HS\(^-\)) transport in the proposed Canadian deep geological repository (DGR) design. This modelling revealed how the thermal output of the used fuel containers (UFCs) could accelerate HS\(^-\) transport and the hydraulic effects from low host rock permeabilities and saturation from the surrounding host rock could delay HS\(^-\) transport. However, the influence from heating only increased total projected HS\(^-\) corrosion by <20% and the influence from saturation had an negligible impact (<1%). Therefore, these processes lead to important changes during the early-times of the DGR, they do not strongly influence the overall risks posed by HS\(^-\) corrosion, which are largely governed by nearly-steady DGR design parameters, including the effective diffusivity of HS\(^-\) through bentonite at ambient conditions. Therefore, special focus should be given to these parameters governing diffusion in the DGR, which will be complicated by site conditions (e.g., groundwater geochemistry) and design considerations (e.g., bentonite initial saturation, in-place density, surface chemistry). Future modelling work is underway to account for this information as it becomes available so that the extent of HS\(^-\) corrosion can be reliably and accurately predicted.

Supplementary data to this article can be found online at https://doi.org/10.1016/j.scitotenv.2022.153944.
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