Limitations on validating slitted sound absorber designs through budget additive manufacturing

How to cite:


© 2022 The Authors

https://creativecommons.org/licenses/by/4.0/

Version: Version of Record

Link(s) to article on publisher’s website:
http://dx.doi.org/doi:10.1016/j.matdes.2022.110703

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright owners. For more information on Open Research Online's data policy on reuse of materials please consult the policies page.

oro.open.ac.uk
Limitations on validating slitted sound absorber designs through budget additive manufacturing

K.C. Opiela a,⇑, T.G. Zielinski a, K. Attenborough b

a Institute of Fundamental Technological Research, Polish Academy of Sciences, Pawinskiego 5B, 02-106 Warsaw, Poland
b The Open University, School of Engineering and Innovation, Milton Keynes MK7 6AA, UK

HIGHLIGHTS

- Slitted sound absorbers have primitive yet acoustically absorptive structure.
- Samples composed just of inclined slits cannot be measured in an impedance tube.
- Perforation and zigzags open up an inclined slit network of a cylindrical sample.
- Absorption predictions are compared with measurements made on 3D printed samples.
- Budget additive manufacturing yields geometrical imperfections in the samples.

GRAPHICAL ABSTRACT

ABSTRACT

The potential usefulness of relatively simple pore microstructures such as parallel, identical, inclined slits for creating broadband sound absorption has been argued through analytical models. In principle, such microstructures could be realised through budget additive manufacturing. However, validation of the analytical predictions through normal incidence impedance tube measurements on finite layers is made difficult by the finite size of the tube. The tube walls curtail the lengths of inclined slits and, as a result, prevent penetration of sound through the layer. As well as demonstrating and modelling this effect, this paper explores two manufacturing solutions. While analytical and numerical predictions correspond well to absorption spectra measured on slits normal to the surface, discrepancies between measured and predicted sound absorption are noticed for perforated and zigzag slit configurations. For perforated micro-geometries this is found to be the case with both numerical and analytical modelling based on variable length dead-end pores. Discrepancies are to be expected since the dead-end pore model does not allow for narrow pores in which viscous effects are important. For zigzag slits it is found possible to modify the permeability used in the inclined slit analytical model empirically to obtain reasonable agreement with data.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Absorption of low-frequency sound is still a challenging problem. Apart from being effective, acoustic treatments are often designed to meet other important criteria like good thermal...
insulation and low weight. Porous materials generally comply very well with these requirements and therefore seem to be a natural choice in many acoustic applications. The enhanced dissipation of acoustic wave energy, on the grounds of thermal and visco-inertial effects present therein, eventuates from their specific internal structure composed of fluid-saturated domains (that is pores) surrounded by solid walls of a skeleton. It is the geometry and spatial distribution of pores that essentially control the dissipative phenomena occurring at the micro-scale level. In particular, the first sound absorption peak caused by the quarter wavelength resonance in hard-backed rigid-frame porous layers can be shifted to lower frequencies by modifying either the thickness of the layer or the effective wave number that pertains to its specific microstructure. In this regard, a tortuous pore-network proves clearly beneficial since it yields an increased effective path length and hence a reduced effective speed of sound in the medium. Thereby, the overall sound absorption in the material is improved while maintaining its thickness and weight.

Various porous geometries have been devised and studied so far, some of them being very popular on the market of products for noise and vibration damping. Among many more or less complex solutions that boost performance of acoustic treatments, especially at low audible frequencies, one finds fibrous, meta-porous, and multi-layer materials, micro-slit metamaterials, granular media, and highly-porous polyurethane, polyethylene, polymeric membranes, double-porosity or metal foams. Recently, considerable effort has been made to 3D print passive and adaptive microgeometries. The main observations and original findings of the work are summarised. The thorough elaborated contribution deals with new microgeometrical structures as well as new samples manufactured in two additive manufacturing technologies, and includes novel approaches to the modelling of sound propagation in perforated and zigzag slits. Its objective is to provide normal incidence impedance tube results and their predictions obtained on shapes similar to the inclined straight slits and therefore indirectly validate models for straight inclined slits.

The paper concerns the producibility and performance of slitted sound absorbers. The models described in Sec. 2.1 describe the theoretical approaches presented in [2,3] to the modelling of sound absorbers with narrow slits. Along with the simplest geometries studied in [2,3], it deals with more complex slit-like pore shapes that reflect profitable properties (for example, lower permeability) of inclined straight slits and, because of interconnected pores, make measurements of the corresponding samples in an impedance tube reasonable. As a continuation of the work reported in [51,52], the paper shows the current production capacity regarding the materials with slit widths and solid strip thicknesses of the order of tenths of a millimetre. Such small slit dimensions are at the limit of the manufacturing capabilities of the most commonly used budget 3D printing technologies today, such as Fused Deposition Modelling (FDM) or Photopolymerisation exploiting a liquid-crystal display (LCD) [53]. With a view to this, it is crucial to deploy appropriate equipment and input materials (low-shrinkage polymer filaments, low-viscosity photocurable resins, etc.) as well as numerous adjusted process settings to finally fabricate specimens of high quality. In contrast with the conference papers [51,52], this thoroughly elaborated contribution deals with new microgeometrical dimensions as well as new samples manufactured in two additive technologies, and includes novel approaches to the modelling of sound propagation in perforated and zigzag slits. Its objective is to provide normal incidence impedance tube results and their predictions obtained on shapes similar to the inclined straight slits and therefore indirectly validate models for straight inclined slits.

2. Materials and methods

2.1. Slitted geometries

The most primitive regular slitted microgeometries are characterised by three parameters, that is the slit width \(2w_s\), the thickness \(2w_w\) of a solid strip separating two adjacent slits (that is the edge-to-edge spacing), and the inclination angle \(\phi\) defined as the angle between the slit symmetry plane and a reference direction (in this work it is the direction of sound wave incidence); see Fig. 1. Consequently, the open porosity of a material is \(\phi = \frac{w_w}{w_s + w_w}\). In more complex configurations, slits may be, for example, interconnected by cylindrical perforation channels of diameter \(d_{perf}\) or have a zigzag shape. In the former case the perforation should be regularly spaced on a grid with size \(k_{per}\) to preserve periodicity. The latter situation means that slits fold every \(k_{fold}\) distance being constantly inclined at angle \(\phi\).

The slit dimensions and edge-to-edge spacings for the most effective slitted sound absorbers should be of the order of microns. This is in fact beyond current capabilities in budget additive manufacturing. However, five microstructures yielding potentially useful sound absorbing properties have been developed using the smallest slit widths feasible with the low-cost manufacturing methods to hand. The designs can be classified into two groups with respect to the angle of incidence:
1. Parallel, uniform, straight, non-inclined (that is with the inclination angle $\vartheta = 0^\circ$) slits of width $2w_s = 0.3\text{mm}$ separated by solid strips of thickness $2w_w = 0.4\text{mm}$ (nominal porosity $\phi \approx 0.43$):
   (a) pure configuration—see Fig. 1a;
   (b) configuration with a periodic arrangement of cylindrical channels (perforation) of diameter $d_{\text{perf}} = 2\text{mm}$ and period $l_{\text{perf}} = 10(w_s + w_w)/\sin 45^\circ \approx 4.95\text{mm}$, perpendicular to the slit plane (resulting porosity $\phi \approx 0.5$)—see Fig. 1c.

2. Parallel, uniform slits of width $2w_s = 0.3\text{mm}$ separated by solid strips of thickness $2w_w = 0.4\text{mm}$ (nominal porosity $\phi \approx 0.43$) with the inclination angle $\vartheta = 45^\circ$ and:
   (a) no other modifications—see Fig. 1b;
   (b) a zigzag shape with a fold every $l_{\text{fold}} = 1.25\text{mm}$ in the direction of incidence (along the z-axis)—see Fig. 1c;
   (c) a periodic perforation with cylindrical channels of diameter $d_{\text{perf}} = 2\text{mm}$ and period $l_{\text{perf}} = 10(w_s + w_w)/\sin 45^\circ \approx 4.95\text{mm}$, inclined to the slit plane at angle $45^\circ$, that is perpendicular to the direction of incidence (resulting porosity $\phi \approx 0.5$)—see Fig. 1e.

Fig. 1 presents periodic fragments of the devised skeletons (the so-called unit cells) that fully represent each considered material. Moreover, each subfigure shows a minimal representative computational fluid domain used in the numerical simulations discussed in Sec. 3. Fig. 1b illustrates a unit cell composed of just inclined slits, equivalent to those shown in Figs. 1c and e, but without the fold and perforation, respectively. This microstructure effectively precludes sound wave propagation within the entire volume of an associated specimen placed inside an impedance tube due to the lack of interconnections between adjacent pores. Nevertheless, it was used as the reference microgeometry for all results involving oblique slits. To be able to experimentally reflect the acoustic properties of the material composed of ideal, straight, inclined slits from Fig. 1b, the zigzags and 2-mm perforations (Figs. 1c and e, respectively) were designed. They minimise the risk of closed pores being present in the manufactured samples, and guarantee that the printing process is feasible and accurate. The cylindrical channel with diameter $d_{\text{perf}} = 2\text{mm}$ was also added to the slitted structure with $\vartheta = 0^\circ$ (Fig. 1d) for the sake of completeness, although in this case it was not necessary as the incident acoustic waves propagating in the z-direction can penetrate to every slit in the 3D printed material sample inserted to an impedance tube—all slits are physically linked together by the fluid region in front of the specimen.
2.2. Sound absorption prediction for slitted materials

The sound absorption coefficient is one of the basic acoustic descriptors as it states what is the ratio of the wave energy absorbed by a material layer to incident energy. It varies from 0 to 1 for no attenuation and perfect absorption, respectively, and can be predicted analytically and numerically using the equivalent-fluid approach for rigid-frame porous media [1,54].

The method relies on substituting the investigated open-porosity medium by a homogenised equivalent fluid that accurately mirrors its macroscopic acoustic properties expressed in the equivalent density, \( \rho_{\text{eq}}(\omega) \), and equivalent bulk modulus, \( K_{\text{eq}}(\omega) \), where \( \omega = 2\pi f \) is the angular frequency and time dependence \( \exp(-i\omega t) \) is understood (\( i \) is the imaginary unit, \( t \) is time, \( f \) is the temporal frequency). These frequency-dependent complex-valued functions are calculated from the dynamic visco-inertial, \( \chi(\omega) \), and dynamic thermal, \( \chi'(\omega) \), tortuosities, respectively, and from properties of the fluid saturating the pores. When it is air, the relations read:

\[
\rho_{\text{eq}}(\omega) = \frac{\rho_{\text{air}}}{0^2} \tag{1}
\]

and

\[
K_{\text{eq}}(\omega) = \frac{K_{\text{air}}}{(\gamma_{\text{air}} - \frac{1}{0^2})^{-1}} \tag{2}
\]

where \( \rho_{\text{air}} = 1.204\text{kg/m}^3 \) denotes the density of air, \( K_{\text{air}} = 1418.5\text{Pa} \) is its bulk modulus, and \( \gamma_{\text{air}} = 1.4 \) is the ratio of specific heats (the adiabatic index) for air. Based on the assumption of plane wave fronts with normal incidence and utilising the equivalent properties, the acoustic wave propagation in such dispersive media on the macroscopic scale is described by the Helmholtz equation of time-harmonic linear acoustics. Consequently, the surface acoustic impedance, \( Z_s(\omega) \), for a single porous layer of thickness \( H_s \) with rigid termination is written analytically as [1,54]:

\[
Z_s(\omega) = -iZ_{\text{eq}} \cot \left( \omega H_s c_{\text{eq}} \right) \tag{3}
\]

and transforms to the transfer matrix formula:

\[
Z_s(\omega) = \frac{Z_{\text{eq}} - iZ_{\text{eq}} \cot (\omega H_s c_{\text{eq}})}{Z_{\text{eq}} - iZ_{\text{eq}} \cot (\omega H_s c_{\text{eq}})} \tag{4}
\]

for a system comprised of an air layer of thickness \( H_s \) placed between a porous layer and the hard-backing (see Fig. 6). In Eqs 3 and 4, \( Z_{\text{eq}}(\omega) = \sqrt{\rho_{\text{eq}} K_{\text{eq}}} \) is the equivalent characteristic impedance, whereas \( c_{\text{eq}}(\omega) = \sqrt{K_{\text{eq}}/\rho_{\text{eq}}} \) is the effective speed of sound in the homogenised medium that replaces the porous layer. The formulation of the transfer matrix method for an arbitrary acoustic system is explained, for example, in [55]. Knowing \( Z_s(\omega) \) as well as the characteristic impedance of the pore-fluid, \( Z_{\text{air}} = \sqrt{\rho_{\text{air}} K_{\text{air}}} \), the real-valued acoustic absorption coefficient, \( \alpha(\omega) \), can be determined from the classic expression [1,54]:

\[
\alpha(\omega) = 1 - \frac{Z_s - Z_{\text{air}}}{Z_s + Z_{\text{air}}}^2 \tag{5}
\]

The procedure leading to the computation of the normal incidence sound absorption coefficient of a porous layer with a rigid frame is illustrated in Fig. 2.

2.2.1. Analytical model for inclined slits

The sound absorption in porous materials can be predicted analytically, provided that their microstructure is extremely simple. For the considered slitted, air-saturated samples the analytical approximations of the dynamic tortuosities, \( \chi_s(\omega) \) and \( \chi_t(\omega) \), are [2,3]:

\[
\chi_s(\omega) = \cos^{-2} \theta \left( 1 - \frac{\tan(\lambda \sqrt{\zeta})}{\lambda \sqrt{\zeta}} \right)^{-1} \tag{6}
\]

\[
\chi_t(\omega) = \left( 1 - \frac{\tan(\lambda \sqrt{\zeta})}{\lambda \sqrt{\zeta}} \right)^{-1} \tag{7}
\]

where \( \lambda(\omega) = w_0 \sqrt{\rho_{\text{air}}/\mu_{\text{air}}} \), \( N_{\text{Pr,air}} = 0.71 \) is the Prandtl number for air, and \( \mu_{\text{air}} = 18.27 \cdot 10^{-6} \text{Pa} \cdot \text{s} \) is the dynamic viscosity of air. The above estimations are very useful since one needs to specify merely two model parameters---\( w_0 \) and \( \theta \)—to calculate \( \chi_s(\omega) \) and \( \chi_t(\omega) \). The information about the porosity or slit spacing is not required at this stage.

2.2.2. Analytical model for slits with cylindrical perforation

Following Leclaire, Umnova, Dupont, and Panneton [56], one can express the equivalent density and bulk modulus of the perforated slitted material in terms of their main-pore (superscript 'M') and side-pore (superscript 'S') contributions:

\[
\rho_{\text{eq}}(\omega) = \rho_{\text{eq}}^M + \rho_{\text{eq}}^S \tag{8}
\]

\[
K_{\text{eq}}(\omega) = \frac{1}{0^2} \left( \left( \phi^M K_{\text{eq}}^M \right)^{-1} + \left( \phi^S K_{\text{eq}}^S \right)^{-1} \right)^{-1} \tag{9}
\]

where \( N^2 = 2 \) is the number of side branches (that is perforation channels) per unit cell, \( h^2 = w_0 \) is the length of side branches, \( L = l_{\text{perf}} \) is the spacing of side branches, \( A^2 = \frac{1}{2} \pi d_{\text{perf}}^2 \) is the cross-sectional area of cylindrical side branches, \( A^M = 2w_0 h^2 \) is the cross-sectional area of main slits per unit cell, \( \phi^M \) is the volume fraction of main slits, \( \phi^S \) is the volume fraction of side branches (in other words, perforation rate), \( c_{\text{eff}}(\omega) = \sqrt{K_{\text{eq}}/\rho_{\text{eq}}} \) is the effective speed of sound in side branches, \( x_{\text{eff}} = x_A \), and \( K_{\text{eq}}^S = K_{\text{eq}} \left( \phi^S (\gamma_{\text{air}} - (\gamma_{\text{air}} - 1)/0^2) K_{\text{eq}}^M \right)^{-1} \) and \( K_{\text{eq}}^M \) are computed using the analytical formulas for cylindrical pores involving the Bessel functions of the first kind of zero and first order, denoted \( J_0(\zeta) \) and \( J_1(\zeta) \), respectively [2,3]:

\[
\rho_{\text{eq}}^S(\omega) = \frac{\rho_{\text{eq}}}{0^2} G^{-1} \left( \frac{d_{\text{perf}}}{2} \sqrt{\frac{\rho_{\text{air}}}{\mu_{\text{air}}}} \right) \tag{10}
\]

\[
K_{\text{eq}}^S(\omega) = \frac{K_{\text{eq}}}{0^2} \left( \gamma_{\text{air}} - (\gamma_{\text{air}} - 1) G \left( \frac{d_{\text{perf}}}{2} \sqrt{\frac{\rho_{\text{air}}}{\mu_{\text{air}}}} \right) \right)^{-1} \tag{11}
\]

where \( G(\zeta) = 1 - 2J_1(\zeta \sqrt{-1}) \left( / \zeta \right) J_1(\zeta) \). According to the presented model only thermal effects in side branches contribute to the overall sound energy dissipation within the material because visco-inertial losses are negligible. Because the thermal phenomena taking place within the pores are not directional, \( K_{\text{eq}}(\omega) \) can equivalently be evaluated by treating the cylindrical perforations as the main pore network, and assuming that the slits are the dead-end pores. As a result, \( \rho_{\text{eq}}(\omega) \) does not change, while \( K_{\text{eq}}(\omega) \) takes the form (9) with \( N^2 = 1, h^2 \approx d_{\text{perf}}/2, L = 2(w_{0} + w_{0}) A^{M}, \) and \( A^{M} = \frac{1}{2} \pi d_{\text{perf}}^{2} \). If this approach is adopted, one must carefully estimate the length of side branches \( h^2 \) as the slit length varies due to the cylindrical shape of the sample so that the slits close to its central axis are longer than those localised far from it. To differentiate between the two variants, the former is called ‘dead-end perforation’ model and the latter ‘dead-end slit’ model.
2.2.3. Numerical model

Alternatively, there exist more complex equivalent-fluid models for rigid-frame porous materials with a more arbitrary microstructure. One of them—the Johnson-Champoux-Allard-Lafarge-Pride (JCALP) model [57–62]—estimates the ‘numerical’ dynamic tortuositities, \( \zeta_N(\omega) \) and \( \sigma_N(\omega) \), by means of eight geometry-based parameters:

- open porosity, \( \phi \),
- static viscous permeability, \( k_0 \),
- static thermal permeability, \( k_0^s \),
- (kinematic) tortuosity, \( \alpha_s \),
- static viscous tortuosity, \( \alpha_v \),
- static thermal tortuosity, \( \alpha_0 \),
- viscous characteristic length, \( \Lambda \), and
- thermal characteristic length, \( \Lambda' \).

The corresponding expressions read:

\[
\begin{align*}
\zeta_N(\omega) &= \zeta_\infty + \frac{\mu_{air}}{k_0} \frac{\phi}{k_0} \left( \frac{1}{\mu_{air}} \left( \frac{2\omega_{air} k_0}{\Lambda \phi} \right)^2 + b^2 - b + 1 \right), \\
b &= \frac{2\omega_{air} k_0}{\Lambda' \phi (2\omega_{air} - \omega_\infty)}, \\
\sigma_N(\omega) &= 1 + \frac{\mu_{air}}{k_0} \frac{\phi}{k_0} \left( \frac{1}{\mu_{air}} \frac{2\omega_{air} k_0}{\Lambda \phi} \left( \frac{2\omega_{air} k_0}{\Lambda \phi} \right)^2 + b^2 - b + 1 \right), \\
b' &= \frac{2\omega_{air}}{\Lambda' \phi (2\omega_{air} - 1)}. 
\end{align*}
\]

The subscripts ‘0’ and ‘\( \infty \)’ refer to quantities associated with low- \((\omega \rightarrow 0)\) or high-frequency \((\omega \rightarrow \infty)\) limits, respectively. This multi-scale approach is sometimes called ‘hybrid’ because the required parameters are often evaluated numerically on a unit cell representative for the porous microstructure of a given medium. This is also why the qualifier ‘numerical’ and subscript ‘N’ are assigned to the dynamic tortuositities \( \zeta_N(\omega) \) and \( \sigma_N(\omega) \). While both \( \phi \) and \( \Lambda' \) are determined directly from the microgeometry, the remaining parameters, namely \( k_0, k_0^s, \alpha_x, \omega_0, \sigma_0 \) and \( \Lambda' \), are taken from the solutions to three steady-state boundary value problems formulated in the fluid domain at the microscopic level [54]:

1. the Stokes flow through a unit cell driven by a unit pressure gradient acting in the direction of acoustic wave propagation with the no-slip boundary condition set on solid walls—the Stokes problem;
2. an electric conduction problem in a pore-fluid with a non-conducting skeleton caused by the application of a uniform, dimensionless, unit (electric) vector field in the direction of incidence—the Laplace problem;
3. a thermal diffusion produced by a uniform, dimensionless, unit heat source inside the fluid with the isothermal boundary condition imposed on solid surfaces—the Poisson problem.

The corresponding equations and formulas are briefly recalled in App. A.

The JCALP model is the most advanced from the family that also includes the so-called Johnson-Champoux-Allard (JCA) and Johnson-Champoux-Allard-Lafarge (JCAL) models. The latter two are frequently employed because the required parameters (five and six, respectively) are relatively easily measurable and often sufficient for correct predictions. However, due to inherent limitations of the JCA and JCAL models, their application is restricted to non-uniform porous networks without abrupt bottlenecks [1]. Since some of the microgeometries of interest are quite complicated, it is more appropriate to use the JCALP model in this work, as it accounts for pores with possible constrictions between them, like the 2-mm perforation channel intersected by the 0.3 mm-wide slit.

2.2.4. Manufacturing and acoustic testing of material samples

Apart from being predicted, sound absorption by a layer comprised of the microgeometries introduced in Sec. 2.1 can be deduced from acoustic pressure measurements made in an impedance tube on a 3D printed material sample. To do so, each of the periodic unit
cells illustrated in Fig. 1 was contiguously arranged in a rectangular three-dimensional array, which was then virtually cut into a cylindrical shape in the FreeCAD freeware [63]. In such a manner five computer-aided design (CAD) models of cylindrical material samples with diameter of $D_s \approx 29$ mm and thickness of $H_s = 49.5$ mm $\approx 10 \mu m$ were generated. Fig. 3 shows the appearance of porous CAD models as well as a unit-cell composition of each of them. Ten narrow clamping rings (about $0.4$ mm-wide and $1$ mm-thick) evenly distributed on the specimen circumference (see Figs. 3a, b and c), or a $0.3$ mm solid wall laterally surrounding the sample (see Figs. 3d and e) were especially prepared to assure equal distances between slits throughout the specimen, their rigidity and proper fixation.

The slitted three-dimensional computer models were sliced in a dedicated software (Slic3r Prusa [64] and Z-SUITE [65]) for the FDM and LCD processes, respectively and additively manufactured in the Fused Deposition Modelling and Photopolymerisation technologies [53] from an acrylonitrile butadiene styrene filament by rigid.ink (the samples in Figs. 4a, b, and c), and low-viscosity (about $50$ mPa s at $25$°C) polymer, photocurable Zortrax Basic Pigment-free and Zortrax Pro Black resins (the samples in Figs. 4d and e), respectively. A low-cost FDM machine (FlashForge Creator Pro) equipped with a $0.4$ mm nozzle and a heated bed ($90$°C) was utilised. The FDM process consists of melting at $230$°C and extruding in a closed environment a continuous material layer-by-layer to build a final object. The more-demanding, inclined microstructures were printed on the Zortrax Inkspire device in the more advanced LCD technology in which a thin layer of a liquid resin is exposed to the UV light (emitted from a liquid–crystal display) and selectively cured on a platform to form a designed shape. The working platform is repeatedly lifted in the z-direction by a single component layer thickness, and a new cross-section pattern is cured until the whole object is complete. Due to differences in the production process itself, the LCD samples were obtained with a $0.025$ mm component layer thickness, compared to $0.08$ mm for FDM. Supports other than reinforcing rings or walls were not created in either case and the samples were printed along their central axis (thus were self-supporting). The LCD technology is generally considered as providing better quality printouts than FDM, but since it uses a viscous resin as a feedstock that one needs to remove from pores in an isopropanol bath after finishing the manufacturing process, FDM is supposedly more appropriate for printing narrow slits without interconnections. The information about the specimen fabrication is summarised in Table 1.

The overall quality of each printout was examined with the help of a digital microscope. Fig. 5 presents the determined characteristic dimensions of some of the manufactured geometries. It was

Fig. 3. CAD geometries of the generated cylindrical material samples ($D_s \approx 29$ mm and $H_s = 49.5$ mm): the uniformly slitted sample with (a) $\varphi = 0$°; (b) $\varphi = 45$° and no additional modification; (c) $\varphi = 45$° and a fold every $1.25$ mm (zigzag); (d) $\varphi = 0$° and the cylindrical perforation; (e) $\varphi = 45$° and the cylindrical perforation. In each subfigure a corner region was virtually removed to show the corresponding unit cell from Fig. 1 (in blue). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Photographs of additively manufactured cylindrical material samples ($D_s \approx 29$ mm and $H_s = 49.5$ mm): the uniformly slitted sample with (a) $\varphi = 0$°; (b) $\varphi = 45$° and no additional modification; (c) $\varphi = 45$° and a fold every $1.25$ mm (zigzag); (d) $\varphi = 0$° and the cylindrical perforation; (e) $\varphi = 45$° and the cylindrical perforation.
observed that the designed ideal shapes and sizes are reflected fairly well at the top and lateral surfaces of the samples, with the intended dimensions ($w_s, w_w, d_{perf}$, and $l_{perf}$) being largely preserved. The identified discrepancies are probably related to the imprecise measurements caused by the blurred edges or optical distortion (perspective) in the photographs. Nevertheless, it is visible in Figs. 5b and c that the 3D printouts have rough surfaces and that solid strips in the LCD samples are slightly buckled. Little degeneration of slits, especially in their inner parts deep inside the specimens, may also be captured while looking at the top surface of the LCD samples against the light with the naked eye. However, it is hard to quantify these shape imperfections because some solid strips are mildly twisted, and some are regular and straight as in the FDM samples.

The absorption of acoustic waves in the slitted structures shown in Fig. 4 was investigated both computationally and experimentally. A 29-mm Bruel & Kjaer impedance tube was used to carry out acoustic measurements on the manufactured samples for frequencies $f$ ranging between 300Hz and 6.4kHz. The frequency-dependent sound absorption coefficient was determined from the readings of acoustic pressure levels at two specified positions inside the tube in accordance with the two-microphone transfer function method [66]. Correct operation of the experimental equipment, detailed in Table 2, has been recently validated by a round robin test [34]. The 49.5-mm-thick well-fitted specimens were considered alone and with an air gap of thickness $H_g = 10.5$mm introduced between the sample and the terminating rigid piston. Small radial dimensions of the reinforcing circumferential rings and walls added to the additively manufactured specimens (see Figs. 3 and 4 as well as Figs. 5b and c) were found to have little influence on the results, and were thus neglected in

![Fig. 5. Microscope measurements of the characteristic dimensions of the manufactured slitted microgeometries with: (a) $\vartheta = 0^\circ$ (top view of the sample); (b) $\vartheta = 45^\circ$ and the cylindrical perforation (top view of the sample); (c) $\vartheta = 0^\circ$ and the cylindrical perforation (top view of the sample); and (d) $\vartheta = 0^\circ$ and the cylindrical perforation (side view of the sample). The designed values are: $2w_s = 0.3$mm and $2w_w = 0.4$mm in (a, c), $2w_s/\cos \vartheta \approx 0.424$mm and $2w_w/\cos \vartheta \approx 0.566$mm in (b), and $d_{perf} = 2$mm and $l_{perf} \approx 4.95$mm in (d).]
calculations. A schematic impedance tube configuration being studied is depicted in Fig. 6.

Impedance tube measurements based on normal incidence plane acoustic waves are typically conducted on macroscopically homogeneous porous specimens like conventional acoustic treatments with more or less complicated microstructure. Problems arise when using them for idealised simple structures or materials 3D printed on budget devices due to comparatively large characteristic dimensions. During the measurement a sample is backed by a rigid termination (or an air gap and a rigid termination) on the other side of the tube than a loudspeaker generating white noise is mounted (see Fig. 6). Then, the acoustic pressure is read in two specified locations in the impedance tube, collected by a data acquisition hardware and the so-called two-microphone transfer function method is utilised to calculate the surface acoustic impedance and sound absorption coefficient spectra from the pressure values and other data. The smaller the tube diameter, the wider the operating frequency range and the smaller the distance between the two microphones and between the first microphone and the incident surface of a sample.

3. Results and discussion

The numerical and analytical techniques based on the formulas given in Sec. 2.2 were deployed to determine the sound propagation and attenuation phenomena in the fabricated material samples. Three-, two-, and one-dimensional microscopic numerical analyses, with dimensions reduced due to the correlation between the symmetry of a computational domain and a specific propagation direction, were performed using the finite element method [67,68]. Dense computational meshes refined near solid walls were generated on the minimal representative domains (see the blue regions in Fig. 1) for each microstructure in Gmsh [69], and the appropriate boundary conditions for each analysis were set (see an exemplary mesh with the boundary conditions shown in Fig. 7). The corresponding linear problems with up to about eight million degrees of freedom were solved in parallel on a machine with four CPU cores and 32GB of a random-access memory by the aid of the FEniCS v2019.1.0 open-source library [67]. The software and the procedures presented in Sec. 2.2 and A were implemented in Python. Basic finite-element data for all the conducted numerical analyses and created 1D, triangular or tetrahedral meshes are summarised in Table 3. Their results served the calculation of the ‘numerical’ curves included in the following graphs.

Fig. 8 shows the normal incidence sound absorption coefficient spectra for the studied non-perforated and non-inclined slitted geometry. The predictions are confirmed very well by acoustic measurements made on the 3D printed sample, at least for frequencies up to 2300Hz. The underestimation of predictions at higher frequencies and around absorption minima is often seen when testing additively manufactured specimens, especially those fabricated using the FDM technology [27,36,40]. This is because FDM printouts possess rough surfaces and other imperfections, such as uneven cross-section chiefly in the direction perpendicular to the printing direction, material shrinkage, and filament impurities, that usually intensify acoustic energy dissipation [40]. It was already demonstrated that the extrusion process itself and the
irregularity of the nozzle that the polymer filament is pulled by are the main two sources of these inherent defects which can be controlled to some extent by the selection of printing parameters and equipment [40].

Fig. 9 juxtaposes plots related to the slits inclined at $\theta = 45^\circ$ to the surface of incidence. In this case, the idealised analytical and numerical results valid for infinitely wide (in other words, unbounded) material layer do not match the experimental data represented by green curves with triangles. This is because the relevant sample that the measurements were conducted on (see Fig. 4b) was bounded by a 29-mm diameter impedance tube and hence the depth of penetration of acoustic waves into the specimen was restricted to a small region close to the insonified surface. Fig. 10 precisely shows the wedge-shaped open porosity area (marked in blue) in the cylindrical sample, where slanted air-filled slits are accessible for sound waves propagating in the $z$-direction. The remaining part of the sample (not coloured) effectively reflects the waves instead of slowing them down. The correctness of this understanding is proved by the fact that the presented experimental absorption curves for the inclined slit configuration with and without the air gap left behind the sample are almost identical in the whole considered frequency range (compare the two nearly overlapping green curves having triangular markers in Fig. 9). If the diameter of the specimen had exceeded its thickness (that is $D_s > H_s$), sound waves would have reached the air gap and the curves would have therefore been distinguishable. Furthermore, the bigger the ratio $D_s/H_s$, the better the agreement between predictions and measurements because the impact of the closed porosity region on the overall energy dissipation within the sample, albeit always present, decreases with increasing $D_s/H_s$. Thus, it would be preferable to test such slitted microgeometries in large impedance tubes provided that a high quality congruent sample can be produced. Unfortunately, the larger the diameter of the tube, the easier it is for long and slender 3D printed solid strips to degenerate, spoiling the designed sample morphology. In compliance with their goal in this work, acoustic measure-

Table 3
Data on the solved numerical problems and generated finite-element meshes.

<table>
<thead>
<tr>
<th>Microgeometry</th>
<th>Problem dimension</th>
<th>Nodes</th>
<th>Elements</th>
<th>Degrees of freedom per analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>thermal diffusion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta = 0^\circ$ (Fig. 1a)</td>
<td>1D</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$\theta = 45^\circ$ (Fig. b)</td>
<td>2D</td>
<td>642341</td>
<td>1277334</td>
<td>2560320</td>
</tr>
<tr>
<td>$\theta = 30^\circ$, zigzag, $l_{sid} = 1.25$ mm</td>
<td>2D</td>
<td>519614</td>
<td>1032665</td>
<td>2071087</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, zigzag, $l_{sid} = 0.1$ mm</td>
<td>2D</td>
<td>478244</td>
<td>952170</td>
<td>1908308</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, zigzag, $l_{sid} = 0.5$ mm</td>
<td>2D</td>
<td>684300</td>
<td>1362600</td>
<td>2730628</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, zigzag, $l_{sid} = 3$ mm (Fig. c)</td>
<td>2D</td>
<td>676089</td>
<td>1343806</td>
<td>2694858</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, zigzag, $l_{sid} = 2$ mm</td>
<td>2D</td>
<td>656364</td>
<td>1302975</td>
<td>2614559</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, zigzag, $l_{sid} = 0.5$ mm</td>
<td>2D</td>
<td>660230</td>
<td>1308740</td>
<td>2627776</td>
</tr>
<tr>
<td>$\theta = 0^\circ$, perforated (Fig. d)</td>
<td>3D</td>
<td>333685</td>
<td>1644693</td>
<td>2450071</td>
</tr>
<tr>
<td>$\theta = 45^\circ$, perforated (Fig. e)</td>
<td>3D</td>
<td>343486</td>
<td>1485590</td>
<td>2336265</td>
</tr>
</tbody>
</table>

Fig. 8. Measured and predicted (analytically and numerically) normal incidence absorption coefficient spectra for a 49.5 mm-thick hard-backed layer of identical 0.3 mm-wide slits normal to the surface ($\theta = 0^\circ$) separated by 0.4 mm-thick walls.
ments made on the 49.5 mm-thick specimen of diameter 29 mm revealed inappropriateness of the testing method to experimentally determining the sound absorption by straight inclined slits ($\vartheta = 45^\circ$) without interconnections. Nevertheless, the same microstructure in an unbounded material layer exhibits better acoustic performance than the slits aligned with the direction of incidence primarily due to the increased tortuosity [2,3] (its value doubles from 1 to 2). For example, the frequency of the quarter wavelength layer resonance in the sound absorption spectrum is lowered from 1.6 kHz to 1.1 kHz just by increasing the inclination angle from $\vartheta = 0^\circ$ to $\vartheta = 45^\circ$ (compare Fig. 8 to Fig. 9 with no gap results). In addition, there are three absorption peaks below 6 kHz instead of two, and the absorption at the first peak is predicted to be perfect for $\vartheta = 45^\circ$. These data indicate that the

Fig. 9. Measured and predicted (analytically and numerically) normal incidence absorption coefficient spectra for a 49.5 mm-thick hard-backed layer of identical straight 0.3 mm-wide slits at 45 degrees to the surface ($\vartheta = 45^\circ$) and separated by 0.4 mm-thick walls, and the layer backed by a 10.5 mm-thick air gap. Included are results corresponding to both the cylindrical sample bounded by the walls of an impedance tube (the experimental curves) and the ‘unbounded layer’ (the analytical and numerical curves).

Fig. 10. Open (in blue) and closed (not coloured) porosity regions within the non-perforated sample of thickness $H_s = 49.5$ mm with slits inclined at $\vartheta = 45^\circ$ to the insonified surface—situation as in: (a) the 29 mm impedance tube used for acoustic testing ($D_s < H_s$); and (b) a 58 mm impedance tube ($D_s > H_s$). Because the slits within the sample are not mutually connected and the solid strips separating them are assumed perfectly rigid, the blue regions depict the only fragment of a hard-backed sample where sound waves can penetrate.
hard-backed 49.5-mm layer with slits inclined at 45 degrees to the
insonified surface is more efficient than the layer of the same
thickness composed of slits normal to the surface.

The problem for inclined slits caused by the walls of the impend-
tube is overcome by making the slits to zigzag through the
sample. The zigzags allow pressure waves to propagate within
the entire volume of the sample. For zigzag slits, the agreement
between numerical calculations (the blue curve with squares in
Fig. 11) and experimental results (the green curve with triangles
in Fig. 11) is much better especially at absorption maxima. The dis-
crepancies appearing around the minima of absorption are primar-
ily because of the intrinsic printing defects (surface roughness,
impurities, shrinkage, etc.) [34,36,40], but uncertainties related to
slit size and shape, especially deep inside the sample, also seem
to play an important role in here [70]. It is expected that the spar-
sing tube cylindrical wall are truncated. The study of the impact
of $l_{\text{fold}}$ on $f'/f$ in the zigzag specimen (see Fig. 12) indeed shows
that the smaller the distance between zigzag folds, $l_{\text{fold}}$, the more
the acoustic absorption curve and the reference curve correspond-
ing to straight slits and $\vartheta = 0$ are alike. In fact, the standard ana-
tycal formula for the dynamic viscous tortuosity $\xi_\text{d}(\vartheta)$ in (6) is
capable of predicting the effect of folds. To make it applicable
to the zigzag slits, one needs to incorporate into it a certain correc-
tion for the classic expression for the static viscous permeability,
$k_0$, given by the Kozeny-Carman relationship [71]:

$$k_0 = \frac{1}{3} \phi w^2 \cos^2 \vartheta. \quad (14)$$

Numerical studies using the finite-element method described in
Sec. 2.2.3 show that the folded-slit structure with $\vartheta = 45^\circ$ tends
to be more permeable as $l_{\text{fold}}$ decreases (see Fig. 13). An empirical
expression for $k_0$ is thus proposed that takes both $\vartheta$ and the unitless
distance $l_{\text{fold}} = l_{\text{fold}}/l_{\text{fold}}$ into account:

$$k_0 = \frac{1}{3} \phi w^2 + \frac{4000 l_{\text{fold}}}{4000 l_{\text{fold}} + \cos^2 \vartheta} \cos^2 \vartheta \quad (15)$$

and entails the following modification to the formula (6):

$$\xi_\text{d}(\vartheta) = \frac{4000 l_{\text{fold}} + \cos^2 \vartheta}{4000 l_{\text{fold}} + 1} \cos^2 \vartheta \left(1 - \frac{\tanh(\lambda/2)}{\lambda/2}\right)^{-1}. \quad (16)$$

The factor $(4000 l_{\text{fold}} + 1)/(4000 l_{\text{fold}} + \cos^2 \vartheta)$ was established by fit-
ting a curve to a series of $k_0$ numerical data points obtained for
$\vartheta = 45^\circ$ and several fold distances $l_{\text{fold}}$ with constraints on the lim-
iting values. It is thereby ensured that for $l_{\text{fold}} \to 0$ the viscous per-
meability $k_0 \to \frac{1}{3} \phi w^2 \equiv k_0|_{\vartheta=0}$, and for $l_{\text{fold}} \to \infty$ the viscous per-
meability $k_0 \to \frac{1}{3} \phi w^2 \equiv k_0|_{\vartheta=45}$ as long as $\vartheta = 45^\circ$. For other
inclination angles two analogous requirements are also satisfied.

Fig. 13 compares the suggested analytical approximation (15) with
the numerical reference results achieved for $\vartheta = 30^\circ$ and $\vartheta = 45^\circ$.
Importantly, the numerical data is assumed to be converged as
the relative change of $k_0$ with increasing density of a finite-
element mesh is negligible. Formula (16) has been validated numer-
ically for three fold distances, namely 0.1 mm, 0.5 mm and 1.25 mm,
as shown in Fig. 12, and has been verified for other inclination
angles as well. For example, the analytical and numerical predic-

![Fig. 11. Measured and predicted (analytically and numerically) normal incidence absorption coefficient spectra for a 49.5 mm-thick hard-backed layer of identical 0.3 mm-
wide slits of a zigzag shape (with $\vartheta = 45^\circ$ and $l_{\text{fold}} = 1.25$ mm) separated by 0.4 mm-thick walls. The analytical result for the zigzag slits incorporates the proposed correction
(15) for the static viscous permeability. Included for reference is the analytical result corresponding to the straight inclined slits in an 'unbounded layer' (see Fig. 9).](image-url)
tions of the normal incidence sound absorption coefficient for zig-
zags with $\theta = 30^\circ$ plotted in Fig. 14 are almost identical.

Another method of opening to acoustic waves the entire inclined slit porous network within the sample shown in Fig. 4b is to perforate the slit walls thereby introducing a periodic
arrangement of cylindrical interconnections between slits. This solution has already proved efficient for materials other than slits [24–27,29]. The consequences of adding a regular $d_{\text{perf}} = 2 \text{mm}$ perforation to the slitted geometry with $\theta = 0^\circ$ in the direction perpendicular to the slit plane are illustrated in Fig. 15. Numerical calculations (yellow curve with diamonds) show that in addition to the first absorption peak being lowered from 0.94 to 0.87, the second peak is a bit reduced and shifted to lower frequencies in comparison with the analytical solution for the non-perforated case (grey line). The analytical predictions based on the model with dead-end perforations (red curve with circles) seem most accurate in comparison with the experimental results (cyan curve with pentagons). On the other hand, the acoustic wave attenuation in the material predicted by the ‘dead-end slits’ analytical model that assumes cylindrical openings as the main pore network and slits as the dead-ends (blue curve with squares) is the strongest, but does not agree either with experimental data or with numerical and other theoretical results. The corresponding curve was obtained for the average $h^\text{s}$ computed to be 1.96 mm instead of the limiting $l_{\text{perf}}/2 \approx 2.47$ mm. The former more realistic value was evaluated as an average of local volume contributions pertaining to individual slit fragments within one period (in the $z$-direction) of the material using the expression:

$$h^\text{s} = \frac{1}{2} \frac{1}{2w_{\text{perf}}} \sum_{i=1}^{N_{\text{slit}}} \frac{V_i}{N_{\text{perf},i}},$$

where $N_{\text{slit}}$ is the number of slits in a single layer, $V_i$ and $N_{\text{perf},i}$ denote the volume of the saturating fluid (without the volume of the corresponding parts of the perforation channels) and the number of perforation channels it has an access to, respectively, within the $i$-th slit fragment. Fig. 16 depicts the actual geometry that served the computation, and the adopted numbering convention. It was observed that predictions of this model would have better agreement with the data from the alternative dead-end model employed (see the red curve with circles in Fig. 15) if the effective slit length were to be reduced further, for example to the value $l_{\text{perf}}/16$ (see the green curve with triangles in Fig. 15).

The introduction of cylindrical perforations of diameter $d_{\text{perf}}$ and spacing $l_{\text{perf}}$ also provides a way of making the microstructure with straight inclined slits suitable for impedance tube testing. Fig. 17 presents the absorption of sound within the sample with perforated inclined slits. The beneficial behaviour connected with the non-zero inclination angle and therefore the decreased effective sound speed in the medium is verified experimentally on the manufactured specimen and predicted using analytical and numerical models. Substantial quantitative discrepancies between the results that diminish at low frequencies and reflect the poor quality of the sample are observed. Again, the analytical curve based on the model with dead-end perforation (see Eqs 8 and 9) is closer to the numerical results than the curve based on the analogous model with $h^\text{s} = 1.96$ mm treating cylindrical channels as the main pore network in the computation of the equivalent bulk modulus, which describes the intensity of thermal phenomena in porous materials, but the differences between these two analytical approaches resolve if the effective slit length in the dead-end slit model is sufficiently small (see the curve obtained for $h^\text{s} = l_{\text{perf}}/16$ in Fig. 17). However, predictions assuming that the slits are the dead-end pores and the perforations are the main pores are in better agreement with the measured frequencies of the quarter wavelength resonances (compare the blue and cyan curves having square and pentagonal markers, respectively, in Fig. 17). The discrepancies between the dead-end pore predictions

---

**Fig. 15.** Measured and predicted (analytically and numerically) normal incidence absorption coefficient spectra for a 49.5 mm-thick hard-backed layer of identical 0.3 mm-wide slits normal to the insonified surface ($\theta = 0^\circ$) and separated by 0.4 mm-thick walls without and with the 2 mm diameter cylindrical perforation ($l_{\text{perf}} \approx 4.95$ mm) perpendicular to the slits. The effective slit length $h^s = 1.96$ mm was estimated from Eq. 17.
and other data are a consequence of the fact that the dead-end pore model allows only for thermal effects in the bulk modulus and does not include the variation of the equivalent density due to the presence of slit interconnections [56].

The manufactured slits are relatively wide and thus the corresponding static viscous permeabilities are high compared to those present in conventional acoustic porous materials, so one reports deep, wide valleys between sound absorption peaks. In principle, narrower slits (but only to some point) are needed to make absorption more broadband [3]. Given certain design constraints, the preferred absorption spectrum resulting from a simple slitted material can be approached by manipulating the slit characteristic parameters (width, porosity, and inclination angle), but there is also an optimum connected with the fact that too narrow slits tend to reflect incident acoustic waves rather than letting them penetrate the medium. Another way to enhance absorption is to incorporate slit partitions or perforations increasing the overall tortuosity of the microgeometry, or to make use of a distinct physical mechanism such as skeleton elasticity or pressure diffusion between slits and a porous skeleton [2].

The produced results confirm that the impedance tube examination of materials composed of straight inclined slits, even mutu-
ally linked, is difficult if not unfeasible. By studying the zigzag geometry one can replace a cumbersome oblique design by its close zigzag equivalent in terms of acoustic performance, which has some advantages like higher stiffness and capability of being tested in an impedance tube. Furthermore, the tendency to deform due to gravity and viscous attraction forces typical for long, straight, thin, inclined solid strips is no more present in the zigzags, because their local stability and stiffness resulting from frequent folds are increased. From this point of view, they are more reproducible and easier to manufacture. Finally, the proposed empirical correction formula for the static viscous permeability \( k_s \) enables accurate analytical modelling of zigzag slits.

4. Conclusions

Manufacturing of efficient slitted sound-absorbing materials is not an easy task because of their small slit widths and spacings that require very high fabrication precision. Despite the production limitations, two low-cost additive manufacturing technologies were used to fabricate five slitted specimens yielding reliable data from measurements in an impedance tube. The normal incidence absorption of sound in the samples was predicted using analytical and semi-analytical approaches. The results lead to the following conclusions:

- The analytical models for the dynamic properties of homogenised slitted materials are often sufficiently accurate and much more efficient as compared with the partially numerical calculations incorporating the JCALP model.
- The analytical and numerical predictions generally agree well with the experimental results except for the microgeometry with slits inclined to the insonified surface and perforated with cylindrical channels, for which substantial discrepancies between predictions and measurements were reported. The discrepancies may be attributed to the difficulty in manufacturing long, narrow, inclined, straight slits that are uniform and not degenerated (note that the usage of zigzag slits, as proposed in this paper, seems to resolve this problem). In fact, visual inspection of the samples suggests that the slits inside the resin specimens tend to be a little wavy. This is probably where the limits of 3D printing become important. The twisted cross-section of slits, which is an imperfection of the manufacturing technology, influences the experimental results so that the agreement between predictions and measurements is poorer for the case of the LCD samples—the absorption maxima are moved to lower frequencies due to the locally increased tortuosity. Moreover, the dead-end pore model does not allow for narrow pores, in which viscous effects are important, which heavily contributes to the observed discrepancies.
- Despite large discrepancies in predictions of the sound absorption coefficient spectra obtained for the most complex perforated sample with oblique slits, the general qualitative character of the experimental curves is followed by the analytical and numerical predictions. The differences get smaller at low frequencies.
- Little gain in absorption was achieved by the applied perforation. Modifying its diameter, shape or spacing may provide more significant benefit in terms of acoustic wave energy dissipation.
- The proposed enhanced expression for the static viscous permeability in the analytical formulas for straight slits enables this standard model to be applicable to zigzag structures. The improvement takes into account both the inclination angle and the distance between consecutive zigzag folds.

- Regardless of a serious effort put into sample preparation using budget additive manufacturing technologies, some microgeometries may not be suited to impedance tube measurements or simply difficult to fabricate precisely.

Productivity and performance of slitted sound absorbers were confronted in the paper. This is an important study because slits and narrow channels in general often constitute an essential part of optimised systems designed to effectively absorb sounds with frequencies far below 1000Hz. These solutions typically require 3D printing of the material microstructure which shares the same difficulties as reported and discussed in this contribution. Because of the proposed enhanced analytical prediction of the sound propagation in zigzag slits and the investigated modelling of perforated slits using the dead-end models, it contains information about a fast alternative to relatively slow and computationally demanding numerical calculations for these geometries and can pave the way for more elaborate theoretical considerations.

Despite the difficulties of producing a good quality sample, zigzags were shown to absorb acoustic waves as efficiently as inclined straight slits do. Similar manufacturing and experimental challenges seem to pertain to other promising designs like narrow labyrinthine channels, slits with sinusoidal width variation, periodically non-uniform slits or partitioned structures [2,3] as well. One idea to circumvent some of the identified problems is to make measurements in a quadrilateral impedance tube which can be a potential extension of the work. Anyway, the findings of the paper indicate that an enormous acoustic potential of simple shapes including straight narrow slits still needs to be explored.
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Appendix A. Hybrid micro–macro approach

The macroscopic acoustic properties of a porous material depend on its microstructure and thickness. There exist direct and hybrid methods to quantify the effect of microgeometry being incorporated into the properties of a homogenised fluid equivalent to the porous medium [54]. The hybrid technique utilises scaling functions such as the one given by the JCALP model and used in this work. In any case, the dynamic tortuosities, which define \( g_{\alpha}(\omega) \) and \( K_{\alpha}(\omega) \) by Eqs 1 and 2, are computed numerically on a representative unit cell domain with the porosity, \( \phi \), and thermal characteristic length, \( \Lambda' \), equal:
\[ \psi = \frac{\int_{\Omega} \delta \Omega}{\int_{\Gamma_s} \delta \Omega} , \quad \Lambda = 2 \int_{\Gamma_{sd}} \frac{\delta \Omega}{\delta \Gamma} , \]

where \( \Omega \) is the entire unit cell, \( \Omega_s \) is the fluid domain in the unit cell, and \( \Gamma_s \) is the solid-fluid interface. In the direct approach one calculates \( \psi_s(\omega) \) and \( \psi_f(\omega) \) by solving two harmonic problems for each frequency. On the other hand, the hybrid strategy is by far less expensive as it relies on a scaling function (for example, the JCALP model) that relates \( \psi_s(\omega) \) and \( \psi_f(\omega) \) to a set of static macroscopic parameters describing the microgeometry of the porous network. It is therefore not needed to perform computations for each frequency, but for the JCALP model (Eqs 12 and 13) one can predict \( \psi_s(\omega) \) and \( \psi_f(\omega) \) using the necessary parameters \( (\phi, k_0, k, w, x_0, x_f, x_c, \Lambda, \Lambda') \) determined purely from the microstructure morphology and three asymptotic behaviors [54].

The ‘viscous’ parameters at \( \omega \rightarrow 0 \) are evaluated as:

\[ k_0 = \phi \left( k_0 \cdot e \right) , \quad x_0 = \left( k_0 \cdot k_0 \right)^{1/2} \]

from the dimensionless Stokes problem:

\[ -\Delta k_0 + \nabla \psi_0 = e \quad \text{in} \quad \Omega_f , \]

\[ -\nabla \cdot k_0 = 0 \quad \text{in} \quad \Omega_s , \]

\[ k_0 = 0 \quad \text{on} \quad \Gamma_{sf} , \]

where \( \mathbf{k}_0 \) is the velocity vector scaled to the unit of m, \( \psi_0 \) is the scaled (to the unit of m) pressure, \( \mathbf{e} \) is the unit vector consistent with the direction of acoustic wave propagation \( (\mathbf{e} = [0, 0, 1] \text{ in this paper}) \), and \( \psi_0 = \int_{\Omega_s} \psi_0 \int_{\Omega_f} \Omega_{s,f} \Omega_{sf} \) is the averaging operator over the fluid volume. The ‘irreducible’ parameters at \( \omega \rightarrow \infty \) are calculated as:

\[ x_{\infty} = \frac{1}{E} \cdot \frac{E \cdot \mathbf{E}}{\Omega_f} , \quad \Lambda = \frac{\int_{\Omega_s} E \cdot \mathbf{E} \Omega_f}{\int_{\Omega_f} E \cdot \mathbf{E} \cdot \mathbf{n}} , \]

where \( \mathbf{E} = \mathbf{e} - \nabla q \) is the dimensionless vector field, and \( q \) is the solution to the Laplace equation:

\[ \Delta q = 0 \quad \text{in} \quad \Omega_f , \]

\[ \nabla q \cdot \mathbf{n} = 0 \quad \text{on} \quad \Gamma_{sf} , \]

with \( \mathbf{n} \) being the normal unit vector pointing outwards the fluid domain. Similarly, the Poisson equation:

\[ -\Delta k_0 = 0 \quad \text{in} \quad \Omega_f , \]

\[ k_0 = 0 \quad \text{on} \quad \Gamma_{sf} , \]

where \( \mathbf{k}_0 \) is the scaled (to the unit of m²) temperature, is solved to estimate the ‘thermal’ parameters from the following expressions:

\[ k_0 = \phi \left( k_0 \right) , \quad w_0 = \left( k_0 \right)^{1/2} \]

In some of the above equations the units near zeros are omitted for better readability.
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