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ABSTRACT
We explore the role of reciprocity in code review processes. Reciprocity manifests itself in two ways: 1) reviewing code for others translates to accepted code contributions, and 2) having contributions accepted increases the reviews made for others. We use vector autoregressive (VAR) models to explore the causal relation between reviews performed and accepted contributions. After fitting VAR models for 24 active open-source developers, we found evidence of reciprocity in 6 of them. These results suggest reciprocity does play a role in code review, that can potentially be exploited to increase reviewer participation.
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1 INTRODUCTION
Code review is a widely adopted practice in software development, that contributes to code quality and knowledge dissemination [1]. However, developers perceive code review as time-consuming, complex, and with low value in job evaluations [10]. Given these challenges, in our MSR 2022 Hackathon project we explore the reasons behind developers reviewing a colleague’s work.

Besides contractual reasons—reviewing is a job requirement—we argue reciprocity also plays a role. Reviews require devoting time and effort into providing feedback on a contributor’s code, to certify its adequacy for production. Our hypothesis is that the reviewer’s investment comes with the expectation of reciprocity. They hope for their colleagues to do the same for them when they submit their own code for review. In processes where reciprocity is a factor, we expect a causal relationship between the number of reviews performed, and the number of code contributions accepted. And the other way around: a developer whose contributions are reviewed promptly and efficiently would be motivated to do the same for other developers.

To check this hypothesis, we use pull request data to estimate vector autoregressive models (VAR) of two time series: 1) monthly pull requests reviewed and accepted by a developer ($r_t$, $c_t$), and 2) monthly pull requests contributed by a developer that got accepted ($c_t$). VAR models are useful for exploring causal relations and dynamic interactions in data of multiple time series [12, 15]. We consider that unidirectional reciprocity influences the behaviour of a developer if, in their VAR model of time series $r_t$, $c_t$, a formal test shows that $c$ Granger-causes $r$ or vice versa. Granger causality is based on forecasting ability: $c$ to Granger-cause $r$ implies that past values of $c$ can help predict future values of $r$. In other words, we identify reciprocity if, for a given developer, the number of code reviews they perform can be predicted by the number of code reviews they receive. Bidirectional reciprocity requires Granger-causality in both directions for $r$ and $c$.

We gathered monthly pull request data from nine GitHub repositories, as shown in Table 1. We selected popular open-source projects from well-known organisations to maximise the chances of finding active codebases. Then, we fitted a VAR model for 24 active developers, meaning they are involved in reviewing and submitting code for at least 12 months. From them, five developers show unidirectional reciprocity and only one developer shows bidirectional reciprocity. They represent the 25% of the models, suggesting that reciprocity does play a role in code review. The presence of reciprocity can be exploited to improve code review. For example, we

### Table 1: Data gathered for the reciprocity analysis. The table shows the number of pull-requests per GitHub repository, the number of active developers found, how many of these developers have a valid VAR model, and in how many of these models there is evidence of reciprocity.

<table>
<thead>
<tr>
<th>Repository</th>
<th>PRs</th>
<th>Devs</th>
<th>Models</th>
<th>Reciproc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache Kafka</td>
<td>10.2K</td>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Eclipse Jetty</td>
<td>2.8K</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Deeplearning4j</td>
<td>3.5K</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>ReactJS</td>
<td>8.4K</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>GraphQL</td>
<td>2.2K</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Kubernetes</td>
<td>47.2K</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Visual Studio Code</td>
<td>10.2K</td>
<td>9</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>TypeScript</td>
<td>13.7</td>
<td>4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>TensorFlow</td>
<td>17.3K</td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
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can preemptively alert developers that further delays in reviewing could trigger delays in their own contributions.

This exploratory study brings attention to reciprocity analysis in software development. We invite the research community to join us, and explore the role of reciprocity in other software development practices.

2 METHODOLOGY

Our focus is on developer’s reviewing activity: the reviews they perform for their colleagues, and their code submissions reviewed by others. A developer’s activity shows reciprocity if the VAR model of their reviewing and contributing time series shows Granger-causality. Unidirectional reciprocity requires that \( r \) Granger-causes \( c \) or \( c \) Granger-causes \( r \), while bidirectional reciprocity requires that \( r \) Granger-causes \( c \) and \( c \) Granger-causes \( r \). We divide our analysis process in three stages:

2.1 Time-Series Extraction

Due to the exploratory nature of this work, we use convenience sampling [9] to gather pull-request data available on GitHub.

We extracted time series data for monthly pull-requests merged by each developer. Most pull-based development projects perform code reviews before merging [6], so this time series becomes \( r \) for a developer’s VAR model. For \( c \), we extract monthly contributions by developer that were merged by other developers in the team. Given our focus on the causal relation between reviews and accepted contributions, we want to explicitly exclude contributions authored and merged by the same person.

We only considered developers engaged in both reviewing code and submitting code for external review, to ensure data for both \( c_t \) and \( r_t \). Since we used open-source project data, we also want to exclude occasional and rare developers due to their limited impact [2, 13]. Our heuristic for inclusion are developers with at least 12 months activity as reviewers and code contributors. They are listed under the column “Devs” in Table 1.

2.2 VAR Model Estimation

A developer’s VAR model shows the evolution over time of the reviews they perform \( r_t \) and their accepted code contributions \( c_t \). It contains equations for \( r_t \) and \( c_t \), depending on earlier values (also called lagged values) of \( r \) and \( c \). The \( p \)-lag vector autoregressive (VAR) model for a developer’s reviewing activity has the form:

\[
\begin{align*}
    r_t &= c^r + \pi^r_{rp} r_{t-1} + \pi^r_{cp} c_{t-1} + \ldots + \pi^r_{p} r_{t-p} + \pi^r_{c} c_{t-p} + \epsilon^r_t \\
    c_t &= c^c + \pi^c_{rp} r_{t-1} + \pi^c_{cp} c_{t-1} + \ldots + \pi^c_{p} r_{t-p} + \pi^c_{c} c_{t-p} + \epsilon^c_t
\end{align*}
\]

We represent \( p \)-lagged values of these time series with \( r_{t-p} \) and \( c_{t-p} \). In the \( r_t \) equation, \( r_{t-p} \) values have coefficients \( \pi^r_{p} \) and \( c_{t-p} \) values have coefficients \( \pi^c_{p} \). These coefficients take the form of \( \pi^r_{cp} \) and \( \pi^c_{rp} \) in the \( c_t \) equation. Both \( \epsilon^r_t \) and \( \epsilon^c_t \) are white noise processes. During model fitting, we estimate \( c^r, c^c \) and \( \pi^i_{ip}, i \in \{r, c\} \).

VAR models require the time series to be stationary. We accomplish this for each developer’s \( r_t \) and \( c_t \) via differencing, and verify it using the Augmented Dickey-Fuller unit root test [14]. Figure 1 shows the time series \( r_t \) and \( c_t \) after differencing, for the developer showing bidirectional reciprocity. Regarding the lag length \( p \), we chose the value that minimises the Akaike Information Criteria (AIC), as recommended for monthly VAR models [7]. Large models result in forecast errors and small models in estimation bias. By minimising AIC, we ensure an optimal lag length \( p \).

Once we select \( p \), we estimate the parameters \( \pi \) and \( c \) for the equations \( r_t \) and \( c_t \) using ordinary least squares. We then test the model fit via the Portmanteau-test for residual autocorrelation [7, 8, 12]. Significant residual autocorrelation can be a consequence of a low lag length value [8]. Hence, if the test is unsuccessful, we look for a valid fit by increasing \( p \) up to a maximum value of 12. We selected this threshold since it is uncommon to have \( p > 12 \) in VAR models for monthly data [7]. We list the VAR models that pass the test under the column “Models” in Table 1.

2.3 Reciprocity Identification

If \( c \) fails to Granger-cause \( r \), all the coefficients \( \pi^c_{rn}, n \in \{1, p\} \) are zero in the \( r_t \) equation. For \( r \) to fail to Granger-cause \( c \), the coefficients \( \pi^r_{cn}, n \in \{1, p\} \) are zero in the \( c_t \) equation. On a fitted VAR model, we test these two scenarios using the Wald statistic [12, 15]. The column “Reciproc.” in Table 1 shows the developers whose VAR models evidence reciprocity, by passing at least one of the Granger-causality tests.

3 PRELIMINARY RESULTS

Then, these systems could: 1) inform managers if reciprocity is needed. 2) show developers the review that use data to periodically fit reciprocity models of team members. 3) suggest corrective measures improving code review processes. We envision code review systems in future work, we plan to explore how to exploit reciprocity for...

We limited our analysis to the 24 active developers whose model fit pass the residual autocorrelation test. We excluded the other active developers due to the manual effort needed for specifying a valid VAR model. From the 24 VAR models, 6 of them evidence reciprocity, representing the 25%. Five of them show unidirectional reciprocity, and only one Kubernetes developer shows bidirectional reciprocity.

VAR models can be hard to interpret due to their numerous interacting parameters [15]. For example, the VAR(4) model for the developer with bidirectional reciprocity has 18 parameters. To obtain insights on the dynamic properties of a VAR model, we rely on impulse response analysis. As an example, Figure 2 shows the impulse response functions for the Kubernetes developer with bidirectional reciprocity. In the top-left plot, we observe that a shock in c —i.e., a sudden increase in accepted code contributions—triggers an incremental response in r, that drops to zero after 15 months. In the bottom-right plot, a shock in reviews performed r produces an increment in accepted code contributions c, peaking after one month to again drop to zero after 15 months.

4 CONCLUSION AND FUTURE WORK

In future work, we plan to explore how to exploit reciprocity for improving code review processes. We envision code review systems that use data to periodically fit reciprocity models of team members. Then, these systems could: 1) inform managers if reciprocity influences the team’s review process, 2) show developers the review forecast based on their activity, and 3) suggest corrective measures if needed.

We also believe reciprocity can be incorporated in software process models to reflect team dynamics. In particular, game-theoretic models represent software development as interacting agents [4]. Reciprocity analysis can be used to extend these models with consequences for certain actions. Using bug prioritisation as an example, its game-theoretic model [5] could reflect that quick fixes from developers trigger accurate priorities from testers.

This study is a first step towards identifying the role of reciprocity in software development. Like in code review, we believe it plays a role in other software practices.
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