Introduction

The term Digital Humanities (DH) has established itself as one of the main umbrella terms under which humanities research that incorporates digital aspects is organised. The various different terms and computational areas that had developed in the individual humanities disciplines have slowly been coalescing under this new term, bringing with them a wide variety of methods and data. This has created the necessary critical mass and exchange of ideas that has led to a rapid development of a wide range of new methods and tools for investigating humanities research questions. Over time these have become easier to use and the DH field has expanded outward to include researchers who are no longer directly interested in developing methods and tools, but who use the methods and tools in the pursuit of their own research questions.

While there has been much discussion about where the boundaries of DH lie, in this article I will take a very broad definition, including any research that makes use of or plans to make use of digital tools or methods. The reason for this is that the use of any tool changes how we interact with the world, even if the tool is just a word-processor, but already much more so when it is a spreadsheet, and significantly more when algorithms are applied to data. Although it has been suggested that just working with digital materials is not sufficient to be counted into DH, I believe that the true value of DH can only be achieved if the term is used in an extended definition that goes beyond those who are interested in developing the methods and algorithms to encompass
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data and tool users. For this wider group we need to make the case for why they should add digital aspects to their research, but more importantly they need to be aware of the major risks that adding computational methods to their repertoire of research methods present. An awareness of the pros and cons of the computational methodologies will enable them to correctly judge the impact of the digital tools they are employing on the outcomes that they observe and the conclusions they can draw.

At the same time, I will make some assumptions about the research context and particularly the kind of data used in the DH research. The assumption is that the data under investigation is of a historic nature, primarily text based, and from a time-period long enough ago, that a verification of any research results through other, independent sources is no longer possible. The focus on text is due to the prevalence of text as the primary data type in DH projects and also in the wider humanities. However, the main arguments about the advantages and risks of DH tools and algorithms apply to other data-types (images, sound, video, meta-data, etc.) equally and some of the examples will be drawn from that wider set to illustrate that. Similarly, while the critique applies also to current non-historic data or data where verification through other sources is possible, the degree to which it is relevant varies, in particular as for newer data it is often easier to mitigate the potential risks. However, where verification or triangulation is possible, it also has to be applied, otherwise the issues raised here are just as valid.

The aim of this article is both to encourage researchers to consider making use of the digital methods and tools that are out there, while at the same time reminding everybody of the risks that these introduce into their research. As a result the remainder of the article is structured as follows: first I will discuss the main opportunities provided by the DH methods and tools (if you already use these, you might skip this), then I will spend significant time analysing the risks posed by poor methodology and use of the tools, and finally I will discuss the potential dangers for DH as a field if the risks are not taken into account fully. In particular I will highlight the need for true collaboration between humanities and computer science researchers, which has the potential to deliver truly novel insights to both areas.

2 Opportunities in the Digital Humanities

DH offers a vast range of new tools and methods that could be used to augment non-computational research methods, which can be bewildering as it is often difficult to decide where to start. There have been various calls to humanities researchers to embrace digital tools and methods in their working routine, most of these have either been very high-level or alternatively contain a specific selection of tools and methods used to demonstrate the value of adding digital. Here I will attempt to achieve a compromise between these two approaches. Identifying two major areas where adding digital methods have the potential to significantly alter the research process – data access and data volume – while illustrating the advantages provided by each area through a selection of tools or methods.

2.1 Data Access

The data sources for humanities research are primarily archives, libraries, and museums – with a few exceptions such as archaeology, which requires venturing out into the world. As a result non-computational humanities research first requires identifying those physical archives that are of relevance to the research and then physically visiting them to discover the relevant objects. The interaction with the objects in the archive will generally be mediated through the archivist or librarian and rely on indexing tools such as card catalogues. Findings in the archive are noted and then at a later time, in the office the notes are analysed, and the research outputs generated. At this point in time if there is information missing in the notes, a repeat visit to the physical archive would be necessary. The physicality of this process and the time (and financial) costs of visiting the archive necessitate very careful planning and note-taking, but also place an intrinsic limit on the amount of material that can be sighted in the archive within the given time-span, meaning that careful sampling is the only viable way to get representative data.


6 One of the difficulties in comparing DH work with humanities research that does not use digital tools or methods is how to label that kind of research without judgement. For this reason I will refer to that kind of research as non-computational, to distinguish it from DH research that uses digital or computational methods.
The digitisation of archives' holdings over the last few decades and their availability via online portals represents a step-change in how archival research can be undertaken. Depending on the type of materials involved, this might include photographs of the objects and associated meta-data or, in the case of text documents such as books or letters, full text generated through Optical Character Recognition (OCR) or manual transcription. Search engines are then used to index these data and the research can now enter one or more search keywords and retrieve all objects that share these keywords. The researcher can then download the results to their own computer for future analysis.

This represents a number of major changes to the humanities research flow. First, the requirement to physically visit the source archives is reduced, as much content is now available digitally. Second, it is now possible to refer to a digital representation of the actual source material during the analysis and write-up, rather than being restricted to the notes made at the archive. Third, if during the analysis it becomes clear that additional data are needed, it is now significantly easier to acquire this. At the same time relying purely on digital archives does introduce new sources of data uncertainty that will be discussed later.

2.1.1 Technological underpinnings

The technology underpinning digital archives is Information Retrieval (IR). IR focuses on quickly finding things that satisfy the information need of a user and has four core concepts: the documents that can be searched for, the keywords used to index the documents, the search keywords provided by the user, and the relevance of each document with respect to the search keywords. Important to note is that the concept of a document is used to describe any kind of thing that is indexed by the IR system, regardless of whether this is full-text, images, or just meta-data.

To achieve high retrieval performance the data-set within which the user can search is first pre-processed and each document is indexed with one or more keywords that describe the document. After indexing the user can formulate their information need as one or more search keywords. The information retrieval system then uses the index keywords to retrieve those documents that best match the search keywords.
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In this process there are two main areas that are of relevance to the humanities researcher, as they influence what the researcher is shown for their search keywords. First, how the input data are pre-processed to generate the keywords describing each document and second, the way in which the ‘relevance’ of a document with respect to the search keywords is calculated.

In pre-processing the document is split into individual keywords using a language model in order to determine where the boundaries between keywords are. For example such a model knows that ‘keyword-search’ is a compound noun, which in the index should not be split into two. Because the search system uses exact matching\(^9\) between search and document keywords, to ensure performance, the tokens are generally further processed in the index to increase the likelihood of the two matching.\(^10\) Stemming or lemmatisation are common techniques, which reduce variants of the same word to a single variant. For example ‘house’, ‘houses’, and ‘housing’ would all be reduced to ‘house’. The same is applied to the search keywords, with the effect that a search for ‘house’ also returns documents that refer to the plural or to the verb form. This increases the number of documents returned (also known as the recall), but also increases the number of documents that are found that are not relevant (what is known as a loss of precision). However, it is important to note that a further manual inspection of the results is necessary to ensure that the retrieved documents actually match the specific variant of the word that the researcher was looking for, as the results will contain all variants, regardless of how the user spelled the word in the query.

When the user then searches, the systems matches the query to document keywords and most current IR systems will also attempt to rank the matching documents by how relevant they are to the query keywords. To achieve this, each keyword is given a score for each document it appears in. Then, when searching the scores for each query keywords are combined per document and then the documents ranked by that score. One of the most successful scoring formulas is BM25,\(^11\) which has been extended in the past to achieve the quality seen in modern search systems\(^12\), but the fundamental principle as covered here remains the same. Documents are ranked by measuring how often a se-
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9 There are of course also fuzzy approaches to matching query and document keywords, but those are deployed and used infrequently.
arch keyword appears in a single document and also how often it appears across all documents. A relevant keyword for a document is a keyword that appears frequently in that document and only in few other documents. It is relevant, because it distinguishes the document from all other documents. The list of documents that match the user’s query is then sorted by these relevance values and the user is shown 1–10 of 10,000 documents, but again it is often necessary to page through all the results, as this technical ‘relevance’ might not match the semantic relevance desired by the researcher.

2.2 Volume of Data

The second major aspect in which DH research distinguishes itself from non-computational humanities research is the amount of data that can be used as part of the research. Non-computational, manual analysis imposes a temporal upper bound as to how much time can be invested and thus how much data can be analysed. The use of digital tools does not alter the amount of time that can be invested in the manual analysis. However, the DH methods allow a much larger data-set to be automatically processed, the results of which can then be analysed manually.

Methods for dealing with large text data-sets are commonly described as ‘distant reading’ and that term has slowly expanded to sometimes being used to label any kind of large-scale, quantitative analysis of digital humanities data – irrespective of whether that is an appropriate extension of the term. Before briefly looking at some of these methods, it needs to be said that while the term distant reading is frequently used, it is misleading as none of these methods actually ‘read’ the data they are provided with. Instead all these techniques take the source data, apply a variety of processing steps which result in a series of quantitative data, and from these statistical measures of the data can be produced that can then be interpreted. This does not invalidate the methods, it is just important to not take the label to literally.

Techniques for dealing with large scale textual data tend to be based on word counts, either just counting individual words or counting co-occurrences. In both cases the text is initially split into words, using a language
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14 Franco Moretti: Distant Reading, London 2013. Other terms such as ‘zoom’ / ‘zooming’ have also been used, but this is the one that has become most widespread.
model as described earlier. Then for individual word counts, these are simply calculated. For the co-occurrence models, whether two words co-occur is then calculated by moving a window over the text.\textsuperscript{16} Two words are then calculated to co-occur if they appear within the window, in other words, if they appear within a certain distance of each other in the text. While the exact size of the window – the number of words within which words are defined to co-occur – varies depending on the context, ten words is commonly used as a window size. The individual counts and co-occurrence values form the basis for three commonly used methods: topic modelling, vector-space models, and more general machine-learning methods.

2.2.1 Topic Modelling

Amongst the various topic modelling algorithms, \textit{Latent Dirichlet Allocation} (LDA)\textsuperscript{17} is one of the most commonly used techniques, but most other algorithms take a similar approach. The fundamental idea behind the topic models is that topics are made up of words, with each word having a likelihood attached that defines how important it is for the topic. Next, a document is seen as a collection of topics in the same way, again with each topic having a likelihood attached to define how much of the document it represents. Finally, the words we see in the text are assumed to have been selected through a random selection of topics and then randomly selecting words from the topics, the random selection being weighted by the topic and word likelihoods.

As it is unknown what exactly the topics are and how they appear in the document, the topic modelling algorithms use the observed co-occurrence data to automatically infer the topic to word and document to topic likelihoods. The result is generally a list of topics and then for each topic the researcher is shown the most important words for the topic. These results can then be interpreted manually to analyse the topics that appear in the data-set.\textsuperscript{18} An important aspect of modern topic modelling algorithms is that they generally assign more than one topic to a document, making it possible to model the nuances of different topics co-existing in a document.

2.2.2 Vector-space models

Vector-space models come from the information retrieval world, but in the DH field are mostly used to describe word semantics models like word2vec\(^{19}\). The idea behind these models is that the meaning of a word can be defined through the words that it co-occurs with.\(^{20}\) The underlying co-occurrence data is generally represented as a matrix where each cell in the matrix indicates how often two specific words co-occur. The problem with these matrices is that they are generally very sparse, meaning that most cells in the matrix are zero (as those two words never co-occur). What models like word2vec do is use machine learning algorithms to reduce the number of dimensions in the matrix from many thousands to a few hundred. In the resulting lower dimension models similar words tend to cluster together, thus by comparing the distances between pairs of words in the model, it is possible to determine which words are semantically more or less related.

2.2.3 Machine learning

The third approach to dealing with the volume of data is more general, namely artificial neural network (ANN) algorithms, which have become very popular in DH. In ANNs, the starting point is a data-set consisting of pairs of input data and output label. The aim of the ANN training is then to learn how to transform the input data into the output labels. To this end ANNs have three layers. An input layer that represents the data to learn and an output layer that represents the labels you want the ANN to output for the input layer. In between these you have at least one hidden layer that connects the input to the output layer. Each connection between two nodes in the ANN is weighted and each node in the ANN contains a discontinuous function that defines what level of signal has to come over all connections from the predecessor nodes in order for this node to activate. The aim of the learning process is then to learn the connection weights and activation functions based on the training data that is provided.

To achieve this, ANNs generally need very large sets of labelled data in order to learn the model. The reason for this is that in the learning process the ANN basically classifies each data-point in the training set and compares the generated classification to the manual labelling. This will include errors, and
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where the model makes mistakes, corrections for the mistake are applied starting from the output layer, moving through the hidden layers, until we get to the input layer, a process known as back-propagation. This learning process is repeated multiple times until the error rate stabilises.

One of the biggest risks with training ANN models is ‘overfitting’. Overfitting means that the algorithm learns a model that fits the training data very precisely, but which if given data that it has not seen before, makes huge mistakes. To address this, the learning process is generally given a second data-set, the so-called ‘test’ data, which after a number of iterations of the learning process is used to evaluate the model. This allows the learning process to determine when it is no longer improving the quality of the model and is in risk of overfitting. It does this by looking at whether the classification accuracy of the model decreases as the model is trained. If the accuracy no longer decreases, then the model has been overfitted and training should be stopped and the previous model used as the final model.

All these techniques open up humanities research to working with amounts of data that exceed what can be handled manually, but by increasing the distance between the researcher and the source material, they introduce new error sources into the research process, which will be discussed below.

3 Risks in the Digital Humanities

As illustrated above, digital tools offer new opportunities, but they also come with significant new risks. The rise in the amount of data and range of new methods that can be used in DH has been accompanied by a significant amount of work focused on a critical analysis of DH itself. Initially much of this focused on the question of balance between theory and practice. To that discussion then added a focus on issues around cultural criticism aspects of

DH research. All of these make very good points and particularly the issues around cultural criticism in DH research remain largely unaddressed, but the one thing all of these overlook are risks to DH research caused by methodologically poor use of the available data, tools, and methods. However, unlike work such as Da’s critical analysis of computational literature studies, I intend to give a broader overview over methodological issues, rather than analysing a specific area in depth.

The risks presented here are indicative of how the digital aspects are being used by researchers and are not inherent in the digital aspects themselves. Thus, their existence does not imply that the DH field should be abandoned in whole or even in parts, only that the field needs to become more aware of these issues and incorporate them into its research practices. As such any examples selected in this section are to be treated as exemplars of a general trend, not specifically failing projects.

3.1 Data-driven Weaknesses

The first and most common methodological weakness that I want to address is missing criticism or critical analysis of the data-sets based on which the research is conducted. As discussed above, in non-computational humanities research a manual selection of a sub-set of the available data is always necessary to allow the research to be completed in a realistic time-frame. At the same time, it is also known that the selection processes are influenced by social and economic pressures, as the gender and colonial-studies research show. Due to this a critical analysis of the sources and the selection process have historically been a core aspect of humanities research and work in recent times on gender and colonial aspects have pushed this ever more into the foreground.


In the DH this critical analysis of the data-sources and their potential biases has taken a back-seat. As DH algorithms allow the analysis of very large collections of objects, there is a perception that it is no longer a necessity to select a sub-set, instead ‘everything’ that is available can be fed into the algorithm. It seems that as a consequence the question of how the collection that is being analysed has been created is barely considered or completely ignored.

All the texts in the corpus must, at the time of their initial collection, have been judged to be sufficiently worthy to be included in a library or archive somewhere. Then, the texts will have to have survived two world wars, a period of active book-burning, water damage, theft, and a wide range of other physical risks. Then the texts will have to have been digitised, where a further two hurdles appear. First the texts will have had to have been selected for digitisation. Digitisation is both a time and financially expensive process, it is thus generally impossible to digitise the whole collection in one go and selections have to be made. In the ideal case, the selection is done topically or temporally to minimise bias, but at the beginning of the process or where third-party funding is used for the digitisation, the focus is generally on the ‘important’ or ‘valuable’ works, as these make it easier to argue that the digitisation is worthwhile.

The final step is the transformation of the scanned images into text (where appropriate). Due to the scale of the task, automated processes such as Optical Character Recognition have to be employed.26 As the OCR output is heavily dependent on the quality of the print, the typesetting, and the age of the text27, texts that can be processed successfully tend to be processed first.

Due to all these reasons the digital source is already biased in a way that can make it quite hard to pin down exactly how strong the bias is, before we even look at finding the objects that make up the analysis data-set. Consider the German text corpus available via the Deutsches Textarchiv.28 Unlike other online corpora they provide some information online about the content of the archive and how it was curated, giving some indication of potential biases. However, even there the level of detail is limited (‘selected bibliographies’, ‘specialist recommendations’) and they explicitly state that the initial focus was

28 http://www.deutschestextarchiv.de/, selected as an example because they actually provide some information on its creation (last access: 07.02.2020).
on canonical works, with selected additions. What was selected and why is not clear, but focusing on the canonical works will introduce significant bias in the data, regardless of what was added.

All of these issues should not really create an issue for humanities research, as the selection of sources and the critical analysis of these sources and the selection process is a core research concept. However, in the DH area, the whole process is frequently summarised as “a query for the topic empire was used and a total of 843 texts returned, which were downloaded in TEI and form the basis of the analysis” or “we acquired the corpus of letters sent by X”. While there might have been critical engagement with the archive and a number of actual query keywords might have been used to get good coverage over the given topic, no details are given on this process, even though they might significantly skew the distribution of texts in the analysis corpus.

To undertake methodologically sound DH research, these methodological aspects need to be reported in detail. Where the required information is not available within the archive, an analysis of potential biases in the corpus should be undertaken and reported. A positive example is the work by Müller, where the digital source is analysed in detail to understand its specific attributes, these and the methods used are reported in detail, and where necessary reference is made back to the original physical source. Without this detail, any conclusion that goes beyond “in the specific set of texts we analysed” cannot be relied upon, not because the conclusion is right or wrong, but because we have no idea of how the specifics of the data skew the analysis.

3.2 Algorithms are opinionated

Computer Science’s roots lie in mathematics and in particular in the field of boolean logic. Boolean logic holds that for any given question there can only be two possible answers: true or false. At the technical level, a computer is a collection of transistors which implement exactly this logic decision and where the combination of millions of these transistors allow us to implement the kind of complex logic flows that make DH happen.

30 Andreas Müller: Vom Konversationslexikon zur Enzyklopädie, in: Das Achtzehnte Jahrhundert 43.1 (2019), pp. 73–89.
This fundamental binary view of the world extends into all algorithms, as even where they are designed to support uncertainty, this is always simulated and fundamentally reduced to a binary representation. The effect of this is that algorithms generally are incapable of modelling when they cannot answer a question. An algorithm will always provide an 'answer' to a question, fundamentally splitting the set of input data elements into those for which the question is true and those for which it is not. This happens even if the data that is fed into the algorithm is not of the appropriate type or fulfils the constraints set be the algorithm.

The most common example of these kinds of mistakes is the use of fundamental statistical measures (which are also algorithms). Where quantitative results, for example frequencies of word co-occurrences, are calculated, the results for different conditions, for example words that co-occur with male vs. female characters, are often compared using Student's t-tests to prove that they are significantly different. However, the t-test requires that the measurements being compared are independent and normally distributed. Neither of these two are likely to be the case for the results of text analysis. Unlike for example the height of trees in two separate forests, the frequencies of words in a single text are possibly to be linked together quite strongly, breaking the independence assumption. Secondly, word distributions are generally more likely to follow a Zipf distribution, breaking the normal distribution assumption. Now this might not be the case for a specific piece of research, say because the word counts have been drawn from unrelated texts and they happen to be normally distributed, but this needs to be reported. Otherwise any statistical significance is meaningless and any research conclusions drawn from it are as likely to be false as true, fundamentally invalidating any conclusions.

In addition to this fundamental bias towards always providing an answer, algorithms can also have specific opinions that may not be immediately visible. This is particularly the case for many of the machine-learning models that have become very popular in the recent years. As explained above machine-learning models take large amounts of manually annotated data and try to learn how to map the input to the desired annotation. While the results are often very promising, the difficulty is that it is unclear what has been learned. One of the classic examples are neural networks trained on the ImageNet data-set to recognise a wide range of objects. They work very well, but what researchers then found was that by manipulating small aspects of the objects in the images, they could get the neural network to completely misidentify the images. For example by making minute changes to the texture of an image of a turtle,

changes so small they are barely noticeable to a human, they could induce the neural network to recognise the image as an automatic rifle. The problem arises because the neural network has actually learned to distinguish different texture patterns and image features that are often barely visible to the human eye. While for the data it was trained on this works, with unknown or slightly different data it quickly produces erroneous results.

This illustrates the susceptibility of neural networks nicely, but what is primarily relevant for DH is the factor that it is not clear what the neural networks are learning, thus it is not clear what their ‘opinion’ of the data is. For example the same neural network for image classification can be used to cluster historic photographs. The results look very promising, but because we don’t know what the model has learned, we don’t know whether the results represent what we, as humans, see in the data (a clustering by image type: portrait, group photo, architecture, etc.) or some underlying bias. For example, because the technology used in photography changes over time, the neural network might actually be clustering the images based on technical aspects of the photographs, because it is picking up on variations caused by different cameras, film materials, or development processes. While this might coincide with different subject types, making the results look appropriate, when further images are added, that use, for example, the same film material in a different setting, it is possible that the algorithm would completely misclassify the images. As in the case of the data biases, it is not so much the existence of the bias that is the issue, but the fact that it is not clear whether there is any and what kind of bias is included.

3.3 Evaluation

Unlike non-computational humanities research, where the argument is the research output, in digital humanities research there is an intermediate step of data-generation and the research output is derived through interpretation from the data. Because this intermediate data-generation step is undertaken using an algorithm, it is necessary to evaluate the accuracy and correctness of the algorithm, before and independently from the conclusions drawn from its output. The biggest methodological weakness around evaluation is that in most pieces of digital humanities research it is missing. Two reasons for this are that

evaluating takes time and that assessing the algorithm’s output with respect to
the research question is conceptually mistaken for the act of evaluating the
algorithm.

An area where this type of mistake is often seen is where topic modelling is
used. In many cases only a selection of topics is actually reported on, detailing
how they support the original hypothesis. However, if we generate random lists
of words that frequently co-occur, there is likely to be at least a few lists which
can be interpreted relative to the research question. This does not mean that
the model as a whole is valid, as is never the case for a random sample. If the
five or six reported topics are the only understandable ones out of a model with
30 topics, then this is not a good model and no conclusions should be drawn
based on such a small selection. This, as Da points out, also goes for negative
results. Only if it is clear that the negative results are not just random noise can
any conclusions be drawn.

Correctly evaluating the algorithm means testing it with a range of input da-
ta and then assessing whether the output produced by the algorithm is correct
for the given input, irrespective of the research question. In addition to not
taking the research question into consideration, two basic rules need to be
followed.

First, the algorithm must never be evaluated using the data it was trained
on. This does not just mean splitting the data-set into a learning and an evalua-
tion data-set, it means choosing an evaluation data-set that is drawn from a
different source than the learning data-set. This is necessary, as even if the
original data-set is randomly split into a learning and an evaluation data-set,
there are likely to be underlying characteristics of the data-set that distinguish
the data-set from all others and which introduce bias into the algorithm that
limits its generalisability. By choosing an independent evaluation data-set, it is
possible to fully test the degree to which the algorithm generalises.

During the development and evaluation of the algorithm the learning data-
set is itself split into a training and a test data-set. When testing with the test
data, the generated output can be compared against the expected outcome and
can be used to improve the algorithm. However, when evaluating using the
evaluation data, only accuracy or correctness metrics may be generated. The
results of evaluation run must not be used to further improve the algorithm, as
in that case the evaluation data is no longer separate from the training data,
negating the benefits of the separate evaluation data-set.

The second basic rule is that the evaluation must be designed to counteract
any known biases in the data. If, for example, the aim is to develop an algo-
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the training set has a bias towards texts later in the period. This is necessary, as otherwise the evaluation results do not provide a realistic assessment of the algorithm quality.

As part of this we should also become more open to reporting negative results. While this is something most disciplines struggle with, the humanities with their predisposition for critical self-analysis should really be primed for leading on this.

4 The Spectre of Techno-Positivism

In the sections above I have discussed what I see as both the opportunities and main risks facing the Digital Humanities at this point in time. However, the biggest risk I see in the future of the Digital Humanities is that as a discipline we drift into what I term ‘techno-positivism’. We build more and more digital archives, digital editions, and many other kinds of data-sets. We apply digital methods to the data-sets, we visualise and then describe the results. What we don’t do on a large scale is critically engage with the data or the results. Our algorithms are not grounded in humanities theories, our results are barely contextualised based on existing knowledge. We are undertaking essentially positivist research, but hide that truth under large amounts of data, interactive interfaces, and fancy visualisations.

If, as a discipline, we do not address these issues, then we are complicit in dragging research back into the past, where gender, colonialism, canonisation, and related issues are ignored, where the Digital Humanities are the study of dead, white dudes35. This risk is significant, as this kind of research is sufficiently simplistic that it can be supported with current tools and algorithms. However, it also means that significant amounts of current Digital Humanities research should be labelled as interesting, but the results do not allow generalise to anything that was not in the analysed data, and no general conclusions can be drawn.

However, unlike other critical commentators I do not argue that the Digital Humanities should be abandoned. Quite apart from the fact that the popularity of DH with funding bodies makes this a ludicrous idea, I believe that addressing these things head-on will actually allow DH research to fully achieve its potential. The current, techno-positivist approach allows the humanities researcher to create the data, which is then handed to the computer scientist for processing, and the results are interpreted by the humanities researcher. While

this represents basic working together, it is not true collaboration. True collaboration requires an in-depth understanding of what the other does in order to truly benefit from their input and in order to provide responses back that allow the other to fully understand the value and nuances of the own work.

This level of collaboration will require computer scientists to develop algorithms that are grounded in complex theoretical humanities frameworks developed by humanities researchers. That see the world as more than a collection of word frequencies, collocations, and pixel colours. It will also require humanities scholars to fully understand the power and limitations of these algorithms, so that they can properly contextualise them and place the results in larger frameworks of understanding. This has significant benefits to both sides.

First, for computer scientists it will drive the development of truly novel algorithms that are able to model the complexities of reality, rather than just reducing reality until it fits into simple models. This will address the sometimes voiced question of why a computer scientist is needed on a project. Second, for humanities researchers it will produce truly novel methods, rather than simplistically scaled-up versions of the counting methods that were introduced by and popular in positivist research. This will allow humanities researchers to pose new research questions, rather than just technically rehashing basic questions. It might mean that results are possibly produced not quite as quickly, but it will produce results that have true value.

This can be achieved and we are seeing the slow drip-drip-drip of research taking these issues into account, but to truly achieve the aim of DH being a transformative new approach, we need to stop fooling ourselves that current computational methods achieve even close to the depth of non-computational humanities research methods. Counting words is not reading text. Applying machine learning is not understanding. The focus needs to move from what is technically possible to how we can transfer at least parts of humans’ deeper understanding of these issues to the algorithmic world. Then DH will be truly transformational.

“The first principle is that you must not fool yourself—and you are the easiest person to fool. So you have to be very careful about that. After you’ve not fooled yourself, it’s easy not to fool other scientists. You just have to be honest in a conventional way after that.”

Richard P. Feynmann, Caltech Commencement Address, 1974
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