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INTRODUCTION
Intelligent Systems in Smart Cities capture and exchange a large variety of information, for example, environmental data, localisation, biometric and personal data, health records, among others, in order to improve the quality of services.

On one hand, such systems could represent an important, lifesaving resource for public services aimed at addressing emergency situations (e.g. firefighters, police), by providing access to a large amount of diverse information. On the other hand, they are also a threat with respect to data protection and privacy when disclosing all sort of personal and sensitive information.

Since not all the information available can be used or helpful for handling the emergency we have the challenge of ensuring that the least possible amount of sensitive information is exchanged, therefore reducing the risk of unwanted disclosure and misuse. Thus, being aware and include a privacy-by-design approach when managing personal and sensitive data is essential in the context of emergency systems.

This work aims to analyse the privacy issues that Intelligent Systems face when sharing information with public services to attend emergency situations. By characterising these issues, we aim of informing the knowledge requirements for designing an Intelligent System that only allows valuable and helpful information to be exchanged, minimising personal and sensitive data disclosure.

BACKGROUND AND RELATED WORK
Smart Cities have put in place a set of different Intelligent Systems (IS) that are constantly monitoring, sharing and storing a heterogeneous range of information with the aim to help at improving and planning public services (e.g. transportation, energy and water consumption, environment, education, health, social), for the benefit of their citizens (van Zoonen, 2016). It is clear that the information collected by such systems is diverse and ranges from public data to private and sensitive data, according to its objective (Wang et al., 2015). For instance, systems that assist daily activities for elderly people by monitoring biometric data of the patient (Aleksandar Rodić et al. 2016), or applications that aim to help citizens with respiratory problems by monitoring air pollution and its location to suggest safe routes (Mateo Pla et al. 2016), video surveillance systems capturing and recording images/videos of citizens (Dufaux and Ebrahimi 2005), are some examples of IS that manage sensitive information. In addition, the information generated by Intelligent Systems is becoming essential for the development and function of Emergency Systems which rely on the detailed information given by the Smart Cities to improve citizen’s safety and attend emergency situations (García et al. 2018; Palmieri et al. 2016; Patsakis et al. 2015). However, data privacy breaches appear in the context of Smart Cities Systems, as mention before, mainly because these systems gather an exceptional volume of information that can compromise citizen’s privacy (Martinez-Balleste et al. 2013). Therefore, in the context of emergency systems, providing access to this information represents an important resource (Chehade et al., 2018), but in the same way, this massive disclosure of information constitutes a threat with respect to data protection and privacy when this information contains personal and sensitive data.

APPROACH
As not all information available is important or helpful for emergency services, we have the challenge to assure the minimal possible amount of personal and sensitive information is shared. Thus, protecting people’s privacy and preventing disclosure and misuse (Ding et al. 2016). However, since this information is heterogeneous and comes from many different sources, the need for one intelligent layer that can govern this diversity is imperative. In this context, semantic technologies can play a crucial role (d’Aquin et al. 2015), for example, in governing the multiplicity of data, processes, and policies involved (Daga et al. 2015, 2016). Our approach consists of developing an ontology for discriminating between sensitive and not sensitive information. Giving a person in danger the ontology should be able to automatically evaluate what is the information necessary to help this person and, at the same time, assuring that the minimal and sufficient information is disclosed, hence avoiding data privacy issues and providing emergency services/systems with helpful information.

RESULTS

To illustrate how privacy issues arise when Intelligent Systems share information with emergency systems, we selected a use case scenario (Srinivasan et al. 2016) to exemplify the case of a fire event. Next, with the purpose to learn how privacy issues are handled in a given emergency event (a fire event), we conducted an extensive survey in a large organisation: The Open University. The University and its Health & Safety Department provide a great amount and well structure documentation that is not limited only to fire events (for instance covers topics as First Aid, Accident, Incident and near-miss information and Display Screen Equipment (DSE)). Furthermore, it complies with Statutory Instruments and British Standards. Therefore, it constitutes a good, paradigmatic and concrete case study. At first, we analysed the relevant information and the procedures in case of fire events stated in the University’s documentation, then we familiarised ourselves with the organisation’s fire safety guidelines and regulations. Next, we identified the data privacy issues to later extract the requirements that a privacy-aware Intelligent System has to consider. Finally, we analysed the findings in the light of an Intelligent System solution. The list of competency questions in Table 1 is our first output of this work in progress poster that we want to present and discuss with the audience.

<table>
<thead>
<tr>
<th>Number</th>
<th>Competency Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CQ1.</td>
<td>Is the IS able to differentiate between public and private information?</td>
</tr>
<tr>
<td>CQ2.</td>
<td>What information can be considered as public, private or sensitive information?</td>
</tr>
<tr>
<td>CQ3.</td>
<td>Is the IS able to understand the impact of sharing sensitive and non-sensitive information?</td>
</tr>
<tr>
<td>CQ4.</td>
<td>Is it possible for the IS to identify trusted services or systems?</td>
</tr>
<tr>
<td>CQ5.</td>
<td>Is the intelligent system able to discriminate what information could be necessary in order to attend the emergency?</td>
</tr>
<tr>
<td>CQ6.</td>
<td>What is the level of detail of information required to attend a specific emergency event?</td>
</tr>
<tr>
<td>CQ7.</td>
<td>Is the intelligent system able to discriminate what information could be sufficient in order to attend the emergency?</td>
</tr>
<tr>
<td>CQ8.</td>
<td>Is the intelligent system capable of assuring the minimality of the data shared in order to attend the emergency?</td>
</tr>
<tr>
<td>CQ9.</td>
<td>How to preserve data security of information stored after it was used by an emergency system?</td>
</tr>
</tbody>
</table>

Table 1 Competency questions

CONCLUSIONS AND FURTHER WORK

Undoubtedly, data privacy concerns are present in Intelligent Systems that collect, store and share any type of information. In emergency situations, the IS deal with a large amount of personal information, that once shared with emergency systems might derive in privacy disclosure. This work in progress poster aims at presenting the initial results towards a proposed approach of building an ontology capable of (i) discriminating between sensitive and not sensitive information, (ii) disclosing as minimal information as possible and equally important (iii) serving necessary and sufficient data to help the emergency.
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