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Abstract

The use of the genetic algorithm for shape recognition has been investigated in relation to features along a shape boundary contour. Various methods for encoding chromosomes were investigated, the most successful of which led to the development of a new technique to input normalised 'perceptually important point' features from the contour into a genetic algorithm. Chromosomes evolve with genes defining various ways of 'observing' different parts of the contour. The normalisation process provides the capability for multi-scale spatial frequency filtering and fine/coarse resolution of the contour features. A standard genetic algorithm was chosen for this investigation because its performance can be analysed by applying schema analysis to the genes. A new method for measurement of gene diversity has been developed. It is shown that this diversity measure can be used to direct the genetic algorithm parameters to evolve a number of 'good' chromosomes. In this way a variety of sections along the contour can be observed. A new and effective recognition technique has been developed which makes use of these 'good' chromosomes and the same fitness calculation as used in the genetic algorithm. Correct recognition can be achieved by selecting chromosomes and adjusting two thresholds, the values of which are found not to be critical. Difficulties associated with the calculation of a shape's fitness were analysed and the structure of the genes in the chromosome investigated using schema and epistatic analysis. It was shown that the behaviour of the genetic algorithm is compatible with the schema theorem of J. H. Holland. Reasons are given to explain the minimum value for the mutation probability that is required for the evolution of a number of 'good' chromosomes. Suggestions for future research are made and, in particular, it is recommended that the convergence properties of the standard genetic algorithm be investigated.
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1. Introduction

1.1 Background to Research Work

This thesis presents the research work performed to investigate the use of genetic algorithms for recognizing shapes in a digitised image. Shape recognition is an image processing technique that is hard to achieve with a digital processor, because the instruction set provided on a general purpose processor is not necessarily appropriate for the type of image analysis that can so easily be performed by a human observer.

A genetic algorithm is a programming technique that is modelled on the principles of evolution in nature. Instructions are encoded into a chromosome and are used to calculate a fitness for each chromosome in a population. A number of solutions to a problem are evolved by selection of the fittest chromosomes for breeding. Crossover and mutation operators influence this reproduction process. Genetic algorithms are usually used in optimisation problems where a single 'best' solution is required, and have been used extensively for image processing problems. In these types of image processing problems, the parameters associated with various spatial filters, templates and threshold operators are encoded into the chromosomes and the 'best' set of parameters is evolved. The encoding of the chromosome is, in general, independent of the problem but must be 'matched' to the problem environment for success to be achieved.

The genetic algorithm has been chosen as the subject of this research because it provides a search mechanism that does not readily become influenced by a 'local' solution and therefore can be made to search more widely over the solution space. New solutions may also be discovered that can not be found by other techniques. The genetic algorithm can provide a number of less 'good' solutions, should the 'best' solution be unattainable in a finite time. Because the fitness of each chromosome is independent of the rest of the population, the genetic algorithm fitness calculation is an inherently parallel process. This parallelism may have real-time advantages when applied to the shape recognition process. The standard or canonical genetic algorithm was used in this research because
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it lends itself to analysis, to show that it behaves according to the Schema Theory of J. H. Holland (1992). The schema theory does not say anything about the convergence of the genetic algorithm, but techniques are considered that can modify the selection process of the standard genetic algorithm to achieve convergence.

One of the main features of an object in image processing applications is its shape. The shape of an object can be identified by the curve or contour surrounding the outer boundary of the shape. This research has considered alternative methods for encoding the boundary shape into a chromosome. The initial work looked at the possibility of the chromosome position in an image encoding information about a shape. Chromosome motion, following a boundary contour, was also investigated as a way to encode the contour features. Both of these techniques had limitations. The high curvature points along a spatially normalised shape contour were shown to be suitable inputs to a genetic algorithm. The research has designed a novel method for extracting the information about the high curvature points on a contour and a corresponding chromosome that is encoded with instructions on how to observe various parts of the contour, rather than containing parameters for operations directly on the pixels in the image. Extracting the appropriate information about a shape contour in a suitable form for input into a genetic algorithm proved to be a difficult problem and in practice took a long time to solve. The chromosome used in this research encoded different ways to ‘observe’ the parts of a shape contour rather than the usual method of parameter encoding for filter or model templates.

The research has investigated if the evolution of a single ‘best’ way to observe part of a contour would be sufficient, in general, for recognition purposes. The evolution of a variety of chromosomes will usually be required, so that various parts of a contour can be observed in different ways and thus different, but similar, shape contours can then be distinguished. This research has also considered the structure of the genetic algorithm that is needed to achieve this
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requirement and, in particular, a new measurement technique has been developed that can be used to control the diversity of 'good' solutions. Some applications of genetic algorithms may have to be satisfied with a number of less fit solutions, but this shape recognition genetic algorithm application must have a number of less fit solutions to succeed.

The research has also designed a new and effective recognition process that can be used to identify which chromosomes, from the variety evolved by the genetic algorithm, are suitable for recognition of training set shapes in a test set of similar but different shapes. Two thresholds have been identified as control parameters. The value of each threshold is not critical but they have to be adjusted together to give good recognition. The research suggests that the values of these two thresholds could be adjusted by the application of a second concurrent genetic algorithm.

The research has also analysed the standard or canonical genetic algorithm developed for this research work according to the schema theory of J. H. Holland (1992) and has shown that this genetic algorithm behaves according to this theory. An argument is also presented to explain why certain genetic algorithm parameter values produce a number of 'good' solutions rather than just the 'best' solution. The effect of one gene on another in the chromosome (epistasis) is analysed and various methods for performing this type of analysis have been investigated.

1.2 Shape Contour Features

Images have contours that define the various intensity levels and, thus, the various shapes in an image. For a digitised image, the contours define the boundaries of the shapes at the different intensity or grey levels in the image. Recognition of shapes relies heavily on detection of these boundary contours and an analysis of the contours such that similar shapes can be recognised. Classifying the contours into groups requires features (or characteristics) of the contours to be measured so that the various shapes of the contours can be easily identified. Typical features of a
contour that are usually measured include curvature (especially the positions of high curvature),
moment descriptors and Fourier descriptors (both described later), and possibly some form of
syntactical representation (e.g. convex, very concave, etc.). Moment descriptor calculations provide
various relationships between the \((x, y)\) position of a point in the image (pixel) in terms of the \(x\) and
\(y\) co-ordinates raised to the power \(p\) and \(q\) respectively (where \(p\) and \(q\) are integers usually in the
range 0 to 3).

Fourier descriptors are obtained by calculating the Fourier transform of a contour and defining the
lowest spatial frequencies as descriptive of the contour. Syntactic methods require descriptions of
the various parts of the contour that are often measured by the curvature of the contour. The features
for various shapes have to be collected from a number of examples of the shapes, and usually are
referred to as the 'training set'. The recognition of a new shape requires a classification process that
searches the feature 'database' for the best match between the features of the new shape and the
features in the database. If the features of various shapes 'overlap', i.e. some shapes have similar
features, then the recognition of a particular shape can be difficult. A further description of the
contour(s) is also usually required to establish recognition of a part of an object. Occlusion of part of
a contour should, if possible, be able to be taken into account when matching a contour database to
the image.

Generating contours from an image is by no means easy. Noise and low contrast on the image
distort the various contours. Applying a threshold to the image at various levels will enable a
boundary tracing process, (see also Freeman, 1961 and 1977) to identify the pixel co-ordinates of
each of the contours. Figure 1-1 shows a photograph of a car that has been scanned into the
computer. Figure 1-2 shows the contours of the same picture for a simple threshold of 150 in a grey-
scale of 0 to 255. A boundary/contour tracer process provides the \(x, y\) co-ordinates of the number-
plate of the car (Figure 1-3 and Figure 1-4). The alphanumeric content of the number-plate can be
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Figure 1-1: Scanned Photograph

clearly seen.

Applying band-pass spatial filters, e.g. Wavelets (see Kaiser, 1994 and Meyer, 1993), to the image will produce a version of the image that has a positive and negative contrast. A boundary tracing process, which can identify the ‘zero crossings’ between the two contrasts, can also provide a shape contour for analysis.
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Figure 1-2: Contours at Threshold 150

<table>
<thead>
<tr>
<th>Contour Item</th>
<th>Number of Contour Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Box</td>
</tr>
<tr>
<td>2</td>
<td>J</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>2 (Outer)</td>
</tr>
<tr>
<td>5</td>
<td>0 (Inner)</td>
</tr>
<tr>
<td>6</td>
<td>0 (Inner)</td>
</tr>
<tr>
<td>7</td>
<td>T</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>O (Outer)</td>
</tr>
<tr>
<td>10</td>
<td>O (Inner)</td>
</tr>
</tbody>
</table>

Figure 1-3: Number-Plate Contour Details
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A spatial filter that enhances the edges in the image can also be used together with an edge joining process and some form of morphology (see Sonka, 1994, page 422) to identify the shape contours on the image.

Multi-scale and multi-resolution capability is a useful added feature for a contour recognition algorithm because recognition can be achieved using both coarse and fine detail. Multi-scale and multi-resolution versions of an image, and therefore its contours, can be obtained by filtering the image so that the spatial frequencies at different resolutions are made available for further processing.

In order to improve the shape recognition process, features that are invariant to position, rotation, scale and contour starting point should be used so that variation in the shape that usually occurs, e.g. in a face recognition application can be accommodated.
1. Introduction

In order to be able to find any of the contours in an image, a pre-processing operation is usually applied to the image, at various scales if required, which can enhance the appropriate parts of the image to improve the detection of the contours. The pre-processing can be considered to be a filtering operation. The simplest filtering consists of a set of grey level thresholds at which a boundary-tracing algorithm can provide the \((x, y)\) co-ordinates of the contours at each grey level.

The next level of filtering provides the first differential of the image grey levels and visually appears as the edges in the image. A further level of filtering calculates the second differential of the image grey levels, and visually also appears as edge information but also includes zero-crossing information.

The zero-crossing information may be used to estimate the main boundary of a shape in the image. The inside of this major boundary will be a ‘region’ which contains the particular combination of pixels, descriptive of the particular shape. This interior of the shape will also contain contours, which can be used to assist in the recognition process.

Edges are often considered for the possible basis of a shape description. Hough transform methods (see Leavers, 1992) for separating regions and identifying their boundaries, attempt to isolate a region, (e.g. using a series of straight lines) and from there attempt to describe the contents of the region in some way. Edges can be ill defined and fragmented and hence the Hough transform methods may not be able to distinguish the various regions correctly.

Normalising of the measured contour is essential so that the analysis is able to give a consistent description of the contour in comparison to those stored in a database. The normalisation will be for such elements as position, rotation, scale and contour starting point. The training method used to produce a database has to be considered, with the training occurring off-line or on-line as the algorithm is running. Unsupervised learning of the characteristics of a shape can have advantages when tracking various shapes in the image, which are to be recognised on a frame by frame basis.
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Moment descriptors and Fourier descriptors do not give a satisfactory description of the contour when used alone. These descriptors provide supporting evidence, but usually fall short of a complete description of the shape. Normalisation for translation, rotation and scale presents its own problems. Distortion, (e.g. skewing) should, if possible, also be considered in the description mechanism. Correlation between moment descriptors and Fourier descriptors may indicate similarity between various shapes. Moment descriptors and Fourier descriptors also remove some of the spatial information from the shape features and can therefore be susceptible to providing similar features for shapes that have similar, but quite distinct, distinguishing spatial differences.

The variations in direction as a contour is traced potentially provide the necessary information for shape recognition. Perceptually Important Points (PIPs) segment a closed contour into the dominant features, which can be used for recognition. Four or eight way connectivity on the contour (see Freeman, 1961) can be used, each highlighting various shape features in different ways. The variation in direction as measured by PIPs can be as fine a grain as required. Possible multi-resolution descriptions may be possible using low pass filtering of the contour in combination with the PIP information. Multi-resolution along the curve can also be obtained by low pass filtering the curve using a variety of cut-off frequencies. A mixture of high and low pass filters can be applied (e.g. Wavelets) and the PIPs for the different scales can be analysed.

A mathematical representation of the contour is in itself not sufficient, and is in some cases ambiguous, without a more general description which groups the directions (in the x, y plane of the image) between the PIPs into some orderly manner. Syntactic methods for describing the PIPs might be possible but seem to rely on a set of basic syntactical connections which are provided by the user. Automatic syntactic descriptions can be difficult to achieve.
1.3 Evolutionary Computation

Fogel (1994) presented a very good summary of "Simulated Evolutionary Optimisation" and noted that these simulations result in stochastic optimisation techniques that can often out-perform classical methods of optimisation when applied to difficult real-world problems. "There are currently three main areas of research in simulated evolution: genetic algorithms, evolutionary strategies and evolutionary programming. Each method emphasises a different facet of natural evolution. Genetic algorithms stress chromosomal operators. Evolutionary strategies emphasise behavioural changes at the level of the individual. Evolutionary programming stresses behavioural change at the level of the species." Fogel (1994) also observed that each of the above methods maintains a population of trial solutions, imposes random changes to those solutions and incorporates the use of selection to determine which solutions to maintain into future generations and which to remove from the pool of trials. "The greatest potential for the application of evolutionary optimisation to real-world problems will come from their implementation on parallel machines, for evolution is an inherently parallel process."

Kinnear (1994, page 5) presented a brief description of the various Evolutionary Computational methods. The predominant styles are summarised, from this reference as follows:

1. Evolutionary Strategy defines a style of evolutionary computation frequently associated with engineering optimisation problems. The structures that undergo adaptation are typically sets of real-valued objective variables that are associated with real-valued strategy variables in an individual. Fitness is determined by executing task specific routines and algorithms using objective variables as parameters. The strategy variables control the way in which mutation varies each objective variable during the production of new individuals. Recombination is usually employed for both objective variables as well as strategy variables.

2. Evolutionary programming operates on a variety of representational structures, frequently real-valued objective variables, although more complex structures have been used (e.g. finite state
machines). Again, the objective variables function as arguments to task specific routines and algorithms designed to solve the problem of interest. Mutation is the sole genetic operator employed, with significant strategy built into the overall algorithm to direct the mutation in a computationally fruitful direction.

3. Genetic algorithms frequently operate on, often binary, fixed length character strings as the structure undergoes adaptation. The fixed length strings are usually referred to as 'chromosomes'. Fitness is determined by executing task specific routines and algorithms using an interpretation of the character string as the set of parameters. Sexual recombination, also called *crossover*, is the principal genetic operator employed, with mutation usually included as an operator of secondary importance. Other representational structures are possible, and are being used more frequently.

4. Genetic programming is an offshoot of genetic algorithms in which the computer structures that undergo adaptation are themselves computer programs. Specialised genetic operators are used that generalise sexual recombination and mutation for the tree-structured computer programs undergoing adaptation.

1.4 Genetic and Evolutionary Algorithm Structure

The basic features of the genetic or evolutionary algorithms are summarised as follows:

1. A population of chromosomes, each of which encodes various properties and/or actions. The chromosomes may be of fixed or variable length. Fixed length chromosomes are easier to deal with, while variable length chromosomes have problems when the length of the chromosome is artificially curtailed. The values stored in the chromosomes may be bit patterns, real numbers or functions that define a particular action to be taken by the cell.

2. An initialisation process which sets values into the chromosomes of each cell in a defined manner. Often the initial values for the chromosomes can be random or seed values that are
appropriate to the problem. These seed values may be produced from measurement made on
the environment of the problem.

3. The whole population of cells is activated and their behaviour, under the control of the
chromosomes, provides each cell with a particular fitness. The method for calculating the
fitness will depend on the problem that is being solved. This process can be performed in
parallel and the fitness values can either be transferred to a central point for use in the
reproduction process, or populations may compete with each other in a tournament fashion. The
definition of the fitness calculation for a particular problem can present problems, but the
definition must ensure that fitter cells are in fact going to provide the correct solution to the
problem. This point is very important in the case of shape recognition, because some fitness
measures may not give the correct shape, as seen by a human observer, as the apparent fitness
increases.

4. A reproduction process takes place each generation. The cells are usually selected in proportion
to their fitness. The fitness calculation may not produce a set of fitness values for the population
that are linear. The fitness values can be sorted into the correct order and a ranking function can
be applied. This ranking function should transform the original non-linear fitness values into a
linear set of fitness values. Groups of cells will then have similar fitness values and the
probability of choice will therefore depend on a range of values rather than on the individual
fitness values. A form of 'elitism' may also be used, where the fittest $n\%$ of the population is
automatically transferred to the next generation. The choice of cells for reproduction and the
choice of the offspring must be chosen carefully so that premature convergence is not
produced.

5. Genetic operators are used after selection to breed new chromosomes from the selected parents.
Crossover and mutation are the two most important operators. Both operators have a defined
probability of being activated for any two parents. Some parents will be transferred to the next
generation without being changed. This property helps to preserve the genetic mix in the
population, and should help to avoid premature convergence. Crossover is usually the main operator, and mixes the chromosomes of the parents in such a manner that improved solutions can be developed as the generations proceed. Mutation, usually with a much lower probability than crossover, is required to try for unusual solutions periodically in order to avoid local minima in the problem space.

6. The contents of the chromosome can be represented in a variety of ways. The traditional genetic algorithm uses bit patterns to represent the problem information. Other representations use real numbers or integers to code the problem information. The chromosome elements can also represent different aspects of the problem, e.g. part of the chromosome may be a condition while the rest of the chromosome may control the action of the cell if the condition is satisfied. The chromosome may also be coded such that one part indicates that a particular function is to be used with the next part of the chromosome, indicating the particular parameters to be used with that function. In this type of representation the whole chromosome can activate more than one function. The classical or standard genetic algorithm requires that the length of the chromosome is fixed, while other evolutionary algorithms allow variable length chromosomes.

7. The new population, which is produced as a result of the application of the genetic operators, is then available for the next generation in 3 above. The whole cycle 3, 4, 5 and 6 is repeated up to a maximum number of generations or until some criteria is satisfied, e.g. when the change in average population fitness is below a certain threshold. The various parameters associated with a genetic algorithm may also be optimised by applying another genetic algorithm to the parameter values, such that a set of populations compete with each other until the best population is developed with the optimum parameters. The genetic algorithm, which is used to develop the best parameters, must be much simpler than the main genetic algorithm because it should have less a priori parameters itself.
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1.5 Choice of Evolutionary Strategy

The genetic and/or evolutionary approaches have been chosen for this research work because they allow new solutions to be evolved that may not have been discovered before and are approaches that will not, in general, incorrectly find local solutions rather than the best solution. Shape recognition usually requires a large feature database on which to work, and the genetic algorithm allows for this database to be efficiently searched. The genetic reproduction requires that the whole population is joined at that instant, but the calculation of the fitness for each member of the population can be performed in parallel on a network of processors. Thus the training process required to produce the shape recognition feature database can be performed almost entirely in parallel. This property can have 'time' advantages when new shapes are analysed in order to update the training database.

The fitness calculation can be performed in parallel and the collection of the feature data can also be performed in parallel for a number of contours. The population reproduction has to be performed sequentially, but usually is not processor intensive. Some genetic algorithm research reported in the literature has investigated a tournament approach in which a number of separate populations evolve in parallel with periodic crossbreeding.

Difficulties associated with any fitness calculation that involves two-dimensional data are highlighted in the research described in Chapters 3 and 7. Fitness calculations, using the mean and standard deviation for each quantity to estimate the fitness for each variable, can have problems when combining the individual fitness values together to form a fitness estimate for the whole chromosome. This combination of fitness values, when used to calculate the total fitness, must preserve the 'spatial' relationships between the individual fitness values.
The genetic algorithm evolves over time and this type of algorithm can have advantages when a sequence of images is presented as the input environment for the genetic algorithm. Unsupervised learning may then be possible, where any descriptions of the shape contour, which are evolving, can follow and, perhaps, identify what sort of motion is present in the image. A change in the current description of a contour can then be associated with various manoeuvres of the object in the image, as seen by the changing description of the object's boundary contour, and thus provide predictions about the future position of the object in the image.

1.6 Aims of the Research Work

The research work described in this thesis had the following aims:

1. **To design a chromosome that was not in the form of a set of parameters for matching masks, filters and model shapes.** Chapters 2, 3 and 4 describe the research work to investigate the form of a chromosome that would contain more information about a shape contour than a set of parameter values.

2. **To investigate the behaviour of a standard genetic algorithm using such a chromosome and the ability of that form of the genetic algorithm to evolve a number of chromosomes that could be used in a subsequent recognition process.** Chapters 5 and 6 describe the research work to investigate the performance of the standard genetic algorithm and the recognition capabilities of the evolved chromosomes.

3. **To analyse the fitness calculation in order to identify a suitable form for the fitness function that would produce high fitness values when two shape contours 'looked alike' to the human observer.** The difficulties associated with the process of matching two shapes have been extensively discussed in the literature (see also Chapter 4). Chapter 7 considers the various characteristics of a variety of fitness functions.

4. **To combine theory (schema theorem) with experimental evidence to show that the standard**
genetic algorithm would, in fact, behave as predicted by the theory and to show that the
mutation and crossover probabilities could be adjusted to evolve consistently a number of
chromosomes that were able to recognise shape contours in a digitised image. Chapter 8
presents the results of the research work performed to show that the behaviour of the standard
genetic algorithm, using the designed chromosomes, did follow the theory and suggests an
adaptation of the chromosome to extend the recognition capability of the process.

1.7 Thesis Structure

The research work described in this thesis has investigated the application of genetic algorithm
principles and evolutionary programming techniques to the problem of shape contour recognition.
The research examined the use of the genetic algorithm principles in order to find out if some of the
problems normally associated with shape recognition could be reduced or overcome. Genetic and/or
evolutionary algorithms provide a global search mechanism, which can have advantages in finding
possible groupings of a contour in such a way that the layout of the chromosomes is a description of
the shape when decoded. For recognition, the decoding information will come eventually from a
library, which has been built up by the genetic algorithm as it searches through the contour PIP
descriptions of the training examples.

Genetic algorithm training can be accomplished by presenting a variety of examples that have
sufficient variation to cover the cases under investigation. The encoding of the contour
characteristics in a form suitable for input to the genetic algorithm is examined for a variety of
evolutionary processes. A new arrival could be inserted into the training set and its contour
description evolves in relation to the other examples in the training set. The training set could be
considered as the memory for the chromosomes, and contour descriptions would be stored away as
the chromosomes for each type of contour evolves. The contour description or feature database
could also contain other items of information, e.g. selected moment descriptors, Fourier descriptors,
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and number of PIPs on a contour.

Chapter 2 discusses the research performed to investigate the use of a simple genetic algorithm, with chromosomes that were able to control their own motion to detect bright and edge pixels of simple geometric shapes in an image. This research was an adaptation of the evolutionary processes discussed in Dewdney (1989) to the analysis of images. Chromosomes were developed which, in some cases, indicated that edges were present in the image. The research experiments showed that the development of the chromosomes appeared to be little affected by the movement of the objects in the image. As the chromosomes were developing they were able to adjust themselves to the motion of the object(s) in the image. The ability of this configuration to track an object was analysed and its potential for cueing regions of interest and extension to fine grain optical flow were also discussed.

Chapter 3 describes the research performed to investigate the use of genetic programming techniques for evolving chromosomes that are able to follow a closed or open curve. Chromosomes were developed which easily direct a cell to follow a curve, but the characteristics of these chromosomes did not, in general, tell us anything about the curve, i.e. the chromosomes did not ‘code’ the features of the curve in any way. The inverse transform was also investigated, in which the reproduction of a curve was attempted using only pre-specified moment descriptors, Fourier descriptors, and other characteristics of an object’s shape, as ‘codes’ for the shape of the curve. The chromosomes used in this research had to ‘decode’ these specified characteristics and must be constructed in a suitable way in order to solve the equivalent of the Travelling Salesperson Problem (TSP), i.e. correctly order the direction information of a curve such that the curve had the specified characteristics.

This problem was equivalent to a 100 city tour and some success was achieved for simple geometric shapes, but the solution was difficult to achieve for more complicated shapes. Another problem was
highlighted by this part of the research work, namely, that it was difficult to use such features as moment descriptors and Fourier descriptors to provide a ‘linear’ fitness measure for the curve. A linear fitness measure is defined as one that increases (decreases) the fitness value when an intermediate shape is more like (less like) the test shape. An apparent improvement in fitness did not necessarily produce a better shape as seen by the human observer. The TSP was also difficult to solve with any consistency. The equations for calculating normalised central moments are presented for completeness. The difficulties associated with fitness calculations are further discussed in the research described in Chapter 7.

Chapter 4 describes the research that investigated the development of a novel technique for obtaining information about a shape boundary contour that is suitable as input to a genetic algorithm. A normalising stage is discussed which prepared the contour for the detection of PIPs along the contour. The normalising stage was based on Fourier spatial frequency analysis and provided position, rotation, scale and contour starting point normalisation. Closed contours are required for the correct application of the Fourier analysis and the number of spatial frequencies could be varied. The features or descriptions of the contour were calculated in the spatial domain, in order to take full advantage of the relative phase relationships between the various spatial frequencies. The research showed that an improved fitness value could be calculated in the spatial domain, which did not suffer from the relative phase problems associated with the spatial frequencies in the spatial frequency domain. Fourier analysis equations are provided for completeness and for understanding the use that is made of the normalisation process.

The new technique for producing PIP information for a shape contour is described. PIPs on a contour are potentially able to provide the important information needed to define descriptions of the contours. These descriptions should overcome most of the problems associated with the spatial frequency domain, and provide better measurements so that a more ‘linear’ fitness function can be
achieved. The combination of low-pass filtering of the spatial frequencies present in a contour (available in the spatial frequency pre-processing) and the measurement of PIPs over a variety of scan lengths, provided a form of multi-scale/resolution capability. The contour can be described at various scales and thus information about the contour was available for comparison at these different scales, if required, to sort out any anomalies that may be present in the shape of the contour. Problems associated with classification methods that do not use descriptions are also discussed.

Closed contours were always used in this research so that the periodicity requirement of the Fourier analysis was satisfied. The shape itself need not have closed contours but partial shape contours were analysed as closed contours, to satisfy the conditions required by Fourier analysis.

PIP positions along a contour were used to calculate a description of the contour in terms of the length and direction of the line-segment vector between a pair of PIPs. These line-segment vectors were positioned in a quadrant grid that is centred on the centroid of the original shape contour and bounded by a rectangle whose perimeter contains the entire closed contour and its associated PIP line-segment vector feature information. The quadrants add an extra set of spatial features that improve the definition of the PIP line-segment vectors as input into a genetic algorithm. The start and finish quadrant values were recorded and included in the shape’s feature database. One of the problems associated with the genetic algorithm approach concerned the coding which was to be used for the problem’s environment, so that the genetic algorithm was applied in an appropriate manner. The research results in Chapter 4 indicated that the above coding did match the genetic algorithm to this particular problem of shape contour recognition. The aspect ratio of this quadrant grid, bounding the coded shape contour and the number of PIPs, can also be included in the description of the contour. The Fourier spatial frequency normalisation process preserved the correct aspect ratio of the original contour.
Chapter 5 discusses the research undertaken to develop an evolutionary method for analysing the PIP descriptions of a contour, and a genetic algorithm was developed which evolved chromosomes that specified various ways to 'observe' how the PIP line-segment vectors were positioned in the quadrant grid. The parameters (crossover and mutation probabilities) associated with the genetic algorithm had to be adjusted such that a number of 'solutions' were found rather than a single 'best' solution. A single 'best' solution may not give sufficient recognition capability to the chromosome, and a number of different ways of observing the contour were usually required to improve the recognition capability of the process. Several experiments are described that investigated a new chromosome 'diversity' measure which enabled suitable values for these genetic algorithm parameters to be found that provided sufficient diversity in the population to evolve the necessary range of chromosomes.

A triangular fitness function was designed and used on a training set of similar shaped contours. This fitness function had the mean and standard deviation for the various contour line-segment vector descriptors as parameters. The same fitness function was used as the basis for shape recognition experiments in Chapter 6. The ability of this fitness function to measure shape fitness was demonstrated in research work reported in Chapter 7.

The genetic algorithm was also able to evolve chromosomes that can identify a mismatch at particular points on the contours in the training set. In this case, the chromosome fitness for reproduction was defined as \((1.0 - \text{calculated fitness})\) and the chromosomes with low calculated fitness (contour mismatch) were then evolved, rather than the chromosomes with high calculated fitness (contour match). A distinction has been made between unique (individual) and different solutions. This distinction was used to analyse the performance of the genetic algorithm in relation to the evolution of a number of 'good' solutions.

Chapter 6 describes the research work performed to investigate the ability of the evolved
chromosomes from the genetic algorithm in Chapter 5 and their associated PIP characteristics to provide an effective method for shape recognition that may not necessarily require the full use of conventional classification techniques. The evolved chromosomes define a number of 'good' ways to observe a shape boundary contour in the spatial domain. A new shape boundary contour recognition technique is developed in Chapter 6 that uses the chromosome encoding and the fitness function from the genetic algorithm in Chapter 5. Experimental results are presented to show that the 'best' chromosomes did not necessarily provide the 'best' recognition capability. Thus providing further evidence that a number of 'good' chromosomes are required for reasonable recognition to occur.

The use of the genetic algorithm fitness function for recognition of shape boundary contour 'mismatch' is discussed. This mismatch capability could be used to provide additional information for the recognition process. The research discussed the possibility of 100% recognition, and a recognition matrix was constructed that showed how the chromosomes were used to recognise a set of test shapes. The range of values for the two threshold parameters involved is shown not to be critical for the recognition process. A suggestion is made to investigate further the use of a second concurrent genetic algorithm to adjust these two thresholds so that a possible unsupervised learning capability could be evolved.

Chapter 7 considered results from various experimental tests to show the effectiveness of various methods used to calculate the fitness for PIP line-segment vector features of a shape boundary contour. The linearity and symmetry of each method are discussed and this analysis stressed that the fitness function must be investigated and shown to be suitable for the correct operation of the genetic algorithm. A modification to the triangular fitness function, that refined the performance of the genetic algorithm and the recognition process, was proposed as a result of this analysis.

It was noted in this research, that few genetic algorithm references in the literature analysed the
fitness function for correct operation. A fitness function is considered to be suitable for the standard

genetic algorithm when it produces a fitness value such that the selection process chooses

chromosomes randomly with a probability proportional to their true relative fitness.

Chapter 8 describes various experimental tests that were performed to verify that the Schema

Theory did apply to the genetic algorithm configuration from Chapter 5. The schema analysis from

the referenced literature is fully presented for completeness. The behaviour of the ‘observation’
genesis in the chromosome in this genetic algorithm is shown to be similar to the behaviour of the

schema in a ‘standard’ or ‘canonical’ genetic algorithm. The research provides an analysis that

indicates the effect that various values for the crossover and mutation probabilities had on the

behaviour of the genetic algorithm. An explanation is given for the value of the mutation probability

that enabled the genetic algorithm to evolve a number of less fit solutions rather than a single best

solution. The epistasis of the chromosomes (effect of one gene on the expression of another gene) is

investigated, with reference to the genetic algorithm literature, as a measure of the suitability of the

standard genetic algorithm for solving this type of recognition problem. The convergence properties

of the standard or canonical genetic algorithm are also discussed and suggestions are made for

further research.

Chapter 9 summarises the main achievements of the research work that has been performed and a

variety of conclusions are drawn. A number of suggestions for further research are discussed.

A list of referenced papers is provided at the back of the thesis.
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2.1 Introduction

The first experiments, which were performed to see if a chromosome could contain the necessary information to describe a shape in an image, were considered after reading Dewdney (1989). The article describes the behaviour of cells whose motion is controlled by the bit patterns in the chromosomes for each cell. The motion of the cells in the article congregated around the food sources for the particular cells. The experiment described below, controls the motion of the cells in the same way, but substitutes the grey level and edge values in an image for the food of the cells in the article. Dewdney (1989) discussed simulated evolution "wherein bugs learn to hunt bacteria". A simulation of evolution by M. Palmiter is described in which cells live within a rectangle on which bacteria are continually being deposited. The cells pursue a life dominated by moving and feeding. Each bacteria provides the cell with forty units of energy. This amount of energy is enough to make forty moves. The energy acquired is limited to a threshold and does not benefit the cell until movement reduces the energy of the cell below the threshold again.

Some cells appear to move to the areas of relative abundance quicker than other cells. "It all depends on the moves a cell makes, its search pattern so to speak". Genes that control the way a cell moves are specified and are shown in Figure 2-1.

<table>
<thead>
<tr>
<th>Direction &amp; (Probability)</th>
<th>Forward (P0)</th>
<th>Right (P1)</th>
<th>Hard Right (P2)</th>
<th>Reverse (P3)</th>
<th>Hard Left (P4)</th>
<th>Left (P5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-movement (pixels)</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>Y-movement (pixels)</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>-2</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2-1: Cell Directions of Motion

"All directions are expressed from the cell's point of view. Normal turns amount to sixty degrees in one or other direction, whereas hard turns are one hundred and twenty degrees". The choice of gene to use is random according to a value of probability stored in the gene itself. After a cell has made
eight hundred moves it becomes 'mature' and is ready to reproduce. Candidates with sufficient energy are selected for reproduction and split into two cells, each of which is given half the energy of its parent. Mutation is applied to each new cell such that one of the genes in each offspring is increased or decreased slightly. Cells start their life jittering, but quickly bobble, tumble, glide and finally turn into 'cruisers'. “Cruisers move forward most of the time but turn every now and then. They almost always move towards denser populations of bacteria. Once this behaviour is established in just a few individual cells, it comes to dominate the entire population because the cruisers end up gathering the lion’s share of the bacteria.”

This paper considered that the cruisers constitute a species of sorts, “there nonetheless is still some variation within the cruiser population. For example, some cruisers turn more often to the right than to the left, whereas others favour left turns. There are also occasional setbacks. Some cruisers spawn maladapted descendants.” A common genetically transmitted disease makes the cell take too many turns in one direction and the cell then becomes a ‘twirler’. These cells usually die without having reached the stage where they have enough energy for the selection process.

Dewdney (1989) also described an extension to the simulation that varies the environment to see if more than one species will evolve. The simulation can be run in a mode “in which the screen looks much the same except for a particularly rich patch of bacteria. The bacteria in this patch are replenished at a much higher rate than normal.” Cruisers evolve as before but twirlers now make an appearance and “what normally is a disastrous genetic defect is actually now an advantage. Indeed, in the coarse of time those cells with a strong tendency to turn in one direction predominate when positioned in the rich patch of bacteria.” A cell that turns frequently in the same direction will now tend to remain in the rich patch of bacteria. It is also noted that the rich patch of bacteria is populated by highly specialised twirlers that follow a specific orbit for many cycles and then “suddenly move just one square away and repeat the orbit, sweeping up bacteria with each shift.”
This type of simulation suggested a behaviour that could be used to find an object in an image. The simulation of a cell that is looking for food (energy) could be similar to a process that is attempting to look for 'bright' pixels, i.e. the most energetic pixels in an image. It was hoped that the distribution of bit patterns in the chromosomes would be indicative of the behaviour of the individual cells in such a way that the properties of the shapes in the image might be described in some way.

2.2 Chromosome Encoding of Cell Behaviour

The research used a standard genetic algorithm to study the similarity between food energy and bright image pixels. A fitness-sharing scheme was used to prevent all the cells positioning themselves on the same place in the image.

A cell at any particular position examines the grey level distribution using a simple edge operator and measures the strength of the image gradient at its position. The fitness of a cell is measured by the strength of the edge modified by a crowding factor, which is calculated as a function of the number of nearby cells. The cells are selected from the population in proportion to their corrected fitness. The selected cells reproduced using the crossover and mutation operators. The chromosome of the cell encodes the probability of movement in six directions defined in Figure 2-1. The next generation of cells then move according to the probabilities as specified in the individual chromosomes and position themselves on the image accordingly.

The cycle is repeated as the fittest cells reproduce. The cells, which are initially on the image edges, will generate new cells nearby and after a number of generations the cells position themselves evenly on the image edges. The sharing produced by the crowding mechanism keeps the cells over the edges and avoids premature clustering at single strong edges.

The use of a different operator also allows the cells to position themselves on the image hotspots.
Again, the sharing produced by the crowding method ensures that the cells are distributed over the hotspots. Fairly well defined hotspots may be required to distribute the cells evenly over the image.

The characteristics of the chromosomes were studied to see if a pattern in the values of the chromosome elements could be used to identify any characteristics of the edges or hotspots on the image. Strong values for the forward and backward motion of the fittest cells corresponded to strong edges and hotspots. Different shapes did not show any other strong characteristics in the chromosome values.

A by-product of this particular encoding may be a simple method for cueing regions of interest in an image where the image shows strong edge and hotspot characteristics. As the various objects move their positions within the image, the cells have the ability to follow the strong edges and hotspots. The cells will act as a simple tracker.

The calculation of the fitness of a cell, and in particular the calculation of the crowding factor, uses the most processor resources. Cell reproduction uses the standard genetic algorithm procedures. Elitism improves the speed of convergence of the genetic cycle.

The coding in the chromosome, although suitable for small repositioning of the cell, is not as suitable for following a contour. In general, too many cells will be needed to settle over the whole contour, and the main output from the population would still only be the co-ordinates of the individual cells. A more suitable method is required, which will actually follow the contour but encode its co-ordinates in a more efficient way.

2.3 Description of Genetic Algorithm

The chromosomes are fixed length bit strings, which code the probability of choice for the direction of motion of the cell. The directions are encoded as the amount of rotation the cell performs during
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each generation. Reproduction is by population substitution, using only the crossover operator. Two hundred cells evolve for approximately one hundred generations. The cells migrate to the edge and/or bright pixels in less than a generation. The final positions of the cells and their corresponding bit string values are recorded. A fitness-sharing function is used to distribute the cells over the objects in the image in proportion to a particular object’s grey level intensity. In this way, convergence and exploitation are avoided and, hence, the maximum amount of exploration of the image is achieved.

The genetic algorithm used for these experiments was an adaptation of the algorithm described by Goldberg (1989) and is described in pseudo-code in Figure 2-2.

For an objective function at cell position \((x, y)\), two fitness functions, \(f_1\) and \(f_2\), are used and are defined by:

\[
f_1(x, y) = \sum_{i,j \in S} p(i, j) \tag{2.1}
\]

Where \(S\) is the set of co-ordinates in a 3 by 3 neighbourhood centred at cell position \((x, y)\) and \(p(i, j)\) is the grey level for the pixel at position \((i, j)\) and:

\[
f_2(x, y) = \sum_{i=1}^{k} \| p(x-i, y) - p(x+i, y) \| \tag{2.2}
\]

Where \(k = 1, 2\) or 3.

Equation (2.1) is an elementary brightness detector and equation (2.2) is an elementary vertical edge detector.
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<table>
<thead>
<tr>
<th>Genetic Algorithm Pseudo Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Initialise the population of N cells at random positions ((x,y)) in the image.</td>
</tr>
<tr>
<td>2. Select two cells with probability proportional to their fitness values (Biased roulette wheel selection).</td>
</tr>
<tr>
<td>3. Select a crossover point, in the chromosome bit strings of the cells, with uniform probability.</td>
</tr>
<tr>
<td>3. Apply a crossover operator to the parent cells and produce two cells with new bit string coding.</td>
</tr>
<tr>
<td>4. Decode the new chromosome bit strings and calculate the probability for the directions of motion of the new cells.</td>
</tr>
<tr>
<td>5. Select the direction of motion for the new cells by 'biased roulette wheel selection'.</td>
</tr>
<tr>
<td>7. Move the cells to their new positions.</td>
</tr>
<tr>
<td>8. Calculate the fitness for the new cells and share fitness with the neighbouring cells.</td>
</tr>
<tr>
<td>9. Calculate and record the cell statistics.</td>
</tr>
<tr>
<td>10. Repeat steps 2 to 9 (N/2) times in order to replace completely the fixed size population for each generation.</td>
</tr>
<tr>
<td>11. Repeat steps 2 to 10 for (n) generations.</td>
</tr>
</tbody>
</table>

**Figure 2-2: Genetic Algorithm Pseudo Code**

In order to distribute the cells in proportion to the grey level intensity of the objects in the image, and avoid convergence onto a few image space regions, some form of distribution of fitness is required. Goldberg and Richardson (1987) defined a sharing function \(sh(d)\) as a function of the variable \(d\) with the following three properties:

\[
0 \leq sh(d) \leq 1, \text{ for all } d \tag{2.3}
\]

\[
sh(0) = 1 \tag{2.4}
\]
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\[
\lim_{d \to \infty} sh(d) = 0 \quad (2.5)
\]

A power law function is chosen by them such that:

\[
sh(d) = \begin{cases} 
1 - \left( \frac{d}{\sigma_{\text{share}}} \right)^\alpha , & d < \sigma_{\text{share}} \\
0 , & \text{otherwise}
\end{cases} \quad (2.6)
\]

Where \( \sigma_{\text{share}} \) and \( \alpha \) are constant values for a particular experiment.

The shared fitness \( f'_p \) of the \( p^{\text{th}} \) cell is defined as its potential fitness \( f_p \) (calculated from \( f_1 \) and \( f_2 \)) divided by its niche count \( m'_p \):

\[
f'_p = \frac{f_p}{m'_p} \quad (2.7)
\]

The niche count \( m'_p \) is given by:

\[
m'_p = \sum_{q=1}^{N} sh(d_{pq}) \quad (2.8)
\]

Where \( N \) is the number of cells in the population and \( d_{pq} \) is the Euclidean distance between the \( p^{\text{th}} \) and \( q^{\text{th}} \) cells.

The directions of motion of a cell are chosen according to a probability, which is coded into the fixed length chromosome bit string associated with each cell. The sum of the probabilities is set equal to 1.0. The directions associated with each probability are adopted from Dewdney (1989) and are shown in Figure 2-1.
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These directions define the amount of translation and rotation performed by the cells during each generation. P1 and P2 provide clockwise (Right and Hard Right), and P4 and P5 an anti-clockwise (Hard Left and Left) rotation of the cell. P0 moves the cell in the forward direction, while P3 reverses the direction of motion of the cell.

2.4 Experiments and Results

Various experiments were performed with simple geometric shapes, using a grey scale from 0 to 255, in a square image of 100 by 100 pixels. Two hundred cells were developed for a succession of one hundred generations. The crossover probability was set at 0.8, with $\alpha$ having a value of 15.0 pixels and $\alpha$ equal to 1.0. The following simple tests were repeated for the fitness functions $f_1$ and $f_2$ as defined above:

1. One square object (A) centred at pixel co-ordinates (50, 50), with dimensions of 41 pixels by 41 pixels having a grey level of [127] and zero background.
2. One square object (A), with centre and dimensions as above, having a grey level of [200] and a grey level of [63] as a uniform background.
3. Two square objects (B & C), with dimensions of 21 by 21 pixels, having grey levels [127] and [255] respectively and zero background. The centres of the objects are the pixel co-ordinates (25,25) and (75,75) respectively.
4. A repeat of test 3 with the lower intensity object (left) moving down the image and the higher intensity object (right) moving up the image. Both objects moved 1 pixel every 5 generations.
5. A repeat of test 2 with added uniformly distributed noise, having a standard deviation of±11.6 grey levels.

The positions of the objects in each image and the final distribution of the cells for each of the above tests are shown in Figure 2-3.
For the single object tests, with the fitness function $f_1$, the cell distribution was correctly centred on the object. The mean (x, y) co-ordinates for the cells were within 2 pixels of the centre of the object. The cells positioned themselves over the total area of the object in numbers proportional to the relative brightness of the object and the corresponding background. The standard deviation of the cell (x, y) co-ordinates was proportional to the size of the objects. For the two object tests, with fitness function $f_1$, the cells correctly positioned themselves over the whole area of each object.

The number of cells in each object was in proportion to their relative brightness, i.e. the population fitness was shared between the objects and/or backgrounds (Figure 2-4).

For the single object cases, using the fitness function $f_2$, the cells correctly positioned themselves onto the edges of the objects in approximately equal numbers. For the two object tests, with this fitness function, the cells correctly moved to the edges of the objects in numbers approximately proportional to the relative grey levels of each object (Figure 2-5).
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<table>
<thead>
<tr>
<th>Test</th>
<th>Object</th>
<th>Mean Co-ordinates</th>
<th>Standard Deviation</th>
<th>Number on Each Object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>Y</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>51.0</td>
<td>50.0</td>
<td>13.2</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>48.0</td>
<td>48.0</td>
<td>14.0</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>27.0</td>
<td>26.0</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>75.0</td>
<td>75.0</td>
<td>6.9</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>25.0</td>
<td>43.0</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>75.0</td>
<td>56.0</td>
<td>7.0</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>49.0</td>
<td>51.0</td>
<td>13.4</td>
</tr>
</tbody>
</table>

Figure 2-4: Final Distribution of the Cells in Each Image for F1

<table>
<thead>
<tr>
<th>Test</th>
<th>Object</th>
<th>Mean Co-ordinates</th>
<th>Standard Deviation</th>
<th>Number on Each Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>Y</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>A(L)</td>
<td>30.0</td>
<td>51.0</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>71.0</td>
<td>52.0</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>A(L)</td>
<td>30.0</td>
<td>50.0</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>71.0</td>
<td>49.0</td>
<td>1.6</td>
</tr>
<tr>
<td>3</td>
<td>B(L)</td>
<td>14.0</td>
<td>23.0</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>B(R)</td>
<td>35.0</td>
<td>24.0</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>C(L)</td>
<td>64.0</td>
<td>74.0</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>C(R)</td>
<td>86.0</td>
<td>75.0</td>
<td>1.6</td>
</tr>
<tr>
<td>4</td>
<td>B(L)</td>
<td>15.0</td>
<td>45.0</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>B(R)</td>
<td>36.0</td>
<td>44.0</td>
<td>1.7</td>
</tr>
<tr>
<td>4</td>
<td>C(L)</td>
<td>64.0</td>
<td>55.0</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>C(R)</td>
<td>86.0</td>
<td>59.0</td>
<td>1.6</td>
</tr>
<tr>
<td>5</td>
<td>A(L)</td>
<td>29.0</td>
<td>49.0</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>71.0</td>
<td>50.0</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Figure 2-5: Final Distribution of the Cells in Each Image for F2

The direction of motion probabilities as stored in the chromosome of each cell, which were developed for the fitness function $f_1$, showed a general rotation in the clockwise and anti-clockwise direction. A bias towards $P_3$, which indicates a reversal in the direction of motion of the cell, was also apparent. Development of a large value for $P_3$ is a characteristic of an edge in the image (Figure 2-6). The fitness function $f_2$ developed cells with a strong bias to reverse their direction of motion ($P_3$). Clockwise ($P_2$) and anti-clockwise ($P_4$) rotation were also developed depending on the conditions of the test (Figure 2-7). The development of the direction of motion probabilities and the number of cells on each object were similar for objects of different grey level intensity and were influenced by the fitness function rather than the size of the object.
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<table>
<thead>
<tr>
<th>Test</th>
<th>Object</th>
<th>P0</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>0.11</td>
<td>0.2</td>
<td>0.07</td>
<td>0.24</td>
<td>0.22</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>0.17</td>
<td>0.23</td>
<td>0.10</td>
<td>0.10</td>
<td>0.24</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>0.14</td>
<td>0.10</td>
<td>0.10</td>
<td>0.26</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.13</td>
<td>0.11</td>
<td>0.10</td>
<td>0.24</td>
<td>0.24</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>0.02</td>
<td>0.19</td>
<td>0.07</td>
<td>0.30</td>
<td>0.14</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.02</td>
<td>0.18</td>
<td>0.10</td>
<td>0.29</td>
<td>0.14</td>
<td>0.27</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>0.09</td>
<td>0.28</td>
<td>0.10</td>
<td>0.20</td>
<td>0.18</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Figure 2-6: Final Distribution of the Cell Direction of Motion Probabilities for F1

<table>
<thead>
<tr>
<th>Test</th>
<th>Object</th>
<th>P0</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A(L)</td>
<td>0.04</td>
<td>0.02</td>
<td>0.12</td>
<td>0.72</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>0.02</td>
<td>0.03</td>
<td>0.12</td>
<td>0.72</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>A(L)</td>
<td>0.04</td>
<td>0.05</td>
<td>0.13</td>
<td>0.4</td>
<td>0.35</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>0.01</td>
<td>0.05</td>
<td>0.14</td>
<td>0.41</td>
<td>0.36</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>B(L)</td>
<td>0.06</td>
<td>0.05</td>
<td>0.38</td>
<td>0.42</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>B(R)</td>
<td>0.04</td>
<td>0.06</td>
<td>0.39</td>
<td>0.40</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>C(L)</td>
<td>0.03</td>
<td>0.04</td>
<td>0.39</td>
<td>0.42</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>C(R)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.39</td>
<td>0.42</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>4</td>
<td>B(L)</td>
<td>0.03</td>
<td>0.08</td>
<td>0.17</td>
<td>0.39</td>
<td>0.27</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>B(R)</td>
<td>0.06</td>
<td>0.08</td>
<td>0.16</td>
<td>0.36</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>C(L)</td>
<td>0.03</td>
<td>0.08</td>
<td>0.17</td>
<td>0.37</td>
<td>0.29</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>C(R)</td>
<td>0.03</td>
<td>0.05</td>
<td>0.17</td>
<td>0.38</td>
<td>0.30</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>A(L)</td>
<td>0.08</td>
<td>0.03</td>
<td>0.16</td>
<td>0.39</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>A(R)</td>
<td>0.09</td>
<td>0.04</td>
<td>0.15</td>
<td>0.39</td>
<td>0.27</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Figure 2-7: Final Distribution of Cell Direction of Motion Probabilities for F2

The cells successfully tracked the translational motion of the objects, while maintaining the correct proportion of cells on each object, as in the stationary case. The root mean square (rms) tracking errors, in the y direction, were measured as 1.31 pixels for the left object and 0.90 pixels for the object on the right. Adding noise to the simple geometric shapes in an image did not disturb the positions or distribution of the cells significantly. The cell ratios for the two object case, test 3 and 4, displayed an oscillatory behaviour, caused by the 'division term' in the sharing function (Equation (2.7)). The mean and standard deviation of the cell ratio for the two stationary objects were 2.08 and 0.38 respectively and 2.08 and 0.36 for the moving objects case. The mean value for the cell ratio corresponded to the ratio (2.0) of the grey levels of the objects.

This experiment also shows that the chromosomes can evolve as the object(s) change their positions in the image, i.e. in this case, the development of the chromosome is not significantly affected by
the motion of the objects. The development of the chromosomes in these simple tests was not responsive to different characteristics of the fitness functions. Large values of P3 and P0 did indicate that edges were present in the image, but the chromosomes did not develop any particular pattern that would give more information about the characteristics of the objects in the image.

2.5 Summary and Conclusions

The set of experiments above were presented in a paper at an IEE colloquium (Egan and Picton, 1994) and could possibly be extended into simulating fine grain optical flow with the appropriate fitness functions. This research suggested that controlling the motion of the cells, using the above chromosomes, can be useful for cueing areas of interest in an image, and especially for a sequence of images, where the objects might change their position, orientation or scale. Skew effects could also be taken care of by a suitable fitness function. Unfortunately this form of coding the chromosome only seems to indicate the direction of motion of the fittest cells but does not in itself provide any form of description of an objects shape. Other edge operators could be tried in the fitness function, such as a second differential, which would enable the cells to track the zero-crossing contours in the image. This form of chromosome coding acts as a good tracker, that could be implemented in a fine grained algorithm, but the chromosomes only describe the motion of the cells and not the characteristics of the object being tracked. The sharing process, in practice, would also be expensive on processor timings.

The technique developed in the research work described in this chapter could possibly be extended to an application involving optical flow. Schiff (1994) discussed a hardware implementation of a biological neural system for target localisation. The hardware implementation is derived from a mathematical model of a biological system. “The visual systems of animals have evolved through many millions of years and thus have reached a high degree of optimisation for each specific function. Nervous processing is massively parallel. In vision, many photo-transducers send
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electrical inputs simultaneously into several nervous sub-systems. Each sub-system serves a different final purpose and receives differently pre-ordered sets of inputs.” This paper studies one of these sub-systems that analyses the position, size and motion of a target quickly and accurately.

According to the model used, incomplete information can be completed because of the high redundancy and simultaneous inputs to many photoreceptors.

Huang (1995) discussed optic flow field segmentation and motion estimation using a genetic algorithm, and points out that optic flow motion analysis basically has two related stages. The first stage involves the computation of the optic flow field and the second stage requires a meaningful interpretation of the calculated optic flow field regarding the underlying object structures and motion parameters.

The completion of the above sequence of experiments, using the position of a chromosome, suggested a further set of experiments, described in Chapter 3. These tests were designed to investigate if training a cell to follow a contour would provide chromosomes that could contain information about the characteristics of the traced contour.
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3.1 Introduction

Training a cell to follow a contour, by learning specific sequences of movements, could possibly result in information about the contour being stored in the chromosome of the cell. The chromosome of the cell could be in a form suitable for the application of the methods described by J. Koza for genetic programming (see Koza 1992 and 1994). The chromosome can be structured as a set of functions with parameters. The simple set chosen for the experiments, which are discussed in this chapter, are such actions as turn right, left and move forward. The chromosome represents a hierarchy of actions, which are repeated continuously to traverse the contour.

Another use for this possible coding of the chromosome is in the form similar to that required by a Travelling Salesperson Problem (TSP). After a cell has successfully traced a contour, the contour is coded as the set of paths, which can be traversed on the hierarchical tree. Reproducing the curve then becomes an ordering problem or TSP. Gu and Huang (1994) discussed a method for an efficient local search using search space smoothing. “Due to the rugged terrain surface of the search space, an algorithm often gets stuck at a locally optimum configuration.” In a parameter space, by altering the shape of the objective function, the original problem instance is transformed into a series of gradually simplified problem instances with smoother terrain surfaces. “… an instance with the simplest terrain structure is solved first, the original problem instance with more complicated terrain structures is solved last, and the solutions of the simplified problem are used to guide the search of the more complicated ones.” It is suggested that a significant improvement in performance of conventional local search algorithms can be achieved. The power of the search space smoothing technique relies on “the simplified problem instances and the effectiveness of using the intermediate solutions to guide the search of the increasingly complicated problem instances.”

Experimental results presented in this chapter show that chromosomes could be developed which are able to trace a contour and provide a variety of hierarchical trees for doing so. Some movements
of the cells are very efficient others are more cumbersome. The genetic programming method
suffers from the problem of a variable length chromosome, with the subsequent artificial limit
placed on the maximum length allowed. The solution to the TSP is not very satisfactory and cannot
be achieved in most cases. The genetic programming method is ideal for developing a sequence of
actions or functions, which can be repeated to follow a curve or a trajectory using the chromosome
to hold the sequence of actions or functions. The time taken to find the solution for tracing a set of
contours is considered to be excessive. Although the processing could be done in parallel, it is a
non-trivial problem to ensure that any particular chromosome stayed on its correct contour.

Reconstructing the contour and comparing with a prototype has possibilities for recognition of a
shape but the calculation of a suitable fitness function can be a problem. As the generated contour is
constructed from the fitness calculated by moment descriptors (see section 3.5 below), Fourier
descriptors (see Chapter 4) or pattern matching, the fitness must be linear, i.e. higher fitness must
indicate a shape which is, in fact, nearer the solution than the previous version. The various
problems associated with the generation of a linear fitness function for two dimensional (2D)
contours are discussed in Chapter 7.

3.2 Description of Genetic Programming

Kinnear (1994, page 6) suggests the following as a definition of the genetic programming paradigm.
Genetic programming is an offshoot of genetic algorithms, but in some ways is more of a
generalisation than a specialisation of its parent discipline. The following are the distinguishing
features of genetic programming:

1. Non-linear and usually tree-structured with genetic material. While some genetic algorithms
   have genetic material that is non-linear, linear genetic material remains the rule for genetic
   algorithms. However, genetic programming almost always operates on non-linear genetic
   material, and is usually explicitly tree-structured.
2. **Variable length genetic material.** Genetic programming almost always operates on genetic material that can vary in size. For practical reasons, size limitations on its growth are usually implemented, but these usually allow considerable growth from the original randomly generated population.

3. **Executable genetic material.** Genetic programming is the direct evolution of programs for computers. Thus, in almost all cases the genetic material that is evolved is in some sense executable. Executable is not a precise term. Usually the structures are interpreted by an interpreter, in a language identical or very similar to an existing computer language, or in a very specialised task-orientated language designed for the problem in hand. However, in almost all cases, there is some concept of executing the genetic material by some sort of interpreter in order to perform the desired function from which the fitness is derived.

4. **Syntax preserving crossover.** While many crossover operators for genetic programming have been reported, in most cases they are defined so that the syntactic correctness of the program is preserved.

Koza (1992) demonstrated that “an automatic, domain-independent method can genetically breed computer programs capable of solving, or approximately solving, a wide variety of problems from a wide variety of fields.” and defines the following five major steps when applying genetic programming to a problem:

1. **Set of terminals.** The set of terminals, together with the set of functions, are the ingredients from which genetic programming attempts to construct a computer program to solve, or approximately solve, the chosen problem.

2. **Set of primitive functions.** The set of functions must be identified that are to be used to generate the mathematical expressions that attempt to fit the measured finite sample of data. Each function should be able to accept as its arguments any value and data type that may possibly be returned by any other function in the set.
3. **Fitness measurement.** Each individual computer program in the population is measured in terms of how well it performs in the particular problem environment. The nature of the fitness measure varies with the problem. For some problems, it may be appropriate to use a multi-objective fitness measure, incorporating a combination of factors such as correctness, parsimony, or efficiency.

4. **Parameters for controlling the program evolution.** The Darwinian principal of reproduction, survival of the fittest, and the genetic operation of crossover are used to create a new offspring population of individual computer programs from a current population of programs. The mutation operator may also be used in genetic programming.

5. **Method for designating the result and the criterion for terminating the evolution.** The best individual appearing in any generation of a run i.e. the best-so-far individual is typically designated as the result produced by the run of genetic programming. Termination usually occurs after a set number of evolutionary generations, or when the fitness of the best-so-far solution fails to increase over a set number of generations.

Koza (1992) also noted the following characteristics of genetic programming:

1. The hierarchical character of the computer programs produced is an important feature of genetic programming. In many cases the results produced are default hierarchies, prioritised hierarchies of tasks, or hierarchies in which a particular behaviour subsumes or suppresses another.

2. The dynamic variability of the computer programs that are developed along the way to a solution is also an important feature of genetic programming. It is often difficult and unnatural to try to specify or restrict the size and shape of the eventual solution in advance.

3. The computer programs produced by genetic programming consist of functions that are natural for the problem domain and there is an absence of, or relatively minor roles for pre-processing inputs and post-processing of outputs.
4. The structures (chromosomes) undergoing adaptation are active. They are not a passive encoding of the solution to the problem. Instead, given a computer on which to run, the structures in genetic programming are active structures that are capable of being executed in their current form.

Genetic programming can be scaled up to more difficult problems by means of the automatic discovery of functional sub-units, known as Automatically Defined Functions (ADFs). Koza (1994) discussed the implementation of ADFs within the context of genetic programming by establishing a constrained structure for the individual programs in the population. “Each program in the population contains one or more function-defining branches and one or more main result-producing branches. The result-producing branch usually has the ability to call one or more of the defined functions. Genetic programming will evolve a population of programs, each consisting of a function-defining branch and a result-producing branch. Whether or not the defined function will be actually called is not predetermined, but instead, will be determined by the evolutionary process. Since a constrained syntactic structure is involved, crossover must be performed so that the syntactic structure of all offspring is preserved.”

3.3 Contour Tracing Using Genetic Programming

The initial research work on this aspect of genetic algorithm investigation was based on developing a program, which would evolve the ‘Santa Fe Ant’ (see Koza, 1992) using genetic programming techniques (Figure 3-1). A limit was imposed on the ‘action depth’ and the number of steps allowed to be executed. The ‘action depth’ controls how far along the chromosome the actions of the cell are allowed to proceed. The best 10% from each generation were automatically saved. Chromosomes were selected for reproduction in proportion to their fitness and the whole population was replaced at each generation. Single point crossover was applied without mutation. No limit was imposed on the length of the chromosome. As discussed above, one of the problems associated with genetic
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programming is that the length of the chromosome is able to vary. Eventually the chromosome may have to be truncated to avoid program memory overflow. The truncation method has to be chosen carefully to avoid interference with the operation of the crossover operator.

![Contour Tracing Diagram]

**Figure 3-1: Santa Fe Ant Trail: Contour Following**

The chromosome represents a hierarchical set of actions with parameters, which are activated a number of times each generation in an attempt to trace the contour successfully. Sensor inputs from the environment enable the hierarchical tree to make decisions. The basic functions used in this part of the study are sensor, right, left, advance and sequence. The sensor function looks ahead and activates action 1 if the pixel is illuminated and action 2 if the pixel is not illuminated. The sequence function performs the parameter functions in the sequence specified by the order of its parameters. The right and left functions turn the direction of the sensor to look ahead in the relevant direction. The advance function moves the action one step in the current direction.
The 13-action solution followed the trail in fewer steps than J. Koza’s solution, and finished on the last path element of the trail. Koza’s solution also executed 13 actions, but this solution (Figure 3-2) did not evolve during any run of the program. A program was then developed to identify all the separate paths through the hierarchy defined by the chromosome, in preparation for the contour encoding investigation discussed in section 3.4.

Many solutions were obtained, with two of the best having 11 and 13 actions respectively (see Figure 3-3 and Figure 3-4).
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GENETIC PROGRAMMING: CONTOUR TRACING
HIERARCHICAL TREE STRUCTURE

Figure 3-3: Contour Tracing: Action Sequence 2

GENETIC PROGRAMMING: CONTOUR TRACING
HIERARCHICAL TREE STRUCTURE

Figure 3-4: Contour Tracing: Action Sequence 3
3. Contour Tracing Using Chromosome Motion

3.4 Contour Encoding Using Genetic Programming

The genetic algorithm was then applied to the problem of reproducing a curve from a defined hierarchical tree of paths, functions and parameters. The chromosome was encoded as a set of path numbers as produced from the above path-identifying program. The fitness of each cell after performing the actions specified by its chromosome, was calculated as a function of the final centre of gravity of the path that was traced, the number of each action, the number of paths, and a normalised set of moments (Figure 3-5).

```
SUN 10-OCT-1993 :: 10:50:15
Environment File Name: santafe.pic
SPD File Name: ant.spd (Sequence Path Database)
0 : Initial x Co-ordinate
0 : Initial y Co-ordinate
2 : [ East ] Initial Direction
23 : Final x Co-ordinate
24 : Final y Co-ordinate
4 : [ South ] Final Direction
5 : Number of Paths
53 { Advance }
0
11 { Right Advance Advance }
10 { Left Advance Advance }
50 { Advance }
7 : Number of Moments
-0.1695791
0.5404679
0.5501451
-0.1495313
-0.0369755
-0.0156923
-0.0300447
15.5793103 : Xbar
15.6000000 : Ybar
20.3635374 : Ellipse Major Axis
14.7608223 : Ellipse Minor Axis
0.1535516 : Irradiance
```

Figure 3-5: Trail Encoding File

The TSP program used this information to compare these reference parameters with those calculated for each chromosome in the population, and calculated the fitness of each chromosome using an \( \text{rms} \) error method for each of the parameters shown in (Figure 3-5). Normalised Central Moments (NCMs) were chosen at this stage in the study because the test cases were not necessarily
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closed curves and it was considered that Fourier descriptors would not be appropriate (see Chapter 4). The crossover operator chosen for these tests was modelled on the references to genetic algorithms that have been used to solve the TSP, because the paths taken and the actions that are performed have to be in a particular order for a correct reproduction of the original curve.

Gonzalez (1987, page 419) gives a definition of the standard moment calculations that are reproduced below for completeness. Given a two-dimensional continuous function \( f(x,y) \) the moment of order \((p + q)\) can be defined by the relation:

\[
m_{pq} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^p y^q f(x,y) \, dx \, dy
\]

(3.1)

for \( p, q = 0, 1, 2, \ldots \)

If \( f(x,y) \) is piecewise continuous and has non-zero values only in a finite part of the \( x-y \) plane, then moments of all orders exist and the moment sequence \( (m_{pq}) \) is uniquely determined by \( f(x,y) \). Conversely \( (m_{pq}) \) uniquely determines \( f(x,y) \). The central moments can be expressed as:

\[
\mu_{pq} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x - \bar{x})^p (y - \bar{y})^q f(x,y) \, dx \, dy
\]

(3.2)

where:

\[
\bar{x} = \frac{m_{10}}{m_{00}} , \quad \bar{y} = \frac{m_{01}}{m_{00}}
\]

(3.3)
For a digital image, equation (3.2) becomes:

\[ \mu_{pq} = \sum_x \sum_y (x - \bar{x})^p (y - \bar{y})^q f(x, y) \]  
(3.4)

The normalised central moments, denoted by:

\[ \eta_{pq} = \frac{\mu_{pq}}{\mu_{00}} \]  
(3.5)

where:

\[ \gamma = \frac{p + q}{2} + 1 \]  
(3.6)

for \( p + q = 2, 3, \ldots \)

Teague (1980) noted that if only moments up to the second order are considered, the original image is completely equivalent to a constant irradiance ellipse (Figure 3-6) having a definite size, orientation and eccentricity and centred on the image centroid.

The parameters, \( a, b \) and \( \phi \), of this ‘image ellipse’ are given by:

\[ a = \left( \frac{\mu_{20} + \mu_{02} + \left( \mu_{20} - \mu_{02} \right)^2 + 4 \mu_{11}^2}{0.5 \mu_{00}} \right)^{\frac{1}{2}} \]  
(3.7)

\[ b = \left( \frac{\mu_{20} + \mu_{02} - \left( \mu_{20} - \mu_{02} \right)^2 + 4 \mu_{11}^2}{0.5 \mu_{00}} \right)^{\frac{1}{2}} \]  
(3.8)
for the semi-major \((a)\) and semi-minor \((b)\) axes respectively.

The angle, \(\phi\), for the ellipse tilt is given by:

\[
\phi = 0.5 \tan^{-1} \left( \frac{2\mu_{11}}{\mu_{20} - \mu_{02}} \right)
\]  \hfill (3.9)

The irradiance, \(F\), of the image ellipse is defined by:

\[
F = \left( \frac{\mu_{00}}{\pi ab} \right)
\]  \hfill (3.10)

inside the ellipse and zero outside the ellipse.

There is an ambiguity in the tilt angle \(\phi\) of the ellipse that is resolved by always choosing \(\phi\) to be
the angle between the x-axis and the semi-major axis, i.e. by definition \( a \geq b \) and by choosing the principal value of the function \( \arctan \) such that:

\[
-\frac{\pi}{2} \leq \tan^{-1}(x) \leq +\frac{\pi}{2}
\]  

(3.11)

This paper also pointed out that the image ellipse exists with real \( a \) and \( b \) if, and only if, the function \( f(x, y) \) is non-negative, which is true for irradiance distributions, but not for amplitude distributions.

Sardana (1994) noted that the value of \( \gamma \) when considering the edge pixels of a silhouette is given by:

\[
\gamma = p + q + 1
\]  

(3.12)

which is different than that given in equation (3.6). This difference should be taken into account when using moment descriptors on the boundary pixels of a shape silhouette contour.

### 3.5 Contour Encoding Results and Discussion

A square trail was reproduced on many occasions but very little success was achieved for a simple cross shape (Figure 3-7).

Two principal problems occurred. Firstly, the fitness calculation is not necessarily linear, in the sense that higher fitness sometimes gives a worse shape as seen by the human observer. Secondly, the crossover operators used, which were obtained from the TSP literature, cannot necessarily make the appropriate rearrangements to the chromosome that are required in the final stages of the development of the shape.
Co-occurrence of the various paths, Fourier descriptors and moment descriptors, were also
investigated as candidates for inclusion in the fitness function. The TSP ordering always dominated
the final stages of the evolution of the solution curve.

In general, the various experimental tests showed that the contour of a shape, such as a square,
could easily be reconstructed. Contours of shapes like the cross could be reproduced, but not with
any consistency. The Santa Fe Ant Trail was never reproduced by any of the combination of genetic
algorithm parameters used. The Santa Fe Ant Trail image is equivalent to a TSP with 100 cities to
visit. Figure 3-8 shows the evolution of a solution for the cross-shaped contour. The crossover
probability was 0.6 and the mutation probability was 0.1. A solution appears at generation 78, and
100 solutions were obtained by generation 98.
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Figure 3-8: Solution Evolution for Cross Shape: Pm = 0.1

Figure 3-9 shows the evolution of the maximum fitness in each generation as the solution evolved. A 'best' fitness of 1.0 was achieved at generation 78, showing that the cross contour was correctly reproduced from the contour encoding information in Figure 3-5.

Figure 3-10 shows the evolution of the cross-shaped contour with the same crossover probability but with a mutation probability of 0.6. A solution appears at generation 61, with fitness 1.0 (Figure 3-11), that shows a correct reproduction of the cross shape. The number of solutions was less than for a mutation probability of 0.1 with oscillations in the number of solutions after generation 75. The larger value for the mutation probability appears to find a solution sooner but with more disturbance to the population later in the evolutionary cycle.
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Figure 3-9: Population Maximum Fitness Evolution for Cross Shape: $P_m = 0.1$

Figure 3-10: Solution Evolution for Cross Shape: $P_m = 0.6$
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Figure 3-11: Population Maximum Fitness for Cross Shape: \( P_m = 0.6 \)

The combination of the TSP and incorrect shape appearing from fittest cells indicated at this point in this study that the genetic algorithm could not solve the TSP (e.g. for the equivalent of 100 cities) with any reasonable success. The moment and Fourier descriptors, by themselves, could not provide a 'linear' fitness function. The problems associated with the calculation of the fitness for this type of process are further discussed in the research of Chapter 7. This form of contour encoding would, therefore, seem to be inefficient and difficult to use as an encoding format. A more suitable method is required, that is more efficient and easier to achieve.

3.6 Efficient Contour Encoding

Freeman (1961) described a method that permits the encoding of arbitrary geometric configurations in order to facilitate their analysis by a digital computer. It is shown that simple numerical techniques can determine whether a planar curve is open or closed. “Further, one can cause a given figure to be expanded, contracted, elongated, or rotated by an arbitrary amount.” This paper
discusses the rectangular array type of encoding in which the contour slope function is quantised into a set of eight standard slopes. The paper noted that an encoding scheme for arbitrary geometric curves should be simple, highly standardised and universally applicable to all continuous curves. Freeman (1977) was concerned with the analysis of line drawings and defines a line structure as an assembly of points, line-segments and arcs in an n-dimensional Euclidean space. This paper also describes the various properties of a curve that is encoded with the eight-point chain code, such as chain inverse, chain length, closed chain centroid, area enclosed by a closed chain and polygonal approximation to a chain. A four-point chain code is also possible that will provide a coarser version of the contour coordinate information. Corner detection is also discussed and it is stated that “The presence of a sharp slope discontinuity in an otherwise smooth function is often an indication of an ‘interesting’ feature.”

Lutz (1980) presented an algorithm for the analysis of thresholded digitised images. A thresholded image is composed of pixels that are either of type ‘object’ or ‘non-object’ and the problem of how to ‘connect up’ to the various object pixels is discussed. A series of touching object pixels is defined as a segment and the algorithm describes a single pass method for joining the segments together to form an object. Various rules are given that control the joining process and the use of a ‘segment stack’ forms the basis of the segment connection strategy. Capson (1984) also described a similar method and extracts a polygonal approximation to a contour in a raster-scanned binary image. This method operates on a single line of an image and execution is sequential in a single left to right pass in $O(n)$ time, where $n$ is the number of transitions detected on a line. If the time to process one transition point is fixed, then the maximum time to process a line depends only on $n$ and not on the topology of the objects in a frame. The algorithm described in this paper uses a dynamic data structure that is updated by simply changing a fixed number of links in the structure. There is no need to store the whole image and only the transition points of the raster line being processed are required. Memory storage must be provided for implementing the ‘stack’ type data structures and
for holding the list of contour co-ordinates. Object contours are linked counter-clockwise and hole contours are linked clockwise. In each case all collinear points are removed. The binary image is run-length encoded to provide the x co-ordinate of transition points between the object silhouette and the background in each scan line of the image. Post processing of the lists can determine information such as area, perimeter, moments, curvature and bounding box.

Wilson (1997) drew attention to the fundamental nature of the crack coding scheme and shows that the chain code and the mid-crack code may be derived from the crack code. Relationships are derived between simple measures of the contour perimeter and closed contour area. In this paper the contour is formed by traversing around the outer edge of every pixel on the edge of an object, i.e. along the cracks between adjacent pixels having complementary values. The direction of travel is such that the object pixels are on the right-hand side of the crack. “Where the object is an island the contour is traversed clockwise, while for a lake within an island the traverse is counter clockwise.”

A right enclosing octagon of a contour is introduced as an approximation to the convex hull, which is less sensitive to orientation than is the right enclosing rectangle. This paper suggests that crack coding is simpler to generate than other coding schemes since only four codes have to be generated rather than the eight required for chain coding. Estimates of contour area and higher moments are also simple to calculate.

3.7 Summary and Conclusions

As a result of the research experiments described in this chapter, it was considered that the minimal or most efficient coding produced by the genetic programming method, cannot be better than the Freeman chain code (see Freeman 1961 and 1977). The evolution of chromosomes that can be developed to follow a curve (genetic programming method) and also to reproduce the curve from the codes in the chromosome (TSP method) appeared not to be achievable from the experiments performed and described in this chapter. The curve or contour can be coded by various boundary
tracing processes and characterised by a set of features similar to those used for the fitness functions described above.

The research into the use of a genetic algorithm for providing the necessary shape features was thus redirected into investigating other ways to fully describe the 'dominant' features of a contour, so that improved recognition could be achieved and, if possible, include cases where the contour is partially occluded. The measurement of the dominant features on a contour will be discussed in Chapter 4, and the difficulties associated with the encoding of this dominant point information in a suitable manner for input to a genetic algorithm are investigated.
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4.1 Introduction

The research work described in Chapter 3 investigated the tracing of a curve or contour using a genetic programming algorithm. That method did not evolve chromosomes that would encode any particular features of the curve or contour. In order to investigate further the possible evolution of chromosomes that will encode information about the shape of a curve, the research developed a new method for encoding the various high curvature or Perceptually Important Points (PIPs) along a curve. The discussion of this new method stresses the suitability of the encoding for analysis by a chromosome in a genetic algorithm. The PIPs are the points along a curve, which have high curvature and can be considered to be important for the human observer to help in the recognition process. If a PIP encoding can be found that is suitable for analysis by a chromosome, then it should be possible to code the chromosome in such a way that some of the recognition information can be stored in the chromosome. A later recognition process can then use this information to help recognise a particular shape. The correlation of two contours is discussed and shown to have difficulties because of the phase discrepancies between the spatial frequencies of the contours. The normalisation of a contour before it is input to a genetic algorithm is also analysed. The form of the contour feature data, that is suitable as an input to a genetic algorithm, is an important concept that is developed in this chapter.

4.2 Review of Related Work.

A list of the related contour analysis references is provided in Figure 4-1. Most of the related work concerns the analysis of principal information points and dominant points on a contour. These references discuss a variety of ways to identify the points of high curvature on digitised contours. Active contour and multi-scale contour analysis research is also appropriate to the research work.
described in this chapter. Little research work seems to have been reported in the literature on symbolic analysis or affine transform analysis. The Fourier and moment descriptor references in the table are of a general nature.

<table>
<thead>
<tr>
<th>Related Work</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Contours</td>
<td>Capson, 1984; Eviatar and Somorjai, 1996; Fejes and Rosenfeld, 1997; Kass, 1988; Park and Han, 1997; Xu, 1994.</td>
</tr>
</tbody>
</table>

**Figure 4-1: Contour Analysis Algorithm References**

Pavlidis (1980) reviewed a variety of algorithms for shape analysis and classified them under various criteria, such as whether they examine the boundary only or the whole area of the shape and whether they describe the original shape in terms of scalar measurements or through structural
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descriptions. Detection of curvature maxima, combinations of curve fitting techniques, syntactic
techniques and decomposition algorithms were among the methods reviewed. The integration of
stochastic models and syntactic techniques and the further development of stochastic grammars
were suggested as desirable methods. This paper noted that, in the long term, decomposition
techniques may prove to be the most desirable, because they often provide descriptions which are
closer to human intuition than the contour following techniques.

Trier (1996) presented an overview of feature extraction methods for off-line recognition of
segmented (isolated) digit characters and noted that the selection of a feature extraction method was
probably the single most important factor in achieving high recognition performance. The various
feature extraction methods were discussed in terms of invariance properties, reconstructability and
expected distortions and variability of the characters. The problem of choosing the appropriate
feature extraction method for a given application was also discussed.

Brault and Plamondon (1993) defined the basic concepts associated with the measurement of a PIP
along a contour. For each point on a contour, a vertex was iteratively constructed around this point,
with the help of the neighbouring points either side (pairs), until some terminating condition is met.
There must exist some geometric condition such that some pairs of points cannot be considered to
be part of the domain of a vertex centred on that point. This paper also noted that pairs of
neighbouring points do not contribute with equal weight to making a vertex look important.

Lin (1998) proposed a modified morphological corner detection method that found convex and
concave significant points on a contour using simple integer arithmetic. Loss of corner information
was reduced by a measurement of the line-segment distance between two contiguous significant
points on the shape boundary contour. This method enabled the detection of concave and convex
corners to be processed in parallel. Satisfactory results were obtained in detecting significant points
that gave an accurate approximation to the shape boundary contour.
Sarkar (1993) described a simple, but efficient, algorithm for the detection of significant points of chain coded curves. A polygonal approximation was achieved by joining successive significant vertices.

Fu (1997) presented a Curve Bend Function (CBF) based method to extract the main features of a contour. This function utilised two quantities one was referred to as a Curve Bend Angle (CBA) that measured the bending degree at each point on the contour and the other that was referred to as a type coefficient that characterised properties such as convexity and concavity of simple curve segments. A local maxima or minima of the CBF corresponded to a critical point on the contour. The sign of a peak value indicated the related CBA being an inner or outer angle.

Wu and Huang (1990) developed a human face profile recognition system with learning capabilities. Cubic B-splines were used to extract the ‘interesting’ points (turning points) and a total of six interesting points are extracted. From the five segments of the curve, determined by these interesting points, twenty-four features were calculated.

Cinque (1998) presented a new method for shape description consisting of an approximation of a shape by a variable number of Bézier curve segments. Segments of the shape were approximated by using Bézier cubic curves which best interpolate the end points of the contour shape segments. Cubic polynomials were chosen because they were good approximations of the curve segments but were not as complex as higher degree polynomial functions. This method is translation, rotation and scale invariant. A Bézier segment was completely defined by the position of the two end points and the magnitude and gradient of the tangent vectors at these end points.

Yuan and Suen (1995) described an algorithm for identifying straight lines in a chain code representation of a contour. The algorithm determined the straightness of the digital arcs by constructing a passing area around the contour pixels.
Xin (1996) discussed contour matching in medical images and uses contour curvature as an important descriptor of a shape. This paper noted that curvature must satisfy the following requirements:

1. The curvature is invariant under rotation and translation.
2. The curvature is a local, scale dependent feature. A series of contours can be matched at any desired scale by using a multi-scale approach.
3. A curvature difference for corresponding points on two contours can be interpreted as the local deformation that has to be applied between these points in order to transform one curve into the other.

Zhu and Chirlan (1995) noted that a critical point is normally considered as a contour point with a maximum curvature. "For a parametric contour \( x(t) \) and \( y(t) \), if the second derivatives of \( x(t) \) and \( y(t) \) exist, curvature is strictly defined as:

\[
k(t) = \frac{\dddot{x}(t) \dddot{y}(t) - \ddot{x}(t) \dddot{y}(t) - \ddot{x}(t) \dddot{y}(t)}{\left( \dddot{x}(t)^2 + \dddot{y}(t)^2 \right)^{\frac{3}{2}}} \tag{4.1}
\]

In this case, curvature at a point \( p \) is dependent only on the data in an arbitrary small region \((p - \delta, p + \delta)\). However, for a discrete curve, curvature can only be approximated. Approximation of curvature at a point \( p \) is dependent on the data in a support region \((p - k\Delta, p + k\Delta)\), where \( \Delta \) is the sampling period. Because the support region is not arbitrarily small, the value of \( k \) must be found for every feature point. This is difficult, because different sizes of features require different support regions. This is why no strict mathematical definition of curvature exists for discrete curves."

Kass (1988) defined an active contour as an energy-minimising spline that was guided by external...
constraint forces and influenced by image forces that will pull the active contour towards features such as lines and edges. Active contours locked onto nearby edges, localising them accurately. Active contours provided a unified account of a number of visual problems, including motion tracking and stereo matching.

Lai and Chin (1998) presented an integrated approach to modelling, extracting, detecting and classifying deformable contours in noisy images. This approach was based on a generalised active contour model (g-snake). The contour representation for an arbitrary shape was stable, regenerative and invariant under affine motions. This shape model was combined with Markov random fields that exerted influence over the arbitrary shape to allow for local deformations. Contour extraction was equivalent to an energy minimisation in the g-snake model.

Wong (1998) proposed a segmented snake (active contour) in which the global optimisation of a closed snake curve was converted into local optimisations on a number of open snake curves. A closed snake model was initially used to locate the contour near the object boundary where the overall energy reached its minimum value. A recursive split-and-merge procedure was then developed to determine the final object contour. Instead of using a constant normal force in the open snake, a function of the normal force along a boundary segment was measured based on a contour/not-contour type of criterion for the local contour segment. The proposed method was able to locate accurately all convex, concave and high curvature parts of an object boundary.

Pardo (1997) presented velocity field estimation for the points on moving contours. This method determined the corresponding point in the next image by minimising the curvature change of a given contour point. This paper noted that, “Although the 3D motion of a contour changes the piecewise arc-lengths of the contour in a 2D image, the local curvature distribution along the contour is preserved relatively” and concluded that “Since the curvature distribution is preserved regardless of a contour motion, curvature information of the contour provides an important cue to
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the point correspondence problem”.

Asada and Brady (1986) introduced a representation of the significant changes in the curvature along the bounding contour of a planar shape. This representation was referred to as the ‘Curvature Primal Sketch’ (CPS) because of the close analogy to the primal sketch representation advocated by Marr and Hildreth (1980) for describing significant intensity changes. A set of primitive parameterised curvature discontinuities was defined and an expression was derived for the convolutions of this set with the first and second derivatives of a Gaussian. An algorithm was described that calculated the CPS by matching the curvature discontinuities over a range of scales for a convolved shape.

Lee and Pan (1992) discussed off-line signature representations and proposed a multi-resolution critical-point segmentation method to extract local feature points at varying degrees of scale and coarseness. By representing a signature at varying degrees of resolution, the author was able to generate a hierarchical representation of the signature that can be used at a later stage for recognition and verification. A critical-point normalisation method was introduced to make the representation translation, rotation and scaling invariant. The normalisation method was based on the eigenvalues and eigenvectors of the covariance matrix of the distributed critical points.

Mokhtarian and Mackworth (1986) discussed the problem of finding a description, at varying levels of detail, for planar curves and matching two such descriptions. Path-based Gaussian smoothing techniques were applied to the contour to find zeros of curvature at varying levels of detail. The result was the ‘generalised scale space’ image of a planar curve that was invariant under rotation, uniform scaling and translation of the contour. Mokhtarian (1995) described a light box that is used to obtain silhouette images that are segmented to obtain the boundary contour of an object. The boundary contour was classified as convex or concave. Convex curvature was recognised using
four high-scale curvature extrema points. *Curvature Scale Space* (CSS) representations were calculated for concave curves. The CSS model was a multi-scale organisation of the natural, invariant features of a contour (curvature zero-crossings or extrema) and useful for reliable recognition of the correct model because it placed no constraints on the shape of an object.

Cong and Ma (1998) addressed the problem of corner enhancement based on the principles of curvature scale space. A General Geometric Heat Flow (GGHF) algorithm was used to investigate the conditions that satisfy the scale space criteria. Corner enhancement criteria were also proposed which required that new corners should not be generated as the existing corners were enhanced. A new curve evolution scheme was presented that can enhance strong corners, suppress noise and was able to satisfy the scale space criteria.

Rosin (1998) presented an alternative method to representing curves at a single or fixed number of scales that represented a curve at its *natural* local scales. Several approaches to determining the local natural scales of curves were described. This paper noted that various, possibly overlapping sections of curves, should be represented at certain specific scales depending on their shape. Results were presented for the zero-crossing of curvature density method, with smoothing applied to merge similar curved sections.

These extracts from the relevant literature indicate a selection of the techniques used to identify the major shape characteristics of a contour. The new technique for identifying the PIPs along the length of a contour that is developed in this chapter uses similar principles as the techniques discussed above. The main function of the new technique is to collect the contour feature data in such a way that this information can be input into a genetic algorithm is a satisfactory manner. The collection of curvature information was chosen because it can take into account a varying resolution of data collection along the curve and, using the spatial frequency normalising method, the curve can be filtered to provide multi-scale information. Thus the contour can be analysed with a fine and
coarse resolution which will potentially increase the information available for recognition purposes.

4.3 Contour Analysis and Normalisation

4.3.1 Image Contours

Images have contours of some feature, usually grey level. The contour can be of other features such as a first differential or edge filtering operation or the zero crossings of a second differential filtering operation. Assuming any particular contour can be segmented from the other contours a method has to be defined to filter the contour in such a way that the principal information or curvature points (PIPs) can be measured. The basic information about a contour can be obtained as a chain code, which stores the directions of the curve in units of 45 degrees (see Chapter 3). The contours may be closed or touch the side of the defining patch. The shape characteristics or features can be contained in either the contour or the region enclosed by the contour. Only the shape contour PIP information was considered in this research and closed contours were preferred because the Fourier theory, which was used, applies strictly to cyclic data. Contours touching the defining patch boundary can be tagged as such and sections on the patch boundary will be expected to be 'straight'. Contours may also be 'inside' or 'outside', depending whether the boundary tracing was along the outside of the contour (clockwise) or along the inside of the contour (anti-clockwise).

4.3.2 Contour Normalisation

The contour information has to be normalised in some manner, in preparation for the recognition part of the process. A shape contour can be at any orientation, at any position in the image and the object may be of any size relative to the size of the image. Various views of the contour have to be adjusted to a normalised orientation, position and size before any recognition processes are applied. Fourier theory was used to perform this normalisation.

This research extrapolated the \(x, y\) co-ordinates of the contour to fill the nearest larger 'power of
two array. This interpolation is a simple sub-sampling of the original curve. The contour co-
ordinates were then transformed to produce the spatial frequencies associated with the contour. The
contour co-ordinates have to be sampled and stored into the real and imaginary parts of the input
data array. The Discrete Fourier Transform (DFT) is made invariant to translation by setting the
zeroth spatial frequency, which is equivalent to the centre of gravity or centroid of the contour, to
zero. The centroid is recorded for comparison with other contours when objects are expected to
have more than one contour associated with them.

The principal axes for the first spatial harmonic were calculated and the spatial frequencies were
rotated by the angle that the major axis makes with the horizontal (x-axis). A check was applied to
make sure the major axis is aligned with a standard direction. The addition of 180 degrees is
sometimes required to normalise the direction of the major axis of the contour. The spatial
frequencies are now normalised for rotation in the plane of the 2D contour. The spatial frequencies
now have to be normalised for size. This can be achieved by dividing all spatial frequencies by the
modulus of the first harmonic. The normalisation process must also preserve the correct aspect ratio
of the object.

The final normalisation required that the starting point be adjusted to line up with the correct end of
the normalised major axis of the first harmonic of the spatial frequencies. Each spatial frequency
was rotated by an amount proportional to its frequency. The various methods for achieving this
correction are discussed below. The literature survey indicated that this starting point correction is
often not performed but it is essential for improved results when using a contour for comparison
with a training set contour database for classification purposes.

The fully normalised spatial frequencies, together with their various normalisation parameters, can
now be stored as a representation of the original contour. Typically the first, say, 30 spatial
frequencies, were recorded so that further processing is not too excessive. Note that the spatial
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frequencies have to be stored for both the \(x\) and the \(y\) co-ordinates and that each spatial frequency is a complex number.

4.3.3 Related Work on Fourier Descriptors

The Fourier spatial frequencies or Fourier Descriptors (FD) themselves can be used to classify various contours into their respective classes. Mahmoud (1994) used Fourier descriptors and contour analysis for the recognition of Arabic characters. The contours of the primary part of the character were extracted, together with the dots and the hole contours. The Fourier descriptors and contour curvature features were calculated for the primary part of the character. The dots and hole features were then used to further identify a character. The features are compared to a model using a distance measure. The run-lengths and direction of the contour chain codes were also used in the recognition process and are classified into concave and convex features. This paper noted that, "... the use of several recognition techniques is necessary to achieve higher recognition rates for Arabic characters".

Wu and Sheu (1997) used Fourier descriptors to achieve contour correspondence between two stereo images. The contours were expressed as epipolar lines of which the slope and the intercept functions were expressed as Fourier series. The contour correspondence was calculated using a Minimal Spectrum Distance (MSD). This paper noted the following:

1. Fourier descriptors are capable of approximating functions with finite discontinuity.
2. The constant term of the Fourier descriptors gives the position of the contour.
3. The first harmonic term associated with the Fourier descriptors gives the orientation of the contour.

4.3.4 Related Work on Moment Descriptors

The techniques of moment analysis can also be used to further clarify the FD, by adding particular extra features to those provided by the Fourier descriptors. Teague (1980), Cash and Hatamain

Jiang and Bunke (1991) addressed the problem of efficient computation of moments from the boundary of a digital area and considered that boundary-based computation was better than the usual region-based approaches, because the data dimension of boundary representations was substantially smaller than that of region representations. A simple iterative algorithm was proposed for the calculation of moments from a polygonal approximation of the boundary contour. An adaptation of the algorithm can also be used to calculate the moments from the run-length chain code of the boundary.

Mukundan (1993) considered the problem of estimating the 3D rotational parameters of a rigid body from its monocular image data, and used moments to identify the camera view axis direction in the body-fixed reference frame. The relative attitude of the rigid body was then expressed in terms of quaternion parameters to model the outputs of a video sensor in attitude control simulations.

Sardana (1994) investigated the use of internal edge details of an object, especially when the information does not form a closed curve. Edge Standard Moments (ESM) were developed that are invariant to location, scale and rotation. Invariant moments were usually applied to the silhouette of an object and this paper extended this concept to the case of arbitrary edges.

Wang (1994) proposed a new shape descriptor, called Moment Fourier Descriptor (MFD), that can describe a complex object composed of a set of closed regions. This descriptor was shown to be independent of the translation, rotation and scaling of the object. The essential advantage of this
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descriptor was that it could be used to recognise more complex patterns than the traditional Fourier descriptors. After the area centroid was found and the number \( N \) of angularly equi-spaced radial vectors were formed, the moments of every radial vector were calculated. By performing Fourier analysis on these moments the moment Fourier descriptors were obtained.

Mertzios and Tsirikolias (1993) referred to the use of a modified set of moments for the development of efficient shape discrimination and classification. These moments were normalised with respect to standard deviation of the contour pixel co-ordinates and appear to improve classification performance. They were also less sensitive to noise.

Slusek (1995) described a prototype object by a family of shapes. These shapes were created by occluding the object by circles (of different radius) located at the centre of the object area. The moment invariants of such shapes were functions of a parameter describing the size of the circles. Using these functions it was possible to create many shape descriptors from a single moment invariant. There was, therefore, no need to use the higher order moments. This paper noted that moments of higher order than two are sensitive to digitisation errors, minor shape deformations, camera non-linearity and the non-ideal positioning of the camera. A method was presented for using moment invariants of order two, to create more position invariant descriptors and to improve the resolution of these descriptors.

4.3.5 Moment and Fourier Descriptor Problems

The problem usually remains that a variety of different shapes have very similar Fourier descriptor and moment descriptor values, especially when an \( \text{rms} \) Euclidean error method is used. This particular problem also manifests itself when moment descriptors or Fourier descriptors are used as a fitness measure for a genetic algorithm. As mentioned in the research of Chapter 3, the fitness of a chromosome may be improving and indicating that a certain shape comparison is the fittest for a particular generation, but another chromosome can be reproduced that apparently has a better shape
comparison depending on the *rms* error method being used. When the human observer compares the two shapes the second chromosome's comparison is in fact worse than that of the first chromosome. Hence a further "description" of the contour is required.

The Fourier descriptors are often used in the spatial frequency domain where the phase information is ignored by using the magnitude only of the complex spatial frequency, or the phase information adds too much variation to the shape characteristics, so that recognition success is limited. In general it is preferable to work in the spatial domain, in order to reduce the interference from the phase information in the spatial frequencies and to collect 'spatial' features of the contour for an input to a genetic algorithm. Sakano (1996) discussed the reconstruction of a contour from feature vectors, and highlighted the difficulty of finding the best operators for the reconstruction. The solution may not be unique, hence the loss of recognition capability. A proper matching of the contour information to the genetic algorithm for analysis is by no means trivial, and will be discussed later in this chapter. The stored Fourier descriptors and any associated parameters (e.g. moment descriptors, aspect ratio, and relative centroid) are used to reproduce the original contour in the x-y plane.

### 4.4 Contour Correlation

This section describes several experiments designed to show the difficulties and problems associated with the correlation process. Figure 4-2 to Figure 4-9 show the first five spatial frequencies of a variety of contours and the correlation of the radial spokes (Ip and Shen, 1998) for the same contours. Radial spokes are drawn from the centroid to the perimeter of the shape contour at equal angle intervals. The length of the spokes forms the basis for the calculation of features for the contour. The number of spokes is typically 60, but depends on the spatial resolution required for the calculation of the contour features. Figure 4-2 shows the spatial frequencies for two normalised aircraft contours that are similar. The aspect ratios (0.49 and 0.38) are for the first spatial frequency
ellipse of each shape respectively. The ellipses show the phase differences between the $x$ and $y$ spatial frequencies. Even for two very similar contours, it can be seen that the magnitude and phase of the spatial frequencies differ significantly. The two lower graphs, in Figure 4-2, show the $rms$ error between the $x$ and $y$ magnitudes of the various spatial frequencies. The $rms$ error is plotted vertically and the number of spatial frequencies is plotted horizontally. The first $rms$ error in the $x$ spatial frequency is zero, because the spatial frequencies are normalised to give a value of 1.0 to the first $x$ spatial frequency magnitude. The maximum $x_{rms}$ magnitude error is obtained as 0.069 for the second spatial frequency and the maximum $y_{rms}$ magnitude error is 0.056 for the first spatial frequency.

**Figure 4-2: Aircraft Fourier Descriptors 1 to 5**

Figure 4-3 shows the two contours in the $x$-$y$ plane as transformed back from the spatial frequency domain. Thirty spatial frequencies have been used for the transform. Superimposed on the contour is an equivalent contour, produced by calculating the radial spokes from the centroid of the contour at six degree intervals (Angular Bin Size = 6). A histogram is produced of the radial spokes at the
six-degree angle intervals and the longest spoke in the histogram bin is selected for the display.

Increased resolution of the angular bin size will allow the spokes to match the contour more accurately, but will require more processing time.

Figure 4-3: Aircraft Spoke RMS Errors

A one dimensional (1D) correlation is performed on the length and angle of the longest spoke in each histogram bin. The shape of the correlation output curve is shown in the lower half of the display (Figure 4-3). The value and position of the maximum and minimum in the correlation output are also displayed and are identified by a cross on the output curve. For these two similar contours, the maximum radial correlation is 0.958 at position 1 in the histogram. The maximum angular correlation is 0.861 at position 61 in the histogram. These values indicate good correlation, as would be expected. Comparison of the \( \text{rms} \) magnitude error also shows a small value, thus confirming the good correlation results.

Figure 4-4 and Figure 4-5 show the results for the correlation of a contour with itself. As expected,
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the $rms$ magnitude error for the thirty spatial frequencies is zero and the correlation of the spoke lengths and angles is 1.0 at position 1 in the histograms.

This contour example is the author's signature, which has been reconstructed using thirty spatial frequencies.

Figure 4-6 and Figure 4-7 display the spatial frequency and correlation results for two similar contours of the digit two. The left digit was hand written by the author and the right digit was obtained by scanning the image database for the Open University tutorial, T396 Block 3 Technology, pp. 8 - 9. The $x_{rms}$ magnitude errors are low when only including the first two spatial frequencies but the $y_{rms}$ magnitude errors are quite large at 0.252 in histogram position 1. The radial correlation is high, (0.758 at histogram bin position 1), but the angular correlation is low, being only 0.462 at bin position 2. Both the $rms$ magnitude error and the correlation information, for these two contours, show how sensitive the correlation process is to these measures or features of the contours.
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Figure 4-4: Signature Fourier Descriptors 1 to 5

Figure 4-5: Signature Spoke RMS Errors
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Figure 4-6: Digit Two Fourier Descriptors 1 to 5

Figure 4-7: Digit Two Spoke RMS Errors

Figure 4-8 and Figure 4-9 show the features for two dissimilar contours: an aircraft and the digit.
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two. The \textit{rms} magnitude errors indicate high values, (0.302,) only in the y direction. The radial and angular correlation results show a poor match, 0.578 at bin index 29, for the radial histogram and, 0.312 at bin index 28, for the angular histogram. In this case, the correlation information is required to be able to distinguish the two contours. The \textit{rms} magnitude errors would be inconclusive.

The \textit{rms} correlation error shown above the radial correlation curves on the figures indicates the \textit{rms} error between the radial and angular correlation curves shown in each figure. Small values would indicate a good match between the two correlation curves. Figure 4-3 shows good matching with values of 0.034 and 0.082. Figure 4-5 does not display any values for the case where the two contours are the same. Figure 4-7 shows larger values than Figure 4-3, (0.165 and 0.134,) even though the contours are similar. Figure 4-9 gives similar values to Figure 4-7 but with two dissimilar contours. It would seem, therefore, that the similarity of the 1D radial and angular correlation curves is not necessarily a good indication of the similarity of the original contours.
These research results have been included to indicate the problems that occur when Fourier descriptors are used as features of a contour. The \textit{rms} magnitude errors normally show large differences when contours are dissimilar, and the differences for contours that are similar but of different shapes are usually small and can vary considerably. The \textit{rms} magnitude errors do not, in general, provide enough resolution to distinguish similar but different shapes. The 1D correlation of the radial and angular information of a contour usually provides better results. Because the spokes are measuring the radial dimensions of the contour, the correlation curves are dependent on the methods used to normalise the contour information. Hence a further variety of matching methods are required to help recognise a particular contour, in order to avoid a variety of objects being matched as being similar which the human observer would say were not the same.

A further measurement on a contour can be made which will improve the discrimination between
similar shapes and, at the same time, not match dissimilar shapes. The principal curvature positions or PIPs along a contour can be measured and used to provide a ‘description’ of the contour in terms of its major ‘shape characteristics’. These measurements are discussed later in this chapter in section 4.6.

4.5 Contour Fourier Analysis

4.5.1 Introduction

The various methods of Fourier analysis and the new PIP calculation technique are now described in detail. Different parts of the contour can be allocated a particular ‘description’ that can be used to refine the previously mentioned ambiguities. A form of multi-scale (resolution) analysis can also be provided, when ambiguities have to be resolved. The multi-scale can either be in the form of an ‘increasing length window’ that is used to measure the PIPs, or the spatial frequency bandwidth used to reconstruct the contour. The identification of parts of a contour may be possible, which may introduce the possibility for the recognition of partially occluded objects.

The following textbooks describe the relevant properties of the Fourier descriptors, Gonzalez and Wintz (1987, pages 404 to 409), Dougherty and Giardina (1988, pages 370 to 385), Heijden (1994, pages 261 to 270) and Sonka (1994, pages 205 to 212). Zahn and Roskies (1972) provided a general reference for the Fourier descriptors of a plane closed-curve. Rosin and Venkatesh (1993) suggested that “... contours contain many different sized structures and hence these structures need to be described at multiple scales”, and “... instead of describing the contour at all scales, it is more efficient to identify the most significant scales that best represent the structures in the contour”. Granlund (1972), Pei and Lin (1995) and Rothe (1996) all considered the various methods for the normalisation of a contour. Granlund (1972) noted that the Fourier coefficients contain information about size, orientation and a phase factor that is dependent upon the starting point along the contour.
Pei and Lin (1995) developed a normalisation algorithm that transforms a pattern into its normal form, such that it is invariant to translation, rotation, scaling and skew. The covariance matrix of a pattern was first calculated and the pattern was then rotated according to the eigenvectors of this covariance matrix. The pattern was then scaled along the two eigenvectors according to the eigenvalues, in order to bring the pattern to its most compact form. After this process, the pattern was invariant to translation, scaling and skew. By applying tensor theory, a rotation angle was found which could make the pattern invariant to rotation.

Rothe (1996), in particular, discussed the affine invariants that have not been included in the contour normalisation process described in this chapter.

The Fourier analysis of a contour forms an essential part of the research work described in this chapter. The analysis is used for two purposes: firstly to filter the spatial frequencies of the contour, e.g. low pass filter the contour, and secondly, after normalisation for translation, rotation, size and start point, to reconstruct the curve in the spatial domain for shape recognition purposes. The extraction of features takes place in the spatial frequency domain and in the spatial (x-y co-ordinate) plane. The spatial frequency domain, by itself, is not sufficient to fully distinguish one contour from another. Information from the spatial domain is also required, especially when part of the contour may be obscured.

### 4.5.2 Fourier Analysis Principles

The main principles of Fourier analysis, as described in the references and text books, are included for completeness and are listed as follows:

1. The boundary of a region is an unambiguous representation of the region.
2. Any parameters that describe the boundary implicitly characterise the region.
3. The boundary becomes more descriptive if the representation is that of a closed curve.
4. The contour of a region refers to an ordered set of boundary points.
5. Let \((x_0, y_0)\) be the start point for the contour. The length of the perimeter is denoted by \(P\). Let \(s\) be the running arc length of the boundary traversed in the clockwise direction. The traversal ends at the point \((x_0, y_0)\), when all the boundary points have been visited, and where \(s = P\).

6. The contour associated with a region is a path consisting of the boundary points \((x, y)\) of the region.

7. There are two main representations of the contour, namely: Freeman chain codes (Freeman, 1961 and 1977) which describe the direction of the contour at each point and a boundary list, an ordered list of \((x, y)\) co-ordinates for the contour.

8. The contour points can be either 4-way or 8-way connected. 4-way connected points trace a path that only has the four compass directions North, East, South and West. 8-way connected points may be joined diagonally as well (NE, SE, SW and NW). Care must be taken when sampling the contour that the samples are equally spaced in the spatial domain.

9. The boundary list corresponds to a parametric curve \([x(s), y(s)]\), where \(s\) is the running arc length relative to the start point \((x_0, y_0)\).

10. The co-ordinates \([x(s), y(s)]\) can be regarded as two periodic functions with period \(P\).

11. Since the contour is closed, i.e. no gaps, these functions are continuous.

12. The image plane can be considered as a complex plane such that

\[
z = x + jy, \text{ where } j = \sqrt{-1}
\]

(4.2)

13. The closed contour is now a complex, periodic and continuous function, i.e.

\[
z(s) = z(s + P)
\]

(4.3)

14. Fourier series expansion of a periodic function requires the calculation of the complex amplitudes \(Z_k\) of harmonic functions, with frequencies that are multiples of \(\left(\frac{1}{P}\right)\).
15. Therefore we can write:

\[ z(s) = \sum_{k=-\infty}^{\infty} Z_k \exp \left( \frac{2\pi j k s}{P} \right) \]  

(4.4)

and

\[ Z_k = \frac{1}{P} \int_{s=0}^{s=\rho} Z(s) \exp \left( \frac{-2\pi j k s}{P} \right) ds \]  

(4.5)

where \( k = \ldots -2, -1, 0, +1, +2, \ldots \)

16. These complex harmonics (spatial frequencies) are named ‘Fourier descriptors’ of the contour.

17. For a uniformly sampled contour, the Fourier descriptors can be calculated using the DFT:

\[ Z_k = \frac{1}{N} \sum_{n=0}^{N-1} Z_n \exp \left( \frac{-2\pi j nk}{N} \right) \]  

(4.6)

where \( Z_n \) are the sampled contour points and \( N \) is the number of contour points.

18. When the number of sample points is a power of 2, the more efficient Fast Fourier Transform (FFT) can be used.

**4.5.3 Properties of Fourier Descriptors**

The various properties of the Fourier descriptors are listed for completeness as follows (these properties could also be used as part of the feature set for a contour):

1. If the contour is non-fractal like, the perimeter must be finite. A finite number of terms of the Fourier series can establish an approximation of the contour with arbitrary accuracy.

2. The area \( (A) \) of the contour is given by:

\[ A = \pi \sum_{k=-\infty}^{+\infty} \left| Z_k \right|^2 \]  

(4.7)
3. The perimeter \( (p) \) of the boundary is given by:

\[
p^2 = 4\pi^2 \sum_{k=-\infty}^{\infty} k^2 |Z_k|^2
\]

(4.8)

4. Normalisation for translation. \( Z_0 \) is the centroid of the contour, but not necessarily of the region. This term is set equal to \((0,0)\) to normalise the spatial frequencies.

5. Normalisation for scaling or size. When the whole contour is scaled by a factor \( S \), all Fourier descriptors are scaled by the same factor \( S \). Hence normalisation is achieved by dividing all Fourier descriptors by modulus \([Z_1]\) (First spatial frequency). The aspect ratio of the contour should be preserved by normalising the \( x \) and \( y \) co-ordinates separately, otherwise rectangles will not be distinguished from squares. This normalisation effectively makes the first harmonic ellipse for all shapes approximately the same size (i.e. the major and minor axes of the first harmonic ellipses are the same lengths).

6. Normalisation for rotation. When a contour is rotated by an angle \( \theta \), all Fourier descriptors are multiplied by \( e^{i\theta} \). Note this will be a complex multiply in the spatial frequency domain. The angle of rotation is obtained from the first harmonic ellipse, and is the angle of rotation which is required to place the major axis of the first harmonic ellipse parallel to the horizontal \( x \)-axis, i.e. zero phase angle. An angle of 180 degrees may have to be added to the rotation angle in order that the directions of the major and minor axes are all normalised correctly.

7. Normalisation for start point. The start point for the contour will depend on the original orientation of the contour. In order to normalise the contour for a varying start point position, the start point is moved an angle \( \Phi \) given by \( \Phi = \frac{2\pi s_0}{p} \) where \( s_0 = \) distance along the contour arc which places the start point at the end of the major axis of the first harmonic. In order to adjust correctly the phases of all the other harmonics, each harmonic is multiplied by \( e^{ik\Phi} \), where \( k \) is the harmonic frequency, i.e. each harmonic is rotated in the spatial domain, relative
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to the first harmonic, by an amount that is proportional to its spatial frequency. The spatial frequencies of the contour will then 'line-up' and reconstruct the correct shape for the contour.

8. Only the spatial frequencies of interest for a particular contour need to be processed. Once the spatial frequencies of the contour have been normalised, an inverse DFT can be performed to produce a normalised contour. The spatial frequencies are now in units of cycles/contour and, therefore the number of points on the reproduced contour can be chosen to suit the resolution required by the problem. Thus all normalised curves will have the same number of points, which will make comparisons between curves more accurate. The number of contour points used in the following analysis was chosen to be 512, because this value was between the lowest sampling value, 128, and the highest sampling value, 2048, used to digitise the test contours. The normalised contour can now be used to collect distinguishing features of the shape. Figure 4-10 shows an aircraft reconstructed from 200 spatial frequencies, Figure 4-20 shows the same aircraft with 10 spatial frequencies and Figure 4-29 shows the aircraft contour reconstructed using 25 spatial frequencies.
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The research work described in this section discusses the problem of how the PIP measurements on a contour can be input into a genetic algorithm in a suitable manner. The usual use of a genetic algorithm is to adjust the parameters associated with the solution(s) of a problem. The PIP data collected by this new method described below has been developed specifically during the research for genetic algorithm input and not primarily as a PIP calculation technique.

The contour points are available as \((x, y)\) co-ordinates and/or Freeman direction chain codes (0 to 7). The Freeman chain codes represent the directions clockwise in steps of 45 degrees, with 0 indicating a North direction and 4 indicating a South direction. The contour is obtained from the output of the Fourier smoothing and normalisation process described above. The number of contour points, \(N\), will be of a constant value (512). This new method is similar to those proposed in the literature, but is significantly different because of the emphasis on collecting information suitable
for input into a genetic algorithm.

The important characteristics of this new technique for calculating PIPs along a contour can be summarised as follows:

1. Use is made of the efficient Freeman chain code.
2. A coarse/fine sampling of the contour is provided.
3. The use of Fourier analysis for the normalisation of a closed contour allows for multi-scale processing of the contour.
4. The technique can be satisfactorily applied to geometric shapes.
5. The implementation is simple and is suitable for a hardware implementation.

The PIPs on a contour are calculated as shown in sections 4.6.1 to 4.6.4

4.6.1 Collection of Direction Histogram

A direction histogram is collected for each point on the contour. The direction histogram is an 8 by 8 matrix that identifies the contour change in direction (curvature) at each point along the contour. The histogram position \([j, k]\) is incremented such that \([j]\) is the direction (0 to 7) at a point \((i)\) on the contour, and \([k]\) is the direction (0 to 7) at a point \((i + 1)\) on the contour, where (0 to 7) are the Freeman chain code directions. The 8 by 8 matrix allows for both 4-way (using the 0, 2, 4, 6 Freeman chain code directions) and 8-way (using the Freeman chain code directions 0 to 7, (see also Chapter 3)) connected contour points. The direction histogram is shown in Figure 4-11 where the horizontal axis shows the first direction \([j]\) while the vertical axis shows the second direction \([k]\). The axes are labelled with the appropriate compass and Freeman chain code directions.
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<table>
<thead>
<tr>
<th>Second Direction [k]</th>
<th>First Direction [j]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (0)</td>
</tr>
<tr>
<td>N (0)</td>
<td></td>
</tr>
<tr>
<td>NE (1)</td>
<td></td>
</tr>
<tr>
<td>E (2)</td>
<td></td>
</tr>
<tr>
<td>SE (3)</td>
<td></td>
</tr>
<tr>
<td>S (4)</td>
<td></td>
</tr>
<tr>
<td>SW (5)</td>
<td></td>
</tr>
<tr>
<td>W (6)</td>
<td></td>
</tr>
<tr>
<td>NW (7)</td>
<td></td>
</tr>
</tbody>
</table>

**Direction Histogram Bins**

<table>
<thead>
<tr>
<th>East to South Corner (A=0)</th>
<th>North-East to South Corner (a=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>a max-value</td>
</tr>
<tr>
<td>---</td>
<td>-------------</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

**Direction Histogram Bin Contents**

Figure 4-11: Contour Direction Histogram Bin Contents

Let \( i \) be the index of the point on the contour (Figure 4-12). Consecutive pairs of contour points are indexed from \((i - n)\) to \((i + n)\), where the value of \( n \) is specified at the start of the histogram collection. As the value of \( n \) increases the detail stored in the histogram will become coarser.

Typically \( n = 5 \), but \( n \) may also be a function of the number of original points on the contour, or a set of values when a type of multi-resolution analysis is being performed. The element of the direction histogram \([j, k]\) is incremented for each pair of contour points, where \( j \) = direction at
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$(i) + m$, and $k$ = direction at $(i + 1) + m$ for $m = -n$ to $+n$. The direction histogram therefore contains the curvature or gradient details over a section of the contour of size $(2n + 1)$ points.

Because the contour is a closed, wraparound at the start and finish of the stored contour points will not introduce any discontinuities at these extreme data points. $N$ direction histograms are collected over the whole contour where $N$ equals the number of sample points along the contour.

![Contour Direction Histogram Collection](image)

**Figure 4-12: Contour Direction Histogram Collection**

A PIP % calculation is performed that indicates how many times the change in direction at a point on the contour is contained within the main-diagonal of the direction histogram. Non-zero bins off the main-diagonal indicate discontinuities in the contour direction at a single point on the contour. Dividing this count by the number of points on the contour gives the fraction of the contour that changes smoothly at each point on the contour. Figure 4-13 shows the PIP % for an aircraft contour as the spatial frequency is varied. The PIP % is greater than 90% for spatial frequencies between 10 and 100 cycles per contour. Therefore approximately 10% of the contour points have discontinuities.
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associated with them between these spatial frequencies and this percentage will also be an estimate for the number of PIPs along the contour.

![Figure 4-13: Aircraft Contour: PIP % versus Spatial Frequency](image)

**4.6.2 Principal Sub-Histograms**

Eight sub-histograms are now defined along the main diagonal, as shown by the example A, B, C, and D (Figure 4-11). The sum of the histogram elements in each sub-histogram is calculated and the maximum value is noted together with its index in the direction histogram. If the example sub-histogram (A) were the maximum value, the data recorded would be \([\text{max-index}, \text{max-value}]\), i.e. \([3, \text{max-value}]\). The values for max-index range from 0 to 7 and correspond to the histogram index for the bin designated as A in the example in Figure 4-11. The maximum possible value for max-value will be \((2n+1)\), when all the change-in-direction information is contained in one sub-histogram in the direction histogram. There will, therefore, be one sub-histogram for each point on the contour (a total of \(N\) sub-histograms), which may contain the maximum or principal change-in-direction of the contour over a region centred on each contour point. The number of points in this region is controlled by the value \(n\).

The lower half of Figure 4-12 shows two examples of discontinuities on a contour, an East to South Corner and a North-East to South Corner. The lower half of Figure 4-11 shows the contents of the
4. Perceptually Important Points on a Contour

direction histogram and the principal sub-histograms as the sample point traverses (clockwise) the discontinuity (corner) on the contour. The value of \( n \) equals 2, i.e. 5 points are sampled on the contour (±2 points). Bin \( a \), for the East to South Corner, initially contains the value 5. This value decreases around the corner to the value zero. Bin \( b \) contains the value 1 while the corner point is contained within the 5 samples. Bin \( D \) increases in value until the sample point has passed through the corner at which point it contains the value 5. Bins \( a \) and \( D \) are principal sub-histograms and indicate the principal directions of the contour over the sample length (5). A non-zero value in the bin \( b \) (off main-diagonal) indicates that a discontinuity is present on the contour. The row marked in bold, for \( i = 5 \), shows the point at which the discontinuity is identified. The maximum count in the principal sub-histogram changes from \( a \) to \( D \) at this point. A similar process occurs for the North-East to South Corner where the principal sub-histogram bins are \( c \) and \( D \), and the off main-diagonal bin is \( d \). The change in the principal sub-histogram index (from \( a \) to \( D \) or \( c \) to \( D \)) indicates the presence of a PIP on the contour, i.e. from 2 to 4 and 1 to 4 respectively.

Figure 4-10 shows the original shape of an aircraft contour (200 spatial frequencies), and Figure 4-14 shows the first normalised spatial frequency for this aircraft contour. Note that the original starting point (indicated by a cross) for the contour has been normalised to the position at the right hand end of the major axis for the ellipse.

Figure 4-14: Aircraft Contour : 1 Spatial Frequency
Figure 4-15 shows an example set of PIPs for the first normalised spatial frequency and displays the index of the principal (maximum valued) sub-histogram as the contour is traversed in a clockwise direction. This index is traced in the lower half on the left of the figure, with the vertical axis showing the values 0, 3 and 7. These PIPs correspond to the positions on the contour, where the principal sub-histogram index changes. These points are plotted above the sub-histogram index display and identified by the crosses superimposed on the filtered contour trace.

4.6.3 Principal Sub-Histogram Rules

A number of rules can now be defined in order to identify the various PIPs along a contour. Two simple rules are investigated by the research work in this chapter that are able to provide information about a contour in a suitable form for input to a genetic algorithm. The rules are specified as follows:

1. Rule 0 measures the change in the index for the principal sub-histogram and, hence, measures the positions on the contour at which the index of the maximum valued sub-histogram changes. This rule captures most of the PIP information along a contour. This first level of PIP identification effectively obtains the coarsest positions for the PIP along the contour. Further rules are required to identify and extract the PIP between the above coarse PIP positions along the contour.
2. Rule 1 considers how the contents of $A$, $B$, $C$ and $D$ of the principal sub-histogram behave along the contour (Figure 4-11). A secondary or less coarse PIP is identified when the values $(A+C)$ and $(B+D)$, within the principal sub-histogram, change their values relative to each other. A secondary PIP is identified when $(A+C) > (B+D)$ changes to the condition $(B+D) \geq (A+C)$. This rule (1) identifies the position along the contour when the predominant directions within the principal sub-histogram change relative to one another.

Other rules are possible and recommended further research is discussed in Chapter 9.

A display of the first spatial frequency for an aircraft contour, using rule 1, is shown in Figure 4-16. Note that the coarse PIP curve (Figure 4-15) has not changed, but extra PIPs are added to the contour, indicated by the extra crosses displayed on the contour, and by the extra points on the PIP plot above the main PIP information lower display. Note also that the PIP % does not change when applying rule 1. This is because rule 1 introduces extra PIP information that is calculated from changes within a principal sub-histogram, whereas the PIP % is calculated using the off main-diagonal direction histogram bins.

This new method for finding the PIPs on a contour has been developed with processing times in mind. Matching polygons and cubic splines to the curvature of a contour appear to be unnecessarily
complex methods for finding the PIP information on a contour. Approximate positions and
directions for the PIPs may be all that are usually required for a recognition process, and where
possible a multi-scale and a coarse to fine contour sampling should be made available when using
any particular method. The positions of the PIPs on a contour do not have to be identified exactly
because further processing only resolves the PIP directions into the 8 Freeman chain code
directions.

4.6.4 Perceptually Important Point Characteristics

This research has also investigated two characteristics of this new method for finding PIPs along a
contour. These two characteristics provide a check on the new method and these characteristics
should to be present for a PIP calculation technique to be considered suitable for use with the
genetic algorithm developed in Chapter 5. These two characteristics are listed as follows:

1. The first characteristic concerns the ability of the new method to identify the PIP as the contour
   is reconstructed with an increasing number of spatial frequencies (multi-scale).

2. The second characteristic concerns the ability of the new PIP identification method to identify
   the appropriate PIP information correctly as the sampling length increases (coarse/fine).

Various experiments were performed to confirm that the new technique for PIP calculation had
these two characteristics and the results are summarised in Figure 4-14 to Figure 4-71.

Figure 4-14 to Figure 4-43 show the PIP positions, on an aircraft contour, for a sample of spatial
frequencies varying from 1 to 200 cycles/contour. Examples for the rules 0 and 1 are included in the
figures. The original contour is shown in Figure 4-10, and the rest of the figures are then in groups
of five showing the normalised reconstructed contour with the PIP positions for rules 0 and 1.

Accompanying each PIP display is the corresponding processed PIP information, which has the
direction for each PIP resolved to the 8 Freeman chain code directions. Note that rule 1 identifies
the PIPs on the first spatial frequency ellipse more accurately than rule 0.
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Figure 4-17: Aircraft Contour: 5 Spatial Frequencies

Figure 4-18: Aircraft Contour: 5 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-19: Aircraft Contour: 5 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-20: Aircraft Contour: 10 Spatial Frequencies

Figure 4-21: Aircraft Contour: 10 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-22: Aircraft Contour: 10 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-23: Aircraft Contour: 15 Spatial Frequencies

Figure 4-24: Aircraft Contour: 15 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-25: Aircraft Contour: 15 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-26: Aircraft Contour: 20 Spatial Frequencies

Figure 4-27: Aircraft Contour: 20 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-28: Aircraft Contour: 20 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-29: Aircraft Contour: 25 Spatial Frequencies

Figure 4-30: Aircraft Contour: 25 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-31: Aircraft Contour: 25 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-32: Aircraft Contour: 50 Spatial Frequencies

Figure 4-33: Aircraft Contour: 50 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-34: Aircraft Contour: 50 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-35: Aircraft Contour: 100 Spatial Frequencies

Figure 4-36: Aircraft Contour: 100 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-37: Aircraft Contour: 100 Spatial Frequencies: Rule 1: PIP - PIP Directions
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Figure 4-38: Aircraft Contour: 150 Spatial Frequencies

Figure 4-39: Aircraft Contour: 150 Spatial Frequencies: Rule 0: PIP - PIP Directions

Figure 4-40: Aircraft Contour: 150 Spatial Frequencies: Rule 1: PIP - PIP Directions
The underlying shape of the maximum valued sub-histogram index curve (at the lower half of the PIP display, vertical axis labelled 0, 3 and 7) remains basically the same for values greater than 25 cycles/contour for the spatial frequencies of the reconstructed contour. Rule 1 appears, in general, to
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give a slightly better approximation to the contour. Note that this new method of PIP identification finds the PIPs on a contour but may not necessarily match the PIP directions exactly along the contour.

Two measurements can be made while collecting the PIP information along a contour. These measurements are listed as follows:

1. The percentage of the contour covered between the PIP.
2. The number of PIPs measured on the contour.

Experimental results using these measurements are discussed in the following paragraphs.

The experimental results for the aircraft contour are summarised in Figure 4-13 and Figure 4-44 to Figure 4-45. The first 50 spatial frequencies calculate the PIP % to be > 90%, which reduces to approximately 85% at a spatial frequency of 200 cycles/contour. The number of PIPs (Rule 0, Figure 4-44) increases up to the 25 cycles/contour and then varies in an approximate band between 30 and 40 PIPs. Hence reconstructing the contour with spatial frequencies about 25 cycles/contour provides a reasonable selection of PIPs. The number of PIPs for Rule 1, Figure 4-45, varies in a similar manner between 40 and 55 PIPs.

Figure 4-44: Aircraft Contour : Number of PIP versus Spatial Frequency : Rule 0
Figure 4-45: Aircraft Contour: Number of PIP versus Spatial Frequency: Rule 1

Figure 4-46 to Figure 4-54 show, for the aircraft contour, the PIP information and the PIP directions for increasing length of the sampling points, i.e. increasing value for \( n \). Rule 1 was used in each case. The number of PIPs decreases as the length of the sample points increases. The ‘best’ set of PIPs, from visual inspection, appears for sampling lengths from \( \pm 2 \) to \( \pm 5 \) contour points. The results are summarised in Figure 4-55 to Figure 4-58. The PIP % (Figure 4-55) is \( > 98\% \) for sample points \( \leq \pm 5 \) (i.e. 11 sample points) along the contour. The number of PIPs reduces as the number of sample points increases (Figure 4-57) and at \( \pm 5 \) sample points gives approximately 50 PIP identifications.

Figure 4-46: Aircraft Contour: 1 Sample Point: PIP - PIP Directions
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Figure 4-47: Aircraft Contour: 3 Sample Points: PIP - PIP Directions

Figure 4-48: Aircraft Contour: 5 Sample Points: PIP - PIP Directions

Figure 4-49: Aircraft Contour: 7 Sample Points: PIP - PIP Directions
Figure 4-50: Aircraft Contour: 9 Sample Points: PIP - PIP Directions

Figure 4-51: Aircraft Contour: 11 Sample Points: PIP - PIP Directions

Figure 4-52: Aircraft Contour: 21 Sample Points: PIP - PIP Directions
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Figure 4-53: Aircraft Contour: 31 Sample Points: PIP - PIP Directions

Figure 4-54: Aircraft Contour: 41 Sample Points: PIP - PIP Directions
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Figure 4-55: Aircraft Contour: PIP % versus Number of Sample Points

Figure 4-56: Aircraft Contour: PIP Time versus Number of Sample Points
4. Perceptually Important Points on a Contour

Figure 4-57: Aircraft Contour: Number of PIP versus Number of Sample Points

Figure 4-58: Aircraft Contour: Number of PIP (Compressed) versus Number of Sample Points

Compressed PIP data combines together line-segments with the same directions, hence effectively reducing the number of PIPs on the contour. Figure 4-58 shows the number of PIPs for compressed PIP data. Figure 4-56 shows the time taken to collect the PIP information as the number of sampling points increases.
4. Perceptually Important Points on a Contour

Figure 4-59 to Figure 4-67 show similar results for the contour of the digit two. For the sample length of ±5 contour points the PIP % is > 85% (Figure 4-68) and the number of PIPs decrease to the value < 30 (Figure 4-70) at ±5 sample points along the contour. The number of PIPs for the compressed data reduces to less than 30 over the same number of sample points (Figure 4-71). The time to collect the PIP data (Figure 4-69) shows the same linear curve as that for the aircraft contour (Figure 4-56) and the time taken is the same for both contours. The same time is achieved by normalising all contours to the same number of points (512).

Figure 4-59: Digit Two Contour: 1 Sample Point: PIP - PIP Directions

Figure 4-60: Digit Two Contour: 3 Sample Points: PIP - PIP Directions
4. Perceptually Important Points on a Contour

Figure 4-61: Digit Two Contour: 5 Sample Points: PIP - PIP Directions

Figure 4-62: Digit Two Contour: 7 Sample Points: PIP - PIP Directions

Figure 4-63: Digit Two Contour: 9 Sample Points: PIP - PIP Directions
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Figure 4-64: Digit Two Contour: 11 Sample Points: PIP - PIP Directions

Figure 4-65: Digit Two Contour: 21 Sample Points: PIP - PIP Directions

Figure 4-66: Digit Two Contour: 31 Sample Points: PIP - PIP Directions
4. Perceptually Important Points on a Contour

Figure 4-67: Digit Two Contour: 41 Sample Points: PIP - PIP Directions

Figure 4-68: Digit Two Contour: PIP % versus Number of Samples
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Figure 4-69: Digit Two Contour: PIP Time versus Number of Sample Points

Figure 4-70: Digit Two Contour: Number of PIP versus Number of Sample Points
4. Perceptually Important Points on a Contour

Figure 4.71: Digit Two Contour: Number of PIP (Compressed) versus Number of Sample Points

This research has shown that, for the two characteristics of the PIP identification, the new method is insensitive both to the range of spatial frequencies used to reconstruct the normalised contour, and to the range of the length of sampling points used to calculate the principal sub-histogram values. Rule 1 improves the positioning of the PIPs, especially on an elliptically shaped reconstructed contour (first spatial frequency).

These figures and graphs have been presented to show that the new technique for identifying the PIPs along a normalised reconstructed contour provides the PIP positions with an appropriate amount of 'visual' accuracy to a human observer. The 'accuracy' obtained is measured by the PIP % and the number of PIPs being approximately constant over a range of reconstruction spatial frequencies and number of sample points. This range is found not to be critical but is in the region of < 50 cycles/contour and ≤ ± 5 sample points along the contour. Note that the value of 25 cycles/contour and ± 5 sampling contour points are used for the contour information used by the genetic algorithm, as described in Chapter 5.
4. Perceptually Important Points on a Contour

4.7 Genetic Algorithm Input

The basic PIP information (Figure 4-72) is not at this stage in the processing, in a form that is suitable for input to a genetic algorithm. This PIP information is initially in the form of normalised PIP $x$, $y$ co-ordinates relative to the centroid of the contour and has to be transformed into PIP line-segment vector information as shown in Figure 4-73 for a triangular contour. Figure 4-79 shows the PIPs for a triangular contour, using rule 1, with the PIP line-segment vector positions and directions displayed on the right of the figure. The maximum spatial frequency in the reconstructed contour is 25 cycles/contour and the number of sample points along the contour is ±5 contour points. The number of PIPs on the contour is 20, the PIP % equals 97.85%, and the PIP aspect ratio equals 1.14. Note, also, that the corners of the triangle have been identified as PIPs.

<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>PIP Normalised X Co-ordinate</th>
<th>PIP Normalised Y Co-ordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>86</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>89</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>98</td>
<td>55</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>55</td>
</tr>
<tr>
<td>6</td>
<td>-2</td>
<td>54</td>
</tr>
<tr>
<td>7</td>
<td>-74</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>-82</td>
<td>54</td>
</tr>
<tr>
<td>9</td>
<td>-94</td>
<td>54</td>
</tr>
<tr>
<td>10</td>
<td>-98</td>
<td>54</td>
</tr>
<tr>
<td>11</td>
<td>-98</td>
<td>53</td>
</tr>
<tr>
<td>12</td>
<td>-6</td>
<td>-106</td>
</tr>
<tr>
<td>13</td>
<td>-2</td>
<td>-114</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>-116</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>-116</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>-113</td>
</tr>
<tr>
<td>17</td>
<td>14</td>
<td>-96</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>-90</td>
</tr>
<tr>
<td>19</td>
<td>25</td>
<td>-76</td>
</tr>
<tr>
<td>20</td>
<td>28</td>
<td>-72</td>
</tr>
</tbody>
</table>

Figure 4-72: PIP Co-ordinates for a Triangular Contour
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<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>38</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>31</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>0</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>2</td>
<td>45</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 4-73: PIP Vector Information for a Triangular Contour

These PIP line-segment vectors provide a spatial description of the individual line-segments between PIPs along a contour. Observing these PIP line-segment vectors as groups around the contour will make it possible to identify various sections of the contour, possibly even when parts of the contour have been occluded. If this PIP line-segment vector information can be input into a genetic algorithm so that the genetic algorithm can evolve a number of ways to observe these groups of PIPs around the contour, then the ‘best’ ways to observe the contour can be identified.

These PIP co-ordinates are recorded and are in a normalised form, so that the position of the PIP is in a similar location for various examples of a particular contour. The PIP aspect ratio is calculated from the maximum and minimum x and y PIP co-ordinates. The value of this aspect ratio can be used as a contour feature in a recognition process if required.

The PIP information in Figure 4-73 has to be rearranged into a suitable form for use by a genetic algorithm. The PIP co-ordinates are converted into vectors, i.e. length and direction, where the
direction is resolved into one of the 8 Freeman chain code directions (0 to 7). The bounding rectangle, calculated from the maximum and minimum values for the PIPx and y co-ordinates, is also divided into quadrants. The quadrants are centred on the centroid of the normalised contour (Figure 4-79) and the processed vector PIP information is shown in Figure 4-73. Note that the start and finish quadrant information has been added to the PIP vector length and direction, and that the vector length values have been scaled to a total PIP vector length of 255 units. The quadrants are numbered from 0 to 3 in a clockwise direction starting from the top left-hand quadrant.

The PIP information, in Figure 4-73, can be further processed (compressed) to combine the individual vectors that have the same direction and are sequential in the PIP list (Figure 4-74). This compressed list of PIP vectors is treated as a cyclic list. In this way the PIP information is independent of the starting point in the list, i.e. sequential line-segment vectors will be joined over the end of the list with the vectors at the beginning of the list with the same directions. A PIP vector length of zero indicates a rounding down resolution in the integer arithmetic.

<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>84</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>86</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>86</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 4-74: Compressed PIP Vector Information for a Triangular Contour
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<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>PIP Normalised X Co-ordinate</th>
<th>PIP Normalised Y Co-ordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>96</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>47</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>7</td>
<td>-4</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>-30</td>
<td>48</td>
</tr>
<tr>
<td>9</td>
<td>-56</td>
<td>47</td>
</tr>
<tr>
<td>10</td>
<td>-80</td>
<td>48</td>
</tr>
<tr>
<td>11</td>
<td>-92</td>
<td>44</td>
</tr>
<tr>
<td>12</td>
<td>-96</td>
<td>27</td>
</tr>
<tr>
<td>13</td>
<td>-94</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>-96</td>
<td>-31</td>
</tr>
<tr>
<td>15</td>
<td>-90</td>
<td>-46</td>
</tr>
<tr>
<td>16</td>
<td>-79</td>
<td>-48</td>
</tr>
<tr>
<td>17</td>
<td>-48</td>
<td>-47</td>
</tr>
<tr>
<td>18</td>
<td>-24</td>
<td>-48</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>-47</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>-48</td>
</tr>
<tr>
<td>21</td>
<td>56</td>
<td>-47</td>
</tr>
<tr>
<td>22</td>
<td>80</td>
<td>-48</td>
</tr>
<tr>
<td>23</td>
<td>92</td>
<td>-44</td>
</tr>
<tr>
<td>24</td>
<td>96</td>
<td>-27</td>
</tr>
</tbody>
</table>

Figure 4-75: PIP Co-ordinates for Rectangular Contour

Figure 4-75 to Figure 4-77 show similar information for a rectangular contour, with the PIP line-segment vector information shown in Figure 4-80.
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<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>0</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>1</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>1</td>
<td>13</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4-76: PIP Vector Information for Rectangular Contour

<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>84</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>84</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>42</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4-77: Compressed PIP Vector Information for a Rectangular Contour

The compressed PIP vector information for a circular contour is shown in Figure 4-78 and displayed in Figure 4-81.
### 4. Perceptually Important Points on a Contour

<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>0</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>36</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

**Figure 4-78: Compressed PIP Vector Information for a Circular Contour**

Figure 4-79 to Figure 4-81 show that the new PIP measurement method designed by the research in this chapter calculated the PIPs for regular geometric shapes correctly. Other techniques reported in the literature often have difficulty obtaining the PIPs for these types of regular geometric shapes.

**Figure 4-79: Triangular Contour PIP - PIP Positions and Directions**
4. Perceptually Important Points on a Contour

![Figure 4-80: Rectangular Contour PIP - PIP Positions and Directions](image)

![Figure 4-81: Circular Contour PIP - PIP Positions and Directions](image)

4.8 Summary and Conclusions

The research work reported in this chapter has investigated and developed a new technique for obtaining information about a contour that is in a form suitable for use by a genetic algorithm. In order to compare contours from the same shaped object, it is essential to normalise the co-ordinates of the contour so that the comparison will be independent of translation, rotation, scale and contour starting point. The application of an affine transformation (Lu, 1997 and Ip and Shen, 1998) may be appropriate to overcome any skew present in a sequence of images. Normalisation for skew has not been considered in this research but is recommended that it should be included in any future research work.
4. Perceptually Important Points on a Contour

The correction for contour start point is rarely mentioned in the literature. The relevant references either assume that this correction is applied or do not perform it at all. It is hard to understand how correct contour features can be obtained without performing the contour start point correction. Care must also be taken when normalising a contour to make sure that the normalising method correctly transfers the start point to the correct end of the first spatial frequency ellipse.

In order to improve the recognition capabilities of Fourier and moment descriptors, this research has shown that it is necessary to obtain some information about the PIPs or dominant points along a contour. The position of these PIPs, for correctly normalised contours, will most likely provide the extra information required to arbitrate in the cases where the Fourier descriptors and moments cannot provide the necessary spatial resolution to distinguish shapes which are similar but of different objects. The references studied on the topic, of identifying the positions of high curvature on a contour, all seem to concentrate on the accuracy of the methods. Some references looked at the extra information contained in a multi-scale analysis of a contour. Most methods reported in the literature require a set of parameters that usually have fairly critical values. Very few references investigated the more geometric shapes, such as squares, rectangles, triangles and general polygons.

A new method has been developed in this chapter that finds the predominant curvature changes on a contour. A multi-scale analysis of the contour is also possible with this new method, by varying the spatial bandwidth of the reconstructed contour, using a Gaussian shaped low-pass filter in the spatial frequency domain, and by varying the length of the contour sample points, which are involved in the curvature calculations. The range of values for these parameters is flexible and the PIP positions do not vary significantly within the experimental ranges used. Multi-scale analysis reported in the literature usually uses a Gaussian convolution process in the spatial domain. This new method can perform the same filtering operation in the spatial frequency domain as the contour is being normalised and hence is more efficient.
The design of a format for the contour information, which is in a form suitable for input to a recognition process or genetic algorithm, was a difficult task. Finalising the design of the contour information effectively fixed the structure of the chromosomes in the genetic algorithm and also influenced how the fitness of a chromosome is calculated. The process of matching the environmental information about a contour to the chromosome in the genetic algorithm was not trivial and, in practice, the research effort took a considerable length of time to finalise a suitable method for transferring contour PIP information into the genetic algorithm. The chromosome structure for the genetic algorithm that matches the PIP information along a contour is discussed in Chapter 5.

The research work reported in this chapter has confirmed that one of the main difficulties with all the methods used to analyse the properties of a contour is in the collection of a set of numerical data that is suitable for input into a genetic algorithm and/or recognition process. After applying the new technique for PIP identification, as described above, on a variety of contours, the results obtained have indicated that this new technique was suitable for the production of normalised PIP line-segment vectors. With the inclusion of the start and finish quadrant information these PIP line-segment vectors can provide the extra information which will enhance the recognition capabilities of the Fourier descriptors and moment descriptors.

Multi-scale analyses reported in the literature usually use a Gaussian convolution operation in the spatial domain. This new technique allows for an efficient use of the spatial frequency normalisation process, because the Gaussian filtering can be performed in the spatial frequency domain while the contour is being normalised. The multi-scale capability of the new method during the collection of contour PIP information is suggested as a suitable topic for further research (see Chapter 9).

The research work of Chapter 5 discusses the use of these normalised PIP line-segment vectors as an input to a genetic algorithm. The chromosome in this genetic algorithm is structured to make use...
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of this type of input. The genetic algorithm investigated in Chapter 5 is required not just to optimise various parameters but to develop a way to examine or observe the contour PIP line-segment vectors in a variety of ways. The various combinations of these vectors can then be used to identify parts of a contour that have some distinguishing high curvature features. Different shapes must have distinguishing features along the shape boundary contour otherwise they cannot be recognised. The genetic algorithm must, therefore, develop a number of solutions to the recognition problem rather that just the 'best' solution as is usual with genetic algorithms. A number of solutions will make it possible to examine various parts of a variety of example contours so that the 'a number of best ways' to look at a contour can be evolved hence the accuracy of the recognition process will be improved.
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5.1 Introduction

The result of the research work described in Chapter 4 achieved a coding of a contour in the form of PIP line-segment vectors. The features of a line-segment vector are length, direction and the quadrants in which the line-segment starts and finishes. This specification for each line-segment forms an environment where each line-segment vector is defined by these features, see Figure 5-1 for a triangular contour (see also Chapter 4). The quadrants are centred on the centroid of the contour and are bounded by the width and height of the contour line-segments. The difficult problem of constructing a chromosome that can make use of this contour data is the subject of the first part of the research work discussed in this chapter. The second part of this chapter discusses how to set the crossover and mutation probabilities so that a number of solutions are evolved by the genetic algorithm. A single ‘best’ solution does not, in general, give sufficient information about a contour for good recognition to occur.

<table>
<thead>
<tr>
<th>PIP Identification</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>84</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>86</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>2</td>
<td>86</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 5-1: Line-Segment Encoding for a Triangular Contour

A standard or canonical genetic algorithm is investigated that can use this type of chromosome to evolve a ‘way of looking at or observing’ part of a contour. The parameters of this genetic algorithm are not adjusted to obtain just the ‘best’ solution, but are varied to investigate suitable values that evolve a number of good, but less fit solutions. A fitness dispersion measure, from Lis (1995), was studied, which was used to identify the diversity in the population. The research described in this chapter presents a new diversity measure that examines the bit-patterns in the chromosome to indicate the extent of the population diversity. The bit-patterns chosen are those that control the way in which the chromosome observes the contour (see observation genes, Figure 5-2). Both of these
measures are investigated in the research to find out if they are suitable to identify the best values for the crossover and mutation probabilities that would evolve a number of reasonably fit solutions.

<table>
<thead>
<tr>
<th>Gene 1</th>
<th>Gene 2</th>
<th>Gene 3</th>
<th>Gene 4</th>
<th>Gene 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadrant</td>
<td>Search Direction</td>
<td>Number of line-segments</td>
<td>Start search position</td>
<td>Line-segment length threshold</td>
</tr>
<tr>
<td>(Clockwise or Anticlockwise)</td>
<td>3 bits</td>
<td>Start search position</td>
<td>Line-segment length threshold</td>
<td></td>
</tr>
<tr>
<td>2 00[0]</td>
<td>1[1]</td>
<td>5 bits</td>
<td>5 bits</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5-2: Chromosome Structure**

The research investigated the form of the fitness function and typical results for a variety of experimental tests (Figure 5-30) are presented as evidence of the behaviour of the standard genetic algorithm as the crossover and mutation probabilities are varied. The ‘Figure Ident.’ in the second column is a shortened version of the date on which the data was collected. The concept of unique (individual) solutions, i.e. chromosomes with a unique bit-pattern, and different solutions, i.e. chromosomes with observation genes that define different ways to observe a contour, are discussed in relation to the various values of the crossover and mutation probabilities.

**5.2 Review of Related Work**

The genetic algorithm has been applied to image processing mainly in the following areas: Model Matching, Template Matching, Morphological Operators, Image Segmentation, Edge and Region Detection, Image Restoration and Enhancement, and Parallel Processing. Figure 5-3 shows the range of Image Analysis topics using genetic algorithms to perform the analysis. In general, these papers describe various ways to set up the parameters of a genetic algorithm to find the ‘best’ solution for the analysis. The chromosome used in these genetic algorithms usually encodes parameters of such processes as filters, shape models and morphological operators.
### Figure 5-3: Image Analysis Using the Genetic Algorithm References

Hill and Taylor (1991) described the application of a genetic algorithm to model-based image interpretation. The space of possible model parameter values was searched and model instances were projected back into the image until one was found which was consistent with the observed image. The model was instantiated by choosing values for a set of 6 shape parameters and 4 transformation parameters. These parameters of the model were encoded in the chromosome as unsigned gray-code binary integers. This paper pointed out that “if the genetic algorithm could be employed to extract multiple optima, the functionality of the method would be greatly enhanced.

The purpose of the search would no longer be to locate the single model instantiation most likely to be the best match to the object (a left ventricle in a heart), but would be to extract a handful of strong, ranked candidates for the object. The approach adopted was to reduce the number of individuals in over-crowded areas of the search space by modifying their function values using a ‘crowding factor’ (see also ‘sharing’ in Chapter 2).
Liu and Huang (1998) proposed a hybrid pattern recognition system based on evolutionary algorithms and fast simulated annealing. The proposed method relied on a polynomial approximation technique that extracted approximate feature vectors characteristic of a given shape. Shape recognition was implemented as a matrix based classifier. The matrix was defined as the matching states between a model graph and a scene graph, where the elements of the matrix were the possible matches. The Boltzmann distribution in the simulated annealing algorithm was replaced by the Cauchy distribution in order to reduce the probability of incorrect optimisation during the local search process. Experimental results, which included overlapping objects, were presented to show the effectiveness of the proposed algorithm.

Saito and Mori (1996) proposed a method that evaluated the similarity between a model and an image at each view angle. A genetic algorithm found the model that had the maximum evaluation. In this proposed method, a sharing scheme was used for finding multiple solutions efficiently. “By sharing, evaluation of the string is decreased if the string is similar to other strings in the population. This prevents the one point convergence of the solutions and then the multiple solutions can be obtained.”

Kawaguchi and Nag (1998) presented a new genetic algorithm to extract and locate partially visible objects from a 2D image. Prominent fragments from the boundary of a model object were matched to those of an image object by the genetic algorithm. A double maximisation problem was solved in which an inner process found the best vertex correspondence between image and model fragments and an outer process identified image and model fragments that had the best match. This new genetic algorithm also found the location of objects with distorted boundaries.

Toyama (1998) proposed a method of model-based pose estimation using a genetic algorithm to optimise the model parameters. A new concept of fitness was described that takes edge-directions in the input image into consideration. Four edge-direction images were detected from the input image.
and the fitness was calculated using matching information from all four edge-direction images. Elitism was used during the genetic algorithm selection process and a steepest descent method was used as a local search. Results were presented that showed the estimated pose produced by the genetic algorithm was accurate.

Tsang (1997) presented a technique for affine invariant recognition of single near planar object shapes from broken boundaries. Matching scores between pairs of object contours were calculated using a combination of a genetic algorithm and a distance transform. A dominant point technique was used to calculate a global and a local similarity between two object shapes. "The problems and limitations in dominant point techniques can be attributed to the fact that they are largely based on local boundary information that can be easily destroyed by distortion and noise contamination in practice." This paper reported on the use of a genetic algorithm to determine the affine transform that results in the best alignment between the reference and the test shapes.

Roth and Levine (1994) discussed the extraction of geometric primitives from geometric sensor data. A minimal subset is the smallest number of points necessary to define a unique instance of a geometric primitive. A genetic algorithm based on a minimal subset representation was used to perform primitive extraction as an optimisation problem. The chromosome representation used by the authors was not the usual bit string representation, but a representation of the geometric primitive by the minimal subset of defining points. It was shown that this genetic approach is capable of extracting more complex primitives than the Hough Transform (see Leavers, 1992). "The advantages of the genetic algorithm over the Hough transform are that it can be applied to a much wider variety of primitives and that it can be easily parallelised. One simple approach to parallelisation is to concentrate on cost function evaluation, which can be implemented on a wide variety of parallel architectures. The Hough transform, by contrast, is much more difficult to parallelise."
Wilson (1985) showed that a certain model of the primate retino-cortical mapping ‘sees’ all centred objects with the same ‘object-resolution’, independent of apparent size. A system was described which permits recognition of patterns using templates in a cortex-like space. It was suggested that with an adaptive production system, such as the classifier system described in Holland (1987), the recognition process could be made self-organising.

Mirmehdi (1997) investigated the optimisation of the image low-level feature extraction chain by using a genetic algorithm. “The transformation of signals into symbols is critically important if higher levels of image recognition are to use them as building blocks for scene interpretation.” The fitness function was a performance measure that reflects the quality of an extracted set of features and consisted of three major steps: generate the edge map, detect line-segments and measure the quality of the lines. “The quality measure acted on the hypothesised boundaries between regions and gives quality values that reflected the statistical distribution of pixels in the area local to the hypothesised line.” The method described in this paper determined an optimum parameter set rather than selecting individual parameters for a single processing step. Emphasis was placed on “the importance of having a dependable set of features in the early stages of vision that will serve as a solid building block for the higher level stages.”

Srinivas and Patnaik (1994) discussed adaptive crossover and mutation probabilities and recommended the use of adaptive probabilities to realise the twin goals of maintaining diversity in the population and sustaining the convergence capacity of the genetic algorithm. The crossover and mutation probabilities were varied depending on the fitness values of the solutions. High fitness solutions were ‘protected’ while solutions with sub-average fitness are totally disrupted. It was suggested that, by using adaptively varying probabilities for crossover and mutation, a solution to the problem of deciding the optimal values for these probabilities is provided. An approach by Whitley and Starkweather (1990) was referenced in this paper which dynamically varied the mutation probability according to the Hamming distance between the parent chromosomes. The
diversity of the population was sustained by subjecting similar solutions to increased levels of
mutation. Extensive experiments have been conducted, by the authors, on a wide range of problems
including TSP, neural network weight-optimisation, and generation of test vectors for Very Large
Scale Integrated (VLSI) circuits. In most cases, the adaptation of the crossover and mutation
probabilities enabled their adaptive genetic algorithm to outperform the standard genetic algorithm.
Specifically, the authors have observed that the adaptive genetic algorithm performed very well for
problems that are highly epistatic and multi-modal.

Katz and Thrift (1994) directly applied a set of linear operators (filters) to the image pixel intensity
data. A genetic algorithm was applied to a population of filters (with real coefficients) and these
filters were then used to distinguish targets from background clutter. This paper noted that
“although chromosomes represented by strings of 0’s and 1’s (or other low cardinal alphabets) are
considered ‘standard’, many authors, e.g. Davis (1991), used strings of real numbers (or other high
cardinal alphabets) as the chromosome representation.”

Davis (1991) reported empirical success with high cardinal alphabets, even though schema theory,
which was developed for binary alphabets (Holland, 1992), pointed to advantages for low-
cardinality chromosome coding. This paper referred to Goldberg (1990) where a theory based on
virtual alphabets is presented to explain the success of high-cardinality chromosome coding and
notes, “Selection typically dominates early genetic algorithm performance in these cases and results
in the discovery of a virtual low-cardinality alphabet, which then dominates genetic evolution.”

Chen (1996) presented a parallel genetic algorithm based on the island model for image restoration.
The algorithm divided a large population into smaller sub-populations and executed the main loop
of a traditional genetic algorithm on each processor with its own sub-population in parallel. The
simulation results showed that the algorithm achieved a linear speed-up with the number of
processors. The parallel algorithm was also shown to have a better performance on image
restoration than the traditional genetic algorithm. Performance degradation due to uniformity of a sub-population was avoided by selecting the best individual from each sub-population and moving it to another sub-population. The worst individual was replaced by the winning individual from the adjacent sub-population. This migration between islands used a ring topology and the migration interval is $k$ generations.

Anelli (1998) presented a new stochastic approach to the task of the decomposition of arbitrarily shaped binary morphological structuring elements using a genetic algorithm. No constraints were imposed on the shape of the initial structuring element and no assumptions were made on the elementary factors that were selected within a given set. The main purpose of the work presented in this paper was to develop a method that would be able to give a preliminary solution to the problem of 'optimal decomposition of non-convex structural elements into concatenations of generic elementary operations'. Due to the extremely high computational load and large memory requirements required by this approach, further research was suggested with a parallel processing environment using the Message Passing Interface (MPI) protocol.

Chai and Ma (1998) formulated epipolar geometry estimation as a global optimisation problem and presented a genetic algorithm that searched for the optimum parameters. This paper noted that many computer vision algorithms assumed that the least squares method was sufficient to deal with data corrupted by noise. In many applications the data was not only noisy but contained outliers, i.e. data that was in gross disagreement with a postulated noise model. Results were presented to show that the proposed genetic algorithm reduced the effect of these outliers for this application.

Most of the genetic algorithm studies reported in the above referenced literature used the genetic algorithm to adjust a set of parameters that are optimised to find a 'best' solution to a particular problem. Binary and real (floating point) valued chromosomes are used and the genetic algorithm parameters, such as crossover and mutation probabilities, are chosen to find a single best solution.
For example, a template may be matched to the contour of an object with a minimum Euclidean \( \text{rms} \) error between the template and the contour. This \( \text{rms} \) error would be used as a fitness measure. This type of fitness function is often calculated as an \( \text{rms} \) error between the desired result and the result produced by the genetic algorithm. Techniques for termination of the genetic algorithm are also discussed in the literature and usually consist of a termination criterion dependent on the change in the fitness reducing below a predefined threshold.

Spears (1997) considered novel methods for evolving species in a standard generational evolutionary algorithm. Unlike other methods, the proposed techniques replaced the concept of distance between individuals (see Goldberg and Richardson, 1987) with tag bits that identify the species to which an individual belongs. Similarity would then become simply a matter of checking if two individuals had the same label (tag). Results, so far, suggested that the added precision of the distance metric was often not required and that restricted mating and sharing with labels was an efficient technique. It was noted that this work had similarities to the evolutionary algorithm research performed on parallel architectures.

The standard or canonical genetic algorithm has been chosen for the research work in this chapter because it can be analysed by the schema theory (see Chapter 8) and therefore can be shown to be behaving as expected. The schema chosen for analysis are the genes themselves. The chromosome designed in this chapter encodes the contour shape features, i.e. how to observe the contour to produce a high fitness value rather than any parameters for contour models and templates. The genetic algorithm designed in this chapter has to evolve a number of less fit solutions so that various parts of a contour can be observed using a variety of 'good' chromosomes. The genetic algorithms in the literature may be satisfied with less fit solutions if the 'best' solution takes too long or is too difficult to evolve but the genetic algorithm developed in this chapter must have a number of solutions to enable good recognition to be achieved.
5.3 Chromosome Encoding

The design of the chromosome encoding used in the research described in this chapter takes a different approach to the above referenced literature. The encoding has been chosen such that the chromosome defines the way in which any particular part of the contour is to be examined or observed, rather than encoding parameters of the contour or contour model directly. The genes in the chromosome identify where to start looking at the contour (genes 1 and 4), whether to search clockwise or anti-clockwise (gene 2) and how many line-segments to include in the analysis (gene 3). The chromosome also specifies which line-segments are to be ignored by using a minimum length threshold (gene 5) (Figure 5-2, where row 3 shows example values).

The chromosome is thus encoded in the following way:

1. A gene to identify the start quadrant for the sequence of line-segments (gene 1).
2. A gene to specify whether the line-segments will be grouped in a clockwise or anti-clockwise direction (gene 2).
3. A gene to define the number of line-segments to use (gene 3).
4. A gene to indicate where to start looking in the list of line-segments for a contour (gene 4).
5. A gene to provide a threshold on the minimum length of a line-segment to ignore in the fitness calculation (gene 5).

Genes 1, 2, and 3 are the observation genes, i.e. they specify how to observe the contour. Genes 4 and 5 are parameter genes, i.e. the value affecting the operation of the observation genes.

Two types of encoding values are used:

1. A binary chromosome with sixteen bits.
2. An integer chromosome with five integers, one for each gene.

These two types of chromosome are used in order to investigate the most appropriate format for
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encoding the gene in the chromosome. The canonical genetic algorithm (see Holland, 1986 and 1992) used a binary chromosome whereas Michalewicz (1992) developed the floating-point representation of a chromosome. The integer version of the chromosome was chosen in this research, to investigate if the behaviour of the genetic algorithm, in any way, follows or improves upon that of a genetic algorithm using a binary chromosome.

The total number of combinations of gene values for this sixteen-bit chromosome is, therefore, 65536. The start quadrant is encoded in two bits and the direction of search is encoded in one bit. The number of line-segments is coded in three bits, usually scaled from two to eight. The start point, for searching the list of contour line-segments, is coded in five bits and is usually scaled as a fraction of the length of the input line-segment list (see Figure 5-2). The line-segment length threshold is coded in five bits and is usually scaled from 0 to 20. The integer version of the chromosome uses a separate integer value for each of the genes described above. The choice of scaling for the genes will be discussed later in this chapter.

A particular chromosome, therefore, specifies the way in which the line-segments of the contour are to be examined or observed. The example chromosome, shown in the bottom row of Figure 5-2, encodes the following statement:

Start looking in the input contour line-segment list (see Figure 5-1) at the point 25% (7/31) from the start of the list. Find a line-segment that starts in quadrant 0 and calculate a fitness for 4 line-segments in a clockwise direction, noting in which quadrant each of the 4 line-segments starts and finishes. Ignore a line-segment whose length is less than the threshold value of 3.

Contours, which are slowly varying with time, may also be analysed by this type of chromosome encoding. The genetic algorithm is ideally suited for a parallel implementation and could possibly be trained on the various contours as the object moves in the image. The group of fit chromosomes
would change with time and would develop to match the contour as it changes.

5.4 Genetic Algorithm Design

The chromosome used in this research had a fixed length. The genetic programming methods investigated in Chapter 3 usually involved variable length chromosomes. Difficulties occur, in practice, when the length of the chromosome becomes too large for the particular processor being used. Artificial rules are normally introduced to truncate the length of the chromosome. This process suffers from many problems associated with the removal of genetic information, which may be required at a later stage in the evolution of a solution. A fixed length chromosome appears to be a more ‘natural’ way of encoding the genetic information.

The pseudo code for the genetic algorithm, used for the experimental tests described below, is shown in Figure 5-4. The genetic algorithm is of the canonical or standard form, with roulette wheel selection (i.e. probability of selection is proportional to the fitness of the chromosome) of chromosomes for the application of the standard crossover and mutation operators. One point crossover is used and mutation is applied with the specified probability to each bit in the sixteen-bit chromosome. Mutation, when the chromosome is five integers, is applied as a randomly selected positive or negative small change to the gene. Population replacement is used with random chromosome replacement for some of the test cases.

Choosing the most appropriate values for the crossover and mutation probabilities requires careful consideration. A range of solutions is required from the genetic algorithm rather than just the best solution. When trying to recognise a contour, it would seem that better recognition should be achieved when the contour is observed in many different ways. Looking at a contour in only one particular manner may not cover all variations of the contour’s shape, which would occur for the many examples of a shape as presented to an algorithm for recognition.
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**Genetic Algorithm Pseudo Code**

Input Training Set Line-segment Environment  
Choose Binary or Integer Chromosome Type  
Set chromosome fitness-threshold value  
Initialise Algorithm Parameters  
Initialise Random Population of Chromosomes

For-each-generation

For-whole-population  
Calculate fitness of each chromosome  
End-for-whole-population

Sort chromosomes according to their fitness value

For-each-chromosome-with-fitness > fitness-threshold
  Record each training set line-segment mean and standard deviation value as specified in the selected chromosome genes
End-for-each-chromosome-with-fitness > fitness-threshold

For-whole-population
  Calculate-record-and-display  
  Chromosome fitness histogram  
  Chromosome diversity  
  Unique solutions histogram  
  Number of unique solutions  
  Average Population fitness so far [on-line performance]
End-calculate-record-and-display

End-for-whole-population

If (STOP) condition then EXIT
End if

Produce-a-new-population
Repeat
  Either
    Select a pair of parent chromosomes by Roulette Wheel Selection
    Create a pair of child chromosomes by one point crossover and mutation
  Or
    Create a random pair of child chromosomes
End either-or
Store child chromosomes in new population  
Until new population is complete
End-produce-a-new-population

Transfer new population to population for next generation

End-for-each-generation

Display final summary statistics  
Record unique solutions histogram

*Figure 5-4: Genetic Algorithm Pseudo Code*

The chromosomes are sorted on increasing fitness before each generation of the genetic algorithm.

Some references, e.g. Chambers (1995, page 43), commented that the chromosomes should not be sorted before the genetic algorithm is applied, because the roulette wheel selection will be biased to the fitter individuals. The experimental tests performed in the research in this chapter do not show
any particular change in behaviour when the population is not sorted. Sorting the population before
the application of the genetic operators has the advantage that the fitness information is displayed in
a much more suitable manner for visual monitoring and analysis. Sorting the population also
enables chromosome ranking to be easily applied if required, and the first and last chromosomes in
the population are also easily identified when sorted as the maximum and minimum fitness values.
These values are required for fitness scaling which can be used to improve the spread of fitness
values more evenly throughout the population.

Most of the genetic algorithm references, reviewed above, described research into optimisation
problems, where solutions other than the best may not necessarily be suitable as solutions to the
problem. In the current research application the less fit, but good, solutions are required so that
various ways of looking at the contour can be found which will eventually specify the best way to
examine the contour as a whole. The best ways to examine the contour are those which identify the
combination of line-segments that sufficiently describe the contour so that recognition of other
instances of the contour can be achieved.

The range of solutions with the lowest fitness can also be used to specify how to look at the contour
such that the combination of line-segment vectors does not match. This group of chromosomes
identifies the various sections of the contour over which there is very little matching amongst the set
of examples. The fitness of a chromosome is scaled between 0.0 and 1.0, therefore, evolving a
population with (1.0 – calculated fitness) as the measure of the best chromosome will develop the
various ways of looking at the contour which will show a mismatch over the training set of
contours. Using these combinations of line-segments with the group of most fit chromosomes will
add extra information on which to decide whether a contour can be recognised. A parallel version of
the genetic algorithm could evolve chromosomes with the ‘best’ and ‘worst’ fitness concurrently
and, thus, has the extra evidence for recognition available at the same time.
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Observing a contour in many different ways may also have advantages should the contour be partially occluded. Partially occluded contours will have various combinations of line-segments available for analysis by the chromosomes. If a sufficient number of line-segments are available, then recognition may still be possible. In this case, recognition may be achieved by observing the line-segment information, which is not occluded, using only part of the many ways to look at a contour, which have been evolved by the genetic algorithm. The occurrence of partial and/or total occlusion may also be detectable using the various combinations of line-segments that have been developed by the genetic algorithm, i.e. detection of missing line-segment combinations may be possible.

The standard or canonical form of the genetic algorithm was chosen for analysis because the research in this chapter investigated the ability of the genetic algorithm to evolve various ways of observing a contour. The research did not study various possible modifications to the standard genetic algorithm itself to achieve some form of optimisation.

A number of references, e.g. Michalewicz (1992, page 77) and Davis (1991, page 64), have also suggested having real genes rather than the standard binary genes. Rather than investigate real genes, it was decided during the research work to include a study of the behaviour of an integer version for the chromosome in order to find out if the integer form had any advantages. Therefore all experimental tests were performed using both types of chromosome for comparison (see Section 5.8).

Many of the genetic algorithm references reviewed above presented graphical output showing how the average or maximum population fitness varies with each generation. Most of the analysis in these references was taken up with the performance of the genetic algorithm in being able to find the 'best' solution to the problem, e.g. investigating different ways to select chromosomes for reproduction. The referenced genetic algorithms also discuss various modifications to the genetic
algorithm that are considered to improve its performance. The research work presented in this chapter concentrated on the choice of crossover and mutation probability values that will enable the genetic algorithm to evolve a number of solutions rather than just evolving the 'best' solution.

5.5 Chromosome Fitness Calculation

The research in Chapter 3 identified that the calculation of the fitness of a chromosome, which is operating in a two-dimensional spatial environment, presents certain difficulties. The calculation may be such that the fittest chromosomes do not describe the environment correctly, i.e. are non-linear and/or asymmetric about the fittest value. The chromosome encoding described above must be protected from this problem when examining the contours from two shapes. When parts of the contour are similar, the fitness calculation should give a high value and when their shape is dissimilar, the calculation should provide a low fitness. These problems are discussed further in Chapter 7.

The objective function for the fitness, which is used for the experiments described in this chapter, is of a triangular form (see Figure 5-5). The slope of the triangular fitness function is defined by the number \( n \) of standard deviations for the appropriate line-segment feature, see CD in Figure 5-5. The value of \( n \) for these experiments was set to 1.0. A fitness value is calculated for each individual feature (e.g. direction of the line-segment, start quadrant) in the sequence of line-segments. The distance of a measured-value \( V \) from the mean \( \mu \) for that feature modulated by the triangular objective function is output as the fitness for that feature. The distance \( CE \), in Figure 5-5, measures the difference between the measured-value and the mean-value of a line-segment feature. The fitness value \( F \) is calculated as described by the equations in Figure 5-6. The maximum fitness, 1.0, is measured by the distance \( AC \) in Figure 5-5. The value for the number of standard deviations used by the objective function is input as a parameter to the genetic algorithm.
This particular fitness function was chosen for the research work so that the mean and standard deviation of the exemplar line-segment vectors could be taken into account. Line-segment vectors with component values contributing to a large standard deviation would, therefore, be allocated a relatively low fitness value. Line-segment vector values near to the mean would have correspondingly larger values.
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\[ AC = 1.0 \]

\[ C = \mu, \text{ where } \mu = \text{mean of line-segment feature} \]

\[ CD = n\sigma, \text{ where } \sigma = \text{standard deviation of line-segment feature} \]
\[ \text{and } n = \text{number of standard deviations to use} \]

\[ CE = \text{abs}(V - \mu), \text{ where } V = \text{value of line-segment feature} \]

\[ \frac{FE}{ED} = \frac{AC}{CD} \]

\[ \text{fitness} = FE = \frac{AC}{CD} \cdot \frac{1.0(CE - CE)}{CD} = \frac{AC}{CD} \cdot \frac{1.0}{CD} \]

\[ \text{fitness} = 1.0 - \left( \frac{CE}{CD} \right) \]

\[ \text{fitness} = 1.0 - \left( \frac{\text{abs}(V - \mu)}{n\sigma} \right) \]

If \((\sigma < 0.01)\) then \(\sigma = 0.01\), which will avoid a divide by zero.

Figure 5-6: Triangular Fitness Function Equations

An example calculation, for one line-segment length feature is given below. The equations used to calculate the fitness value are, as mentioned above, shown in Figure 5-6 and the example values are specified in Figure 5-7:
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<table>
<thead>
<tr>
<th>Line-Segment Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation [$\sigma$]</td>
<td>3.0</td>
</tr>
<tr>
<td>$n$</td>
<td>1.0</td>
</tr>
<tr>
<td>Mean [$\mu$]</td>
<td>6.0</td>
</tr>
<tr>
<td>Input Value [V]</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Figure 5-7: Example Values for a Single Line-Segment Feature

\[ n = 1.0 \quad (5.1) \]

\[ \sigma = 3.0 \quad (5.2) \]

\[ CD = n\sigma = 3.0 \quad (5.3) \]

\[ CE = abs(V - \mu) = abs(8.0 - 6.0) = 2.0 \quad (5.4) \]

\[ fitness = 1.0 - \left( \frac{abs(V - \mu)}{n\sigma} \right) \]

\[ = 1.0 - \left( \frac{2.0}{3.0} \right) = 0.33 \quad (5.5) \]

Hence the example fitness for this line-segment length feature, defined in Figure 5-7, equals 0.333.

A training set of contour line-segments, from examples of the same shape, was used to calculate the mean and standard deviation for each line-segment feature (see Figure 5-9), for the whole of the training set, which is examined by the chromosome. Example line-segment mean and standard deviation data for two chromosomes (1 and 16) from genetic algorithm Test 1 are shown in Figure 5-10 (see also Chapter 6). This figure lists the data for two line-segments with the mean data at the top of the list and the standard deviation data shown at the bottom of the list. An example of the training set for the digit two is shown in Figure 5-8.
The training set may contain standard or model contour shapes when required to calibrate the mean and standard deviation values for a particular shape. The model matching techniques described in the references (see Section 5.2) adjusted the parameters of the model to evolve a solution to the matching problem. The model matching described in this research evolved the best description of the model shapes contained in the training set, where this description was specified by the chromosome as the 'best' way to observe the model shapes in the training set.

<table>
<thead>
<tr>
<th>Line-Segment Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line-Segment Length</td>
</tr>
<tr>
<td>Line-Segment Direction</td>
</tr>
<tr>
<td>Line-Segment Finish Quadrant</td>
</tr>
<tr>
<td>Line-Segment Sequence Finish Quadrant</td>
</tr>
</tbody>
</table>

Figure 5-9: Line-Segment Features
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<table>
<thead>
<tr>
<th>Generation 17</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: 0 0 2 0.19 2</td>
<td>0.809</td>
<td></td>
</tr>
</tbody>
</table>

**Mean Data**
- 0.00 -- Sequence Finish Quadrant
- 0.00 0.00 -- Quadrant
- 9.60 32.50 -- Length
- 6.00 7.00 -- Direction

**Standard Deviation Data**
- 0.00 -- Sequence Finish Quadrant
- 0.00 0.00 -- Quadrant
- 4.25 11.87 -- Length
- 0.00 0.00 -- Direction

<table>
<thead>
<tr>
<th>Generation 18</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>16: 0 0 2 0.90 1</td>
<td>0.670</td>
<td></td>
</tr>
</tbody>
</table>

**Mean Data**
- 0.00 -- Sequence Finish Quadrant
- 0.00 0.00 -- Quadrant
- 10.00 32.90 -- Length
- 5.60 6.40 -- Direction

**Standard Deviation Data**
- 0.00 -- Sequence Finish Quadrant
- 0.00 0.00 -- Quadrant
- 4.07 11.84 -- Length
- 1.20 1.80 -- Direction

Figure 5-10: Chromosome Mean and Standard Deviation Data (GA Test 1)

The pseudo code for the chromosome fitness calculation used in the current experiments, is shown in Figure 5-11. The pseudo code for the calculation includes all the line-segment features and uses a weighting factor of unity for each fitness value in the calculation. The linearity and symmetry of this type of fitness calculation is discussed in Chapter 7.
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Training Set Fitness Calculation Pseudo Code

For-each-chromosome

For-each-example-of-line-segment-sequence-in-training-set
   Calculate the mean and standard deviation for each line-segment feature
End-for-each-example-of-line-segment-sequence-in-training-set

For-each-example-of-line-segment-sequence-in-training-set
   Calculate the fitness using the triangular objective function for each line-segment feature
End-for-each-example-of-line-segment-sequence-in-training-set

Average the fitness values for each line-segment feature in the whole training set

Fitness = Sum(and then average) all of the average fitness values for each feature with unity weighting, scaled 0.0 to 1.0

If (Chromosome Looking for a Match) then Chromosome-fitness = Fitness
If (Chromosome Looking for a Mis-Match) then Chromosome-fitness = 1.0 - Fitness

End-for-each-chromosome

Figure 5-11: Genetic Algorithm Fitness Calculation Pseudo Code

A fitness value was, therefore, obtained for each of the line-segment features (length, direction, and finish quadrant) for every line-segment in the sequence. A fitness value was also calculated for the finish quadrant for the whole sequence of line-segments. This fitness will be relative to the mean and standard deviation for each line-segment feature, which is calculated from the whole of the training set. For the example chromosomes, Figure 5-10, 2 line-segments were observed. Hence, fitness values are calculated, using the triangular fitness function, for the 2 line-segment lengths, the 2 line-segment directions the 2 line-segment finish quadrants and 1 line-segment sequence finish quadrant. The average fitness for each of these line-segment features was then calculated, i.e. an average fitness will be obtained for the line-segment sequence lengths \( f_L \), directions \( f_D \) and finish quadrants \( f_{FQ} \), together with a fitness \( f_{SPQ} \) for the finish quadrant for the whole sequence.
The chromosome fitness \( F_c \) was then calculated as the average of the above values (where \( n = 2 \)),

\[
    f_L = \frac{1}{n} \sum_{i=1}^{n} f_L(i)
\]  

(5.6)

\[
    f_D = \frac{1}{n} \sum_{i=1}^{n} f_D(i)
\]  

(5.7)

\[
    f_{\text{EQ}} = \frac{1}{n} \sum_{i=1}^{n} f_{\text{EQ}}(i)
\]  

(5.8)

\[
    F_c = \frac{1}{4} (f_L + f_D + f_{\text{EQ}} + f_{\text{SPQ}})
\]  

(5.9)

The calculation of a total fitness value using the summation of individual components is further discussed in Chapter 7.

### 5.6 Genetic Algorithm Behaviour

So that the behaviour of the standard genetic algorithm can be monitored and analysed satisfactorily, a display is presented for each genetic algorithm Test. The display is available at the end of each generation and at the end of the Test. Referring to the legend diagram, Figure 5-12 and Figure 5-31: Test 1, we have the following descriptions of the layout of the display:

1. **Top Row.** Program Name; Date; time; mutation probability; crossover probability; number of feature standard deviation in the fitness calculations; binary (16) or integer (5) chromosome; and genetic algorithm type, replacement or Random.

2. **Rectangular Window.** The horizontal co-ordinate is indexed by the value of the 10 right-most bits (0 to 1023) in the chromosome, i.e. line-segment list start search index and ignore length threshold (parameter genes 4 and 5). The vertical co-ordinate is indexed by the observation
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genes (0 to 63) in the chromosome, i.e. start quadrant, clockwise or anti-clockwise and the
number of line-segments (observation genes 1, 2 and 3. The dots represent a chromosome. The
crosses identify the chromosomes that have fitness values greater than a specified fitness
threshold. The value of the fitness threshold is shown at the top right corner of the rectangular
window. Note that only data from these chromosomes is recorded at the end of each generation
for use by the recognition process (Chapter 6), thus reducing the amount of data to be analysed.
The number of chromosomes in the population is shown at the bottom left corner and the
generation number is shown at the bottom right corner of the rectangular window.

3. Fitness Histogram. This fitness histogram is scaled between 0.0 and 1.0, with fitness values less
than zero being limited to zero. Ten bins are provided each with a width of 0.1. The histogram
only shows the values for the current generation. This histogram is used for the fitness
dispersion calculations (Lis, 1995).

4. Average Fitness Graph. This display shows the values of the population average fitness, where
the two horizontal lines indicate the fitness values of 0.5 and 1.0 respectively. The two
numbers, to the right of the graph, are the maximum fitness obtained up to the current
generation (upper number) and the average fitness (lower number) for the current generation.

5. Unique Solutions Graph. This display shows the number of unique (individual) chromosomes
that have been evolved up to the generation on display. The data is obtained from a 2D
histogram array (indexed as 0 to 63, 0 to 1023) that is updated each generation with the
information from those chromosomes that have a fitness greater than the fitness threshold. The
count (displayed at the upper right of the graph) shows how many uniquely valued (individual)
chromosomes have evolved. This histogram is recorded for use by the recognition process (see
Chapter 6) in order to identify the unique solutions in the chromosome data recorded onto disc.
A unique (individual) solution has a unique bit pattern in the chromosome, i.e. a unique number
in the range 0 to 65535.

6. Diversity Graph. A measure of the diversity of the chromosomes in the population is
investigated in this chapter (see below for more details) and is displayed at the end of each generation in this graph. The vertical scale of the graph is logarithmic and the two horizontal lines show the approximate values 2.0 and 7.0 respectively. The two values at the bottom right of the display show the minimum diversity value (upper number) and the diversity value (lower number) for the current generation. Note that a low diversity value indicates a highly diverse set of chromosomes in the population. High diversity values indicate very little diversity in the population of chromosomes. Diversity measurements are discussed in section 5.7.

![Figure 5-12: Genetic Algorithm - Summary: Display Legend](image)

The displays Figure 5-31: Test 1 to Figure 5-74: Test 44 and the genetic algorithm test summary (see Figure 5-30) are used in the following sections to discuss and analyse the behaviour of the genetic algorithm for various values of the crossover and mutation probabilities. Particular attention is given to analysing the behaviour of the genetic algorithm that evolves a variety of solutions rather
than just the ‘best’ solution. The unique solutions column in Figure 5-30 identifies the number of unique solutions that are evolved more than once by the number in the square brackets, e.g. Test 1 30 [24]. Hence solutions appear and disappear and can return more than once (see also Chapter 8).

5.7 Dispersion and Diversity Measurements

Lis (1995) discussed a dispersion or diversity measure, which is based on the standard deviation of the fitness of the fittest chromosomes in the population. “If the mutation probability is established at a level that is too low, premature convergence occurs and a local minimum is usually identified. The histogram of the fitness function for the population takes the shape of a clear and sharp maximum, about which the majority of chromosomes are concentrated. On the other hand, when the mutation probability is too high the population is randomised and the histogram of the fitness function for the population will be of a more uniform shape with an even spread of fitness throughout the population. The selection process is then not able to push chromosomes up towards the higher values of fitness. When the mutation probability is established at the appropriate value, the histogram of the fitness values will show a peak close to the currently encountered best solution.” However, the width of this peak is such that “the remaining body of the population is not neglected and is scattered outside this area of local maximum. These chromosomes search for possible new paths that may lead them to reaching a better maximum, possibly even a global one”.

5.7.1 Dispersion Measurements

The method, proposed by Lis (1995), evaluated the concentration of the fitness function value close to the maximum fitness value. The fitness concentration measure, called the population fitness dispersion for generation $i$, $\rho(i)$, is calculated as follows:

$$\rho(i) = \frac{\sigma(n)}{\max(f)}$$
where $\sigma(n)$ is the fitness standard deviation for the fittest $n$ chromosomes and $\max(f)$ is the fitness of the fittest chromosome in generation $i$. The mean population dispersion for generation $i$ is averaged over the previous $k$ generations and is given by the following calculation:

$$\rho_k(i) = \frac{1}{k} \sum_{j=i-k}^{i} \rho(j)$$

(5.11)

Lis (1995) included the top half \(\left( n = \frac{N}{2} \right)\) of the chromosome population \(N\) in the calculation.

The mutation probability was adjusted every five generations, so that the average fitness standard deviation for the previous twenty generations is controlled to a value between $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$. The range $\sigma_{\text{max}} - \sigma_{\text{min}}$ is reduced as the evolution progresses. Experimental results, from this paper, showed that the performance of the genetic algorithm improved with this type of dynamic adjustment to the mutation probability.

The research work has investigated the above fitness dispersion method of Lis (1995) to find out if this method can indicate the crossover and mutation probability required for the evolution of a number of solutions. The standard deviation of the chromosome fitness for the top 20% of the population was calculated and averaged over the previous five generations. Fitness dispersion versus generation-number graphs, Figure 5-13 to Figure 5-23, are shown for various values of the mutation probability, ranging from 0.01 to 1.0 with the crossover probability set to 0.6. For low values of the mutation probability, the fitness dispersion reached zero as the generations progress indicating that the fittest 20% of the population have the same fitness. For higher values of the mutation probability, the fitness dispersion failed to reach zero and for mutation probabilities greater than 0.2, the fitness dispersion maintained values between 0.15 and 0.2. This fixed value for the range of the fitness dispersion indicated that the diversity of the chromosome population was remaining approximately constant. Hence this form of dispersion or diversity measure, i.e. when the
fitness dispersion maintains values within a fixed band, could possibly be used to find the range of mutation probabilities that give a variety of solutions from the population of chromosomes.

Figure 5-13: Fitness Dispersion for Pm = 0.01 and Pc = 0.6

Figure 5-14: Fitness Dispersion for Pm = 0.05 and Pc = 0.6

Figure 5-15: Fitness Dispersion for Pm = 0.1 and Pc = 0.6
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Figure 5-16: Fitness Dispersion for Pm = 0.15 and Pc = 0.6

Figure 5-17: Fitness Dispersion for Pm = 0.2 and Pc = 0.6

Figure 5-18: Fitness Dispersion for Pm = 0.3 and Pc = 0.6
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Figure 5-19: Fitness Dispersion for Pm = 0.4 and Pc = 0.6

Figure 5-20: Fitness Dispersion for Pm = 0.5 and Pc = 0.6

Figure 5-21: Fitness Dispersion for Pm = 0.6 and Pc = 0.6
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Figure 5-22: Fitness Dispersion for Pm = 0.8 and Pc = 0.6

Figure 5-23: Fitness Dispersion for Pm = 1.0 and Pc = 0.6

5.7.2 Diversity Measurements

The following new diversity measure has been developed to investigate how to set the value of the crossover probability and mutation probabilities in order to obtain a selection of solutions rather than just the ‘best’ solution. The research experiments described below were conducted with the crossover probability equal to 0.6. A mutation probability that is too low may result in premature convergence, due to the strong influence of the crossover operator. A mutation probability that is too high often produces an approximately random search process, due to the predominance of the mutation operator over the crossover operator. The genetic algorithm literature describes various methods for setting the crossover and mutation probabilities in order to find the ‘best’ solution. As the ‘best’ solution evolves, the average fitness of the population increases as more chromosomes develop high fitness values. Eventually a large proportion of the population has a similar fitness to
the 'best' chromosome. Thus the population in this case can be said to have 'low diversity'. Under these circumstances each chromosome has a similar bit pattern. When a number of solutions are required, the crossover and mutation probabilities have to be adjusted to increase the diversity of the chromosomes such that a variety of solutions are evolved, with lower fitness, near to the 'best' solution.

The genetic algorithm described in this chapter was required to evolve as many different ways of 'looking at' or observing a contour as possible, which have fitness values near to the fitness of the 'best' way to look at the contour. Therefore, a chromosome diversity measure calculated from the 'ways of looking' at a contour, i.e. the observation genes in the chromosome, could possibly be used more directly to monitor the effect of the mutation probability on the evolution of a variety of solutions. This new type of diversity measure was calculated as follows:

1. A histogram is collected (diversity histogram) using the observation genes of the chromosome as the bin index. The bin index has values ranging from 0 to 63, i.e. $16 \times (\text{gene 1}) + 8 \times (\text{gene 2}) + (\text{gene 3})$. This diversity histogram identified how many different ways of observing the contour are evolved. Each non-zero bin index decoded into a particular way in which to look at the contour.

2. The mean value for the contents of this diversity histogram was calculated. The total content will equal the population size. The mean diversity histogram value will, thus, equal the population size divided by 64, which for a population of 50 will equal 0.7813.

3. The standard deviation for the diversity histogram was calculated. The maximum value for this standard deviation will be when all the chromosomes have the same observation genes' pattern and is equal to 6.2010 for a population of 50 chromosomes. The minimum value for this standard deviation will be when each bin has the value one, which for a population of 50 chromosomes will have the value 0.4134.

4. The chromosome diversity was defined as the diversity histogram standard deviation divided by
the diversity histogram mean. The maximum and minimum values for this population diversity measure are 7.9373 and 0.5292 respectively. Note that this population diversity measure included the whole population and only part of the chromosome, whereas the fitness dispersion of Lis (1995) only considered the fitness of the fittest 20% of the population.

High chromosome diversity was indicated by a low diversity value and low chromosome diversity is shown by a large diversity value. This new type of diversity measure indicated how well the genetic algorithm was performing when evolving a number of solutions rather than just the ‘best’ solution. Figure 5-24 to Figure 5-29 show the variation in chromosome diversity for a variety of crossover and mutation probabilities. In a similar manner to the fitness dispersion method of Lis (1995), the new diversity measure decreased to values in the range 0.0 to 2.0 as the mutation probability was increased. This range of diversity values was obtained for mutation probabilities greater than 0.2.

Figure 5-24: Diversity Values for Pc = 0.6 with Binary Chromosome
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**Integer Chromosome**

![Graph showing diversity values for Pc = 0.6 with Integer Chromosome]

Figure 5-25: Diversity Values for Pc = 0.6 with Integer Chromosome

**Binary Chromosome**

![Graph showing diversity values for Pc = 0.0 with Binary Chromosome]

Figure 5-26: Diversity Values for Pc = 0.0 with Binary Chromosome
Figure 5-27: Diversity Values for $P_c = 0.0$ with Integer Chromosome

Figure 5-28: Diversity Values for $P_m = 0.0$ with Binary Chromosome
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Figure 5-29: Diversity Values for Pm = 0.0 with Integer Chromosome

The results from these two methods appeared to be consistent. The new diversity histogram method may have advantages because it appears to have a sharper 'cut-off' at mutation probability values around 0.2 than the fitness dispersion method of Lis (1995). A further advantage may also occur because the new diversity histogram is describing, in a more direct manner, the diversity in the ways of 'looking at' or observing a contour. The dispersion in the chromosome fitness, on the other hand, is a more indirect measure of the chromosome diversity, because fitness is used primarily for the selection process by the genetic algorithm and its distribution may not reflect the true diversity of the genes in the chromosome population.

5.8 Genetic Operator Experiments and Results

The experimental results from the research work on genetic operator variations are shown in Figure 5-31: Test 1 to Figure 5-74: Test 44. These figures display the output from a selection of various experiments that have been performed using the genetic algorithm described in this chapter. (A legend diagram for these genetic algorithm displays is shown in Figure 5-12). Figure 5-30 summarises typical results for the forty-four tests.
### Table 5-3: Genetic Algorithm Test Summary (Test 1 to Test 44)

<table>
<thead>
<tr>
<th>Test</th>
<th>Figure Ident.</th>
<th>Chromosome Type</th>
<th>Pm</th>
<th>Pc</th>
<th>Unique Solutions</th>
<th>Different Solutions</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>282042</td>
<td>Binary</td>
<td>0.01</td>
<td>0.6</td>
<td>30 [24]</td>
<td>2</td>
<td>7.30</td>
</tr>
<tr>
<td>2</td>
<td>291745</td>
<td>Integer</td>
<td>0.01</td>
<td>0.6</td>
<td>14 [12]</td>
<td>3</td>
<td>7.00</td>
</tr>
<tr>
<td>3</td>
<td>291932</td>
<td>Binary</td>
<td>0.05</td>
<td>0.6</td>
<td>39 [24]</td>
<td>6</td>
<td>4.30</td>
</tr>
<tr>
<td>4</td>
<td>291948</td>
<td>Integer</td>
<td>0.05</td>
<td>0.6</td>
<td>21 [18]</td>
<td>3</td>
<td>5.20</td>
</tr>
<tr>
<td>5</td>
<td>301715</td>
<td>Binary</td>
<td>0.10</td>
<td>0.6</td>
<td>53 [35]</td>
<td>6</td>
<td>3.90</td>
</tr>
<tr>
<td>6</td>
<td>301730</td>
<td>Integer</td>
<td>0.10</td>
<td>0.6</td>
<td>17 [14]</td>
<td>5</td>
<td>3.30</td>
</tr>
<tr>
<td>7</td>
<td>61603</td>
<td>Binary</td>
<td>0.20</td>
<td>0.6</td>
<td>38 [19]</td>
<td>5</td>
<td>1.76</td>
</tr>
<tr>
<td>8</td>
<td>61620</td>
<td>Integer</td>
<td>0.20</td>
<td>0.6</td>
<td>23 [14]</td>
<td>7</td>
<td>2.14</td>
</tr>
<tr>
<td>9</td>
<td>61633</td>
<td>Binary</td>
<td>0.30</td>
<td>0.6</td>
<td>28 [7]</td>
<td>4</td>
<td>1.23</td>
</tr>
<tr>
<td>10</td>
<td>61644</td>
<td>Integer</td>
<td>0.30</td>
<td>0.6</td>
<td>25 [13]</td>
<td>4</td>
<td>1.98</td>
</tr>
<tr>
<td>11</td>
<td>61657</td>
<td>Binary</td>
<td>0.40</td>
<td>0.6</td>
<td>17 [2]</td>
<td>3</td>
<td>1.19</td>
</tr>
<tr>
<td>12</td>
<td>61708</td>
<td>Integer</td>
<td>0.40</td>
<td>0.6</td>
<td>24 [3]</td>
<td>5</td>
<td>1.21</td>
</tr>
<tr>
<td>13</td>
<td>61742</td>
<td>Binary</td>
<td>0.50</td>
<td>0.6</td>
<td>11 [0]</td>
<td>4</td>
<td>1.23</td>
</tr>
<tr>
<td>14</td>
<td>61755</td>
<td>Integer</td>
<td>0.50</td>
<td>0.6</td>
<td>14 [4]</td>
<td>5</td>
<td>1.37</td>
</tr>
<tr>
<td>15</td>
<td>61807</td>
<td>Binary</td>
<td>0.60</td>
<td>0.6</td>
<td>7 [1]</td>
<td>5</td>
<td>1.21</td>
</tr>
<tr>
<td>16</td>
<td>61950</td>
<td>Integer</td>
<td>0.60</td>
<td>0.6</td>
<td>10 [1]</td>
<td>3</td>
<td>1.25</td>
</tr>
<tr>
<td>17</td>
<td>71720</td>
<td>Binary</td>
<td>0.80</td>
<td>0.6</td>
<td>9 [0]</td>
<td>6</td>
<td>1.12</td>
</tr>
<tr>
<td>18</td>
<td>71731</td>
<td>Integer</td>
<td>0.80</td>
<td>0.6</td>
<td>13 [4]</td>
<td>5</td>
<td>1.25</td>
</tr>
<tr>
<td>19</td>
<td>71745</td>
<td>Binary</td>
<td>1.00</td>
<td>0.6</td>
<td>5 [0]</td>
<td>3</td>
<td>1.27</td>
</tr>
<tr>
<td>20</td>
<td>71908</td>
<td>Integer</td>
<td>1.00</td>
<td>0.6</td>
<td>8 [4]</td>
<td>3</td>
<td>2.35</td>
</tr>
<tr>
<td>21</td>
<td>301744</td>
<td>Binary</td>
<td>N/A</td>
<td>N/A</td>
<td>7 [0]</td>
<td>5</td>
<td>1.23</td>
</tr>
<tr>
<td>22</td>
<td>301756</td>
<td>Integer</td>
<td>N/A</td>
<td>N/A</td>
<td>6 [1]</td>
<td>4</td>
<td>1.46</td>
</tr>
<tr>
<td>23</td>
<td>301943</td>
<td>Binary</td>
<td>0.10</td>
<td>0.0</td>
<td>26 [19]</td>
<td>3</td>
<td>2.84</td>
</tr>
<tr>
<td>24</td>
<td>301955</td>
<td>Integer</td>
<td>0.10</td>
<td>0.0</td>
<td>7 [5]</td>
<td>3</td>
<td>2.99</td>
</tr>
<tr>
<td>25</td>
<td>11830</td>
<td>Binary</td>
<td>0.25</td>
<td>0.0</td>
<td>17 [3]</td>
<td>6</td>
<td>1.73</td>
</tr>
<tr>
<td>26</td>
<td>11931</td>
<td>Integer</td>
<td>0.25</td>
<td>0.0</td>
<td>24 [16]</td>
<td>7</td>
<td>2.02</td>
</tr>
<tr>
<td>27</td>
<td>11950</td>
<td>Binary</td>
<td>0.50</td>
<td>0.0</td>
<td>6 [1]</td>
<td>2</td>
<td>1.35</td>
</tr>
<tr>
<td>28</td>
<td>12001</td>
<td>Integer</td>
<td>0.50</td>
<td>0.0</td>
<td>8 [5]</td>
<td>5</td>
<td>1.40</td>
</tr>
<tr>
<td>29</td>
<td>41514</td>
<td>Binary</td>
<td>0.75</td>
<td>0.0</td>
<td>8 [1]</td>
<td>5</td>
<td>1.07</td>
</tr>
<tr>
<td>30</td>
<td>42026</td>
<td>Integer</td>
<td>0.75</td>
<td>0.0</td>
<td>14 [7]</td>
<td>5</td>
<td>1.02</td>
</tr>
<tr>
<td>31</td>
<td>42039</td>
<td>Binary</td>
<td>1.00</td>
<td>0.0</td>
<td>8 [0]</td>
<td>4</td>
<td>1.02</td>
</tr>
<tr>
<td>32</td>
<td>51000</td>
<td>Integer</td>
<td>1.00</td>
<td>0.0</td>
<td>4 [2]</td>
<td>3</td>
<td>2.22</td>
</tr>
<tr>
<td>33</td>
<td>51138</td>
<td>Binary</td>
<td>0.00</td>
<td>0.1</td>
<td>3 [2]</td>
<td>1</td>
<td>7.94</td>
</tr>
<tr>
<td>34</td>
<td>51150</td>
<td>Integer</td>
<td>0.00</td>
<td>0.1</td>
<td>3 [2]</td>
<td>2</td>
<td>7.32</td>
</tr>
<tr>
<td>35</td>
<td>51203</td>
<td>Binary</td>
<td>0.00</td>
<td>0.3</td>
<td>0 [0]</td>
<td>0</td>
<td>7.94</td>
</tr>
<tr>
<td>36</td>
<td>51211</td>
<td>Integer</td>
<td>0.00</td>
<td>0.3</td>
<td>11 [11]</td>
<td>2</td>
<td>7.94</td>
</tr>
<tr>
<td>37</td>
<td>51416</td>
<td>Binary</td>
<td>0.00</td>
<td>0.6</td>
<td>21 [17]</td>
<td>1</td>
<td>7.94</td>
</tr>
<tr>
<td>38</td>
<td>51428</td>
<td>Integer</td>
<td>0.00</td>
<td>0.6</td>
<td>1 [1]</td>
<td>1</td>
<td>7.32</td>
</tr>
<tr>
<td>39</td>
<td>51441</td>
<td>Binary</td>
<td>0.00</td>
<td>0.8</td>
<td>12 [12]</td>
<td>3</td>
<td>7.94</td>
</tr>
<tr>
<td>40</td>
<td>51452</td>
<td>Integer</td>
<td>0.00</td>
<td>0.8</td>
<td>9 [9]</td>
<td>2</td>
<td>7.94</td>
</tr>
<tr>
<td>41</td>
<td>51542</td>
<td>Binary</td>
<td>0.00</td>
<td>1.0</td>
<td>17 [11]</td>
<td>3</td>
<td>7.94</td>
</tr>
<tr>
<td>42</td>
<td>51553</td>
<td>Integer</td>
<td>0.00</td>
<td>1.0</td>
<td>6 [5]</td>
<td>3</td>
<td>7.47</td>
</tr>
<tr>
<td>43</td>
<td>62028</td>
<td>Binary</td>
<td>0.50</td>
<td>0.6</td>
<td>12 [0]</td>
<td>8</td>
<td>1.10</td>
</tr>
<tr>
<td>44</td>
<td>62042</td>
<td>Integer</td>
<td>0.50</td>
<td>0.6</td>
<td>24 [0]</td>
<td>14</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Figure 5-30: Genetic Algorithm Test Summary (Test 1 to Test 44)
Figure 5-31: Test 1 to Figure 5-50: Test 20 display the results for a crossover probability of 0.6 and a fitness threshold of 0.6 that was set to limit the amount of chromosome information recorded onto disc. Data for the binary and integer chromosomes is shown alternately. For mutation probabilities in the range 0.01 to 0.1 the average fitness increased with each generation, with the final average fitness very close to the maximum of 0.81. In this range of mutation probabilities, the genetic algorithm was evolving the 'best' solution in the manner of the standard genetic algorithm. The diversity measure was, in general, greater than 2.0, showing low diversity, i.e. most of the chromosomes in the population were be similar. For mutation probability values in the range 0.2 to 0.3, the average fitness value decreased to the values 0.3 to 0.4 and the diversity had values of about 2.0. The population chromosome diversity was beginning to increase with the corresponding decrease in the average fitness. The chromosomes now had a variety of fitness values, instead of evolving values around the maximum fitness value. For mutation probabilities greater than 0.3, the average fitness of the population decreased to values of about 0.2 and the diversity maintained values below 2.0. The population maintained similar average values and similar diversity levels throughout the 30 generations. The variation of chromosome diversity with mutation probability for these test cases is shown in Figure 5-24 and Figure 5-25.
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Figure 5-31: Test 1 GA Summary - Binary Chromosome with Pm = 0.01 and Pc = 0.0

Figure 5-32: Test 2 GA Summary - Integer Chromosome with Pm = 0.01 and Pc = 0.6
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Figure 5-33: Test 3 GA Summary - Binary Chromosome with Pm = 0.05 and Pc = 0.6

Figure 5-34: Test 4 GA Summary - Integer Chromosome with Pm = 0.05 and Pc = 0.6
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Figure 5-35: Test 5 GA Summary - Binary Chromosome with Pm = 0.1 and Pc = 0.6

Figure 5-36: Test 6 GA Summary - Integer Chromosome with Pm = 0.1 and Pc = 0.6
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Figure 5-37: Test 7 GA Summary - Binary Chromosome with Pm = 0.2 and Pc = 0.6

Figure 5-38: Test 8 GA Summary - Integer Chromosome with Pm = 0.2 and Pc = 0.6
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Figure 5-39: Test 9 GA Summary - Binary Chromosome with \( P_m = 0.3 \) and \( P_c = 0.6 \)

Figure 5-40: Test 10 GA Summary - Integer Chromosome with \( P_m = 0.3 \) and \( P_c = 0.6 \)
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Figure 5-41: Test 11 GA Summary - Binary Chromosome with \( P_m = 0.4 \) and \( P_c = 0.6 \)

Figure 5-42: Test 12 GA Summary - Integer Chromosome with \( P_m = 0.4 \) and \( P_c = 0.6 \)
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Figure 5-43: Test 13 GA Summary - Binary Chromosome with Pm = 0.5 and Pc = 0.6

Figure 5-44: Test 14 GA Summary - Integer Chromosome with Pm = 0.5 and Pc = 0.6
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Figure 5-45: Test 15 GA Summary - Binary Chromosome with Pm = 0.6 and Pc = 0.6

Figure 5-46: Test 16 GA Summary - Integer Chromosome with Pm = 0.6 and Pc = 0.6
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Figure 5-47: Test 17 GA Summary - Binary Chromosome with Pm = 0.8 and Pc = 0.6

Figure 5-48: Test 18 GA Summary - Integer Chromosome with Pm = 0.8 and Pc = 0.6
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**Figure 5-49: Test 19 GA Summary - Binary Chromosome with Pm = 1.0 and Pc = 0.6**

**Figure 5-50: Test 20 GA Summary - Integer Chromosome with Pm = 1.0 and Pc = 0.6**
The number of unique (individual) solutions, for a crossover probability of 0.6, decreased as the mutation probability increased (see Figure 5-30, Unique Solutions Column). For low values of mutation probability, a large number of similar ways of ‘looking’ at the contour were evolved, which had many different positions specified from where to start searching the list of segments from the PIP process. A variety of length thresholds were also evolved. For example, the fittest solution (Chromosome 1, Figure 5-10), for the digit two training set (Figure 5-8), had the observation genes in the chromosome equivalent to the combination 0-0-2, i.e. start at quadrant 0, look anti-clockwise and include 2 line-segments. The large number of solutions in this form all ‘look’ at the contour in the same way, but start ‘looking’ from different positions in the list of PIP line-segments and with a variety of line-segment length thresholds. Thus all the solutions were very similar and all ‘look’ at the contour in the same way. As the mutation probability was increased, the number of unique solutions decreased and these solutions were no longer clustered around the ‘best’ value. Also, as the mutation probability increased, the genetic algorithm search approached that of a purely random search.

From Figure 5-30 it can be seen that, for mutation probabilities greater than 0.2, the number of different ways of ‘looking’ at a contour remained approximately constant (Different Solutions Column). This suggests that the value of the mutation probability (greater than 0.2), for a given crossover probability, was not critical to performing the search for a variety of solutions. The number of ‘good’ solutions will be further discussed in Chapter 6 with regard to the suitability of these solutions to be used for contour recognition.

Figure 5-51: Test 21 and Figure 5-52: Test 22 show typical results for a genetic algorithm structured to randomly generate the chromosomes at the beginning of each generation, regardless of the crossover and mutation probabilities. The results displayed, in these two tests, suggest behaviour similar to a genetic algorithm with a mutation probability greater than 0.5. This type of result also indicates that, for mutation probability values greater than 0.5, the genetic algorithm was behaving
in a random fashion, with little contribution from the crossover operation.
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Figure 5-53: Test 23 to Figure 5-62: Test 32 display the behaviour of the genetic algorithm with the crossover probability set to zero. The behaviour of the genetic algorithm was similar to that described above for mutation probabilities greater than 0.3. The diversity measure, in particular, followed the same pattern and reduces to a value below 2.0 for mutation probabilities greater than 0.25. These results suggest that mutation had a stronger influence on the behaviour of the genetic algorithm than crossover, when the crossover and mutation probabilities were set such that the genetic algorithm evolved a variety of solutions. The variation of chromosome diversity with mutation probability for these test cases is shown in Figure 5-26 and Figure 5-27.

Figure 5-53: Test 23 GA Summary - Binary Chromosome with Pm = 0.1 and Pc = 0.0
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Figure 5-54: Test 24 GA Summary - Integer Chromosome with Pm = 0.1 and Pc = 0.0

Figure 5-55: Test 25 GA Summary - Binary Chromosome with Pm = 0.25 and Pc = 0.0
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Figure 5-56: Test 26 GA Summary - Integer Chromosome with Pm = 0.25 and Pc = 0.0

Figure 5-57: Test 27 GA Summary - Binary Chromosome with Pm = 0.5 and Pc = 0.0
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Figure 5-58: Test 28 GA Summary - Integer Chromosome with Pm = 0.5 and Pc = 0.0

Figure 5-59: Test 29 GA Summary - Binary Chromosome with Pm = 0.75 and Pc = 0.0
Figure 5-60: Test 30 GA Summary - Integer Chromosome with $P_m = 0.75$ and $P_c = 0.0$

Figure 5-61: Test 31 GA Summary - Binary Chromosome with $P_m = 1.0$ and $P_c = 0.0$
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Figure 5-62: Test 32 GA Summary - Integer Chromosome with Pm = 1.0 and Pc = 0.0

Figure 5-63: Test 33 to Figure 5-72: Test 42 display the behaviour of the genetic algorithm with the mutation probability set to zero, i.e. only the influence of crossover by itself is observed. In general a small number of solutions were evolved which were not necessarily near to the ‘best’ solution of 0.81. These displays demonstrate a particular problem associated with the crossover operator. When the influence of crossover was too strong, the chromosomes evolved and became similar. Eventually the whole population became the same. At this stage in the evolution of a solution the crossover operator had no effect on chromosomes that were the same. Hence the evolution process stopped. In all cases the diversity measure indicated low diversity in the chromosome population and the average fitness increased to that of the ‘best’ evolved solution. The variation of chromosome diversity with crossover probability for these test cases is shown in Figure 5-28 and Figure 5-29.
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Figure 5-63: Test 33 GA Summary - Binary Chromosome with Pm = 0.0 and Pc = 0.1

Figure 5-64: Test 34 GA Summary - Integer Chromosome with Pm = 0.0 and Pc = 0.1
Figure 5-65: Test 35 GA Summary - Binary Chromosome with Pm = 0.0 and Pc = 0.3

Figure 5-66: Test 36 GA Summary - Integer Chromosome with Pm = 0.0 and Pc = 0.3
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Figure 5-67: Test 37 GA Summary - Binary Chromosome with Pm = 0.0 and Pc = 0.6

Figure 5-68: Test 38 GA Summary - Integer Chromosome with Pm = 0.0 and Pc = 0.6
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Figure 5-69: Test 39 GA Summary - Binary Chromosome with Pm = 0.0 and Pc = 0.8

Figure 5-70: Test 40 GA Summary - Integer Chromosome with Pm = 0.0 and Pc = 0.8
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Figure 5-71: Test 41 GA Summary - Binary Chromosome with Pm = 0.0 and Pc = 1.0

Figure 5-72: Test 42 GA Summary - Integer Chromosome with Pm = 0.0 and Pc = 1.0
Figure 5-73: Test 43 and Figure 5-74: Test 44 show typical results for the behaviour of the genetic algorithm for the condition where the search was for a 'mismatch' rather than a match. The chromosomes evolved in this mode specify how to observe a contour so that the combinations of PIP line-segment vectors indicated how the examples in the digit two training set differed from each other. This information complemented the matching information evolved in the normal mode of operation for the genetic algorithm. Note that a 'mismatch' was obtained when the chromosome had low fitness. When the fitness of the chromosome, i.e. the fitness used by the genetic algorithm for selection of a chromosome for crossover and mutation, was set to (1.0 - the calculated fitness), the genetic algorithm evolved chromosomes that have low measured fitness. The fitness threshold was increased to 0.9 so that the amount of chromosome information stored onto disc for use by the recognition process was reduced (see also Chapter 6).

Figure 5-73: Test 43 GA Summary - Binary Chromosome with Pm = 0.5 and Pc = 0.6
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5.9 Summary and Conclusions

The research discussed in this chapter has designed and investigated a version of the standard genetic algorithm that used binary and integer chromosomes. Chromosomes were chosen for crossover and mutation in pairs by ‘roulette wheel’ selection, where the probability of choice is proportional to the fitness of the chromosome. The chromosome was structured such that the various genes specify how the PIP line-segment vectors are to be observed or ‘looked at’ as groups. A variety of ways to observe a contour with high fitness were evolved using a training set. The fittest ways to ‘look at’ a contour should be able to be used to recognise a test contour. The research method used for the recognition process is described in Chapter 6. A sixteen-bit binary and a five-integer chromosome were implemented, thus allowing for 65536 solutions. Typically a population of fifty chromosomes evolving for thirty generations was used for most of the experimental tests.

A triangular fitness function was used for these tests and the triangular function was centred on the
mean value for a PIP line-segment parameter (e.g. length of the training set PIP line-segment vectors specified by the relevant gene in the chromosome). The slope of the triangular fitness function was adjusted by the value of the standard deviation of the appropriate PIP line-segment parameter. The training set was comprised of five examples of the digit two drawn by the author and five examples from a database of numerals used by one of the Open University Artificial Intelligence Technology Courses (T396 Block 3 Technology Third Level).

The genetic algorithm could also be run using a ‘mismatch’ fitness function, i.e. \((1.0 - \text{calculated fitness})\) so that groups of PIP line-segment vectors were evolved that indicated which parts of the training set contours did not match.

With the crossover probability set to the value 0.6 and the mutation probability set to values less than 0.2, the fittest solution \((\text{fitness} = 0.81)\) was developed with the average fitness increasing as the evolution proceeded. In general, a selection of ‘good’ solutions was required for the contour recognition process, so that the variation contained in the training set contours could be adequately covered by the different ways to ‘look at’ each contour as specified in each chromosome. The fittest solutions for these values of the crossover and mutation probabilities specified, the same start quadrant, the same direction to search the list of PIP line-segment vectors and the same number of PIP line-segments, e.g. start quadrant 0, search anti-clockwise and calculate the fitness for 2 PIP line-segment features. The main variations in the chromosomes were the genes that defined where to start looking in the PIP line-segment list and the line-segment length threshold. These tests showed that the genetic algorithm performed in a similar manner to a standard genetic algorithm and exhibited the usual characteristics for the standard genetic algorithm reported in the literature. The genetic algorithm appeared to have the same performance when using binary or integer chromosomes.

This research work has shown that in order to search the solution space for a selection of ‘good’
solutions the mutation probability had to be increased to values in the region of 0.2. The genetic algorithm search behaved more randomly as the mutation probability was increased towards the value 1.0. Under these circumstances the genetic algorithm appeared to perform better than a random search, due to the action of the crossover operator.

A new chromosome diversity measure has been developed during the research work described in this chapter. This new diversity measure uses the standard deviation of the observation genes in the chromosome to calculate the spread in the various ways of 'looking at' a contour specified by these observation genes. The performance of this diversity measure has been compared to one from the literature (Lis, 1995). The results obtained from these two methods appeared to be consistent. The new diversity method may have advantages because it appeared to have a sharper 'cut-off', at mutation probability values around 0.2, than the fitness dispersion method (see also Lis, 1995).

The research has shown that the three measures of diversity, number of unique (individual) solutions and number of different solutions can be used to choose the value of the mutation probability such that a variety of different solutions are evolved. The preferred value for the crossover probability was chosen as 0.6 as suggested in the genetic algorithm literature.

Further processing of the solutions such as grouping of the solutions by start quadrant could possibly be used to provide a certain amount of immunity to partial occlusion of a contour. This grouping may also help when different contour shapes have sections that are similar. The genetic algorithm was normally executed for 30 generations with a population of 50 chromosomes. Therefore 1500 fitness calculations were typically performed to obtain a selection of solutions (total number of solutions equals 65536). Hence the search was efficient and could possibly be used with a network of processors to perform the training exercise on a sequence of real-time images.

The research has also shown that the standard genetic algorithm parameters can be adjusted to
evolve either

1. A single ‘best’ way to ‘look at’ a training set of contours that may be unique to that particular training set or

2. A selection of ‘good’ ways to observe the training set of contours that can describe the contours more thoroughly.

Measurement of the diversity of the individual genes in a chromosome and/or the monitoring of the fitness dispersion of the chromosome population has been shown to have potential use in choosing the values of the crossover and mutation probabilities to evolve a selection of ‘good’ solutions.

Krishnakumar (1989) has pointed out that one drawback of the standard or canonical genetic algorithm is the time penalty involved in evaluating the fitness functions for large populations, and explored a small population approach (given the name micro-genetic algorithm) with some very simple genetic parameters. It was shown that the micro-genetic algorithm reached the near-optimal region much earlier than the standard genetic algorithm. The population size was set to five and the fittest chromosome was passed to the next generation automatically (an elitist strategy). A tournament selection strategy was used by Goldberg and Deb (1991) to randomly group the five chromosomes and then adjacent pairs were chosen for reproduction. A crossover operator was applied with a probability of 1.0 and the mutation probability equals 0.0. The evolutionary process was stopped on a ‘reasonable’ measure of convergence based on either genotype or phenotype behaviour. The micro-genetic algorithm described in Krishnakumar (1989) was applied to the real-world non-stationary problem, such as those related to the wind shear optimal guidance problem, that is of keen interest to aircraft manufacturers regarding aircraft safety. This type of micro-genetic algorithm format could be applied to the genetic algorithm discussed in this chapter and is suggested, in Chapter 9, as the subject of further research.

Chapter 6 investigates how to use the chromosomes evolved by the genetic algorithm developed in
this chapter and the triangular fitness function used by this genetic algorithm to recognise other similar shaped contours.
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6.1 Introduction

The genetic algorithm used in the research discussed in Chapter 5 evolved a list of chromosomes that were able to specify how to observe various examples of a shape contour, such that certain groups of the line-segment vectors around the contour were very similar (see PIP calculation method in Chapter 4). A list of chromosomes was also evolved which defined how to examine the shape contours for groups of line-segment vectors that were not similar. Each chromosome had associated with it the mean and standard deviation data for each set of line-segment vector appropriate for the set of example contours (Figure 6-1 and Figure 6-2). The set of example contours was referred to as the training set, and the mean and standard deviation data for each line-segment were referred to as the ‘features’ of that part of the contour examined by the instructions in the chromosome.

<table>
<thead>
<tr>
<th>Id</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 0 2 0.19 2</td>
<td>0.81</td>
</tr>
<tr>
<td>2</td>
<td>0 0 2 0.13 2</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>0 0 2 0.13 0</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0 0 2 0.13 1</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>0 0 2 0.10 1</td>
<td>0.81</td>
</tr>
<tr>
<td>6</td>
<td>0 0 2 0.16 2</td>
<td>0.81</td>
</tr>
<tr>
<td>7</td>
<td>0 0 2 0.16 1</td>
<td>0.81</td>
</tr>
<tr>
<td>8</td>
<td>0 0 2 0.16 0</td>
<td>0.81</td>
</tr>
<tr>
<td>9</td>
<td>0 0 2 0.19 1</td>
<td>0.81</td>
</tr>
<tr>
<td>10</td>
<td>0 0 2 0.19 0</td>
<td>0.81</td>
</tr>
<tr>
<td>11</td>
<td>0 0 2 0.03 1</td>
<td>0.67</td>
</tr>
<tr>
<td>12</td>
<td>0 0 2 0.94 0</td>
<td>0.67</td>
</tr>
<tr>
<td>13</td>
<td>0 0 2 0.00 1</td>
<td>0.67</td>
</tr>
<tr>
<td>14</td>
<td>0 0 2 0.03 0</td>
<td>0.67</td>
</tr>
<tr>
<td>15</td>
<td>0 0 2 1.00 0</td>
<td>0.67</td>
</tr>
<tr>
<td>16</td>
<td>0 0 2 0.90 1</td>
<td>0.67</td>
</tr>
<tr>
<td>17</td>
<td>0 0 2 0.00 2</td>
<td>0.67</td>
</tr>
<tr>
<td>18</td>
<td>0 0 2 0.97 1</td>
<td>0.67</td>
</tr>
<tr>
<td>19</td>
<td>0 0 2 0.97 0</td>
<td>0.67</td>
</tr>
<tr>
<td>20</td>
<td>0 0 2 0.90 0</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Figure 6-1: Chromosome List – Chromosomes 1 to 20 (GA Test 1)
Shape recognition requires some form of classification method that is able to partition the various distinguishing features of a shape and its contour, into groups or classes, such that the overlap between the classes is small. A review of related work on classification and recognition methods is provided (see Section 6.2). The results from the research described in this chapter indicated that the use of the genes in the chromosome from the genetic algorithm of Chapter 5 did enable a new and effective recognition scheme to be developed.

This research work also suggested that the threshold parameters required by this recognition process could, themselves, be the subject of evolution, using another optimising genetic algorithm. The development of the latter genetic algorithm is suggested as a suitable topic for future research. The research work described in this chapter investigated one particular method for using the output of the genetic algorithm discussed in Chapter 5. The investigation of other recognition methods using...
6. Contour Shape Recognition Using Chromosome Encoding

the chromosome encoding is discussed further in Chapter 9.

6.2 Review of Related Work

References to general recognition algorithms are listed in Figure 6-3. Some of the references use a genetic algorithm to adjust the necessary parameters associated with each type of recognition or classification method.

<table>
<thead>
<tr>
<th>Related Work</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest-Neighbour/Neural Network</td>
<td>Babu and Murty, 1993; Brill, 1992; Djouadi and Bouktache, 1997; Hemminger and Pomalaz-Raez, 1996; Ho, 1992; Hoffman, 1993; Hung and Adeli, 1994; Kuncheva, 1997; Lee, 1995; Mitrias and Mertzios, 1994; Murthy and Chowdhury, 1996; Smith, 1994; Zhao and Higuchi, 1996.</td>
</tr>
<tr>
<td>Classifier</td>
<td></td>
</tr>
<tr>
<td>Techniques</td>
<td></td>
</tr>
<tr>
<td>Recognition Matching Techniques</td>
<td>Basak, 1995; Brunelli and Poggio, 1993; Cheng and Yan, 1998; Chen, 1997; Chen, 1994; Dufresne and Dhawan, 1995; Huang and Wang, 1996; Lo and Tsai, 1997; Pao and Li, 1992; Roh and Kweon, 1998; Wu and Sheu, 1996.</td>
</tr>
</tbody>
</table>

Figure 6-3: Recognition Algorithm References

Classification can be defined (James, 1985) as “The assignment of an object to one of a number of predetermined groups based on observations made on that object.” The same author points out that classification is not ‘cluster analysis’ or ‘analysis of variance’. Cluster analysis checks a set of data for any tendency to form groups. Analysis of variance provides statistical proof that groups exist within the data. James (1985) also noted that analysis of variance could be used to confirm that the
classification groups are different enough to make accurate assignment possible. Good classification requires the following:

1. A classification rule, which is a well-defined procedure that can be described and applied without the need for any additional 'subjective' judgements.
2. An assessment of the performance of the 'rule'.
3. An understanding of how the rule achieves its results.

A measurement of the performance of the rule should provide the 'best' rule. The best rule is one that minimises the total error of classification or "the probability that the rule will misclassify an object is small." James (1985) developed Bayes' rule and states that the best classification is achieved when an object is assigned to the group with the highest 'conditional' probability and that this assignment minimises the total error of classification.

Jozwik (1998) compared a parallel k-NN (k-nearest neighbours) classifier with a standard version of the algorithm. Component classifiers decided between two classes only and the number of possible pairs of classes determined the number of component classifiers. A global decision was made by voting on the output of all of the component classifiers. It was shown that the replacement of the k-NN rule by a combined (1-NN, k-NN) rule reduced the computation time requirement and the parallelisation of the classifier structure decreased the error rate. The effectiveness of the approach was verified using samples that were derived from multi-sensor remote-sensing images.

Sonka (1994, page 283) distinguished between statistical pattern recognition and syntactical pattern recognition. Statistical pattern recognition is described as a quantitative description of objects using numerical parameters, while a qualitative description of an object is a characteristic of syntactic pattern recognition. A syntactic object description should be used whenever a quantitative feature description (vector) is not able to represent the complexity of the described object and/or when the object can be represented as a hierarchical structure consisting of simpler parts. The elementary
properties of the syntactically described objects are called primitives. An example of such a
primitive would be the syntactic description of object borders with the border primitives
representing parts of borders with a specific shape. After each primitive has been assigned a
symbol, relations between primitives in the object are described, and a relational structure results.
Sonka (1994) noted the following principles:

1. The number of primitives should be small.
2. The chosen primitives must be able to form an appropriate object representation.
3. Primitives should be easily segmentable from the image.
4. Primitives should be easily recognisable using some statistical pattern recognition method.
5. Primitives should correspond with significant natural elements of the described object (image)
structure.

Sonka (1994) also pointed out that syntactic pattern recognition has a learning process associated
with it that constructs a description grammar for each class of objects, and that the main difference
between statistical and syntactic recognition is in this learning process.

Pao and Li (1992) presented a shape matching technique, also based on the straight line Hough
transform. A shape signature is obtained by calculating the distances between pairs of points having
the same Hough-space angle value. This is equivalent to calculating the perpendicular distances
between pairs of parallel tangents to the curves. Matching two signatures then only amounts to
calculating a 1D correlation. This shape matching technique assumed that a contour is characterised
by its set of tangent lines. "Even though shape matching is a conceptually simple problem, its time
complexity is enormous. In order to bring down the complexity, we need to decompose the high
dimensional parameter space into several lower dimensional subspaces such that the parameters of
individual subspaces can be determined."
Cowell (1995) discussed a syntactic pattern recogniser for vehicle number recognition and states that the syntactic approach has significant advantages in pattern representation and identification. Expressing complex patterns in terms of a small set of simple primitives with rules for describing the spatial relationship between them is very attractive. The use of syntactic pattern recognition as a formalisation of the work, by various researchers, on describing a boundary, by expressing shapes in terms of a series of primitives, each of which has a defined direction and size, is noted by this author. The major difficulty of the choice for the optimum set of primitives and the best grammar to state how the primitives are to be combined is also discussed.

Lovell and Bradley (1996) proposed a rule-based inductive learning algorithm called 'Multi-Scale Classification' and notes that statistical classifiers have major disadvantages, in that they rely on simplifying the assumptions about the probability distributions and decision surfaces which may not be valid. They also perform poorly when presented with non-linear relationships. The multi-scale algorithm, proposed in this paper, used a decision tree to store the knowledge it learns and classifies the training data by successively splitting the feature space in half.

Murthy and Chowdhury (1996) used a genetic algorithm in an attempt to optimise a specified objective function related to a clustering problem. This paper notes that cluster analysis groups a set of patterns (usually vectors in a multi-dimensional space) into clusters in such a way that patterns in the same cluster are similar in some sense. Likewise, patterns in different clusters are dissimilar. The clustering algorithm used a method which is based on the optimisation of a specified objective function that attempts to minimise the sum of the squared Euclidean distances between patterns and cluster centres. The genetic algorithm, in this paper, is used to find a global solution to this minimisation problem and uses a variable mutation probability to optimise the genetic search. Murthy and Chowdhury (1996) also noted that exhaustive enumeration could not lead to the required solution for most practical problems in a reasonable computation time. "Approximate heuristic techniques seeking a compromise or looking for a local minimum solution, which is not
necessarily global, have usually been adopted."

Tang (1998) proposed a new off-line handwritten Chinese character recognition system based on
multi-feature and multi-level classification. Ten classes of multi-features were used and the multi-
level classification scheme consisted of a group classifier with a five-level character classifier. The
new techniques of overlap clustering and Gaussian distribution selection were described.
Experimental results were presented that showed a recognition rate of about 90% for a unique
candidate and 98% for multi-choice with ten candidates.

Neri and Saitta (1996) showed that there are problems for which the use of genetic algorithm based
learning systems can be at least as effective as traditional symbolic or connectionist approaches. It is
also noted, in this paper, that genetic algorithms seem to emerge in Machine Learning as an
appealing alternative to classical search algorithms for exploring large spaces of hypotheses. The
intrinsically parallel nature of the genetic algorithm, exploitable by distributed processing hardware,
is of fundamental interest for machine learning, where computational complexity is a major
limitation to the applicability of most available methodologies.

Bala (1997) described a hybrid methodology that integrated genetic algorithms and decision-tree
learning in order to evolve useful subsets of discriminating features for recognising complex visual
concepts. The genetic algorithm was used to search the space of all possible subsets of a large set of
candidate discrimination features. Candidate feature subsets were evaluated using a decision-tree
learning algorithm. The classification performance of the resulting decision-tree on unseen test data
was used as the fitness of the underlying feature subset. Experimental results were presented to
show how increasing the amount of learning significantly improved feature set evolution for
difficult visual recognition problems.

Cheng and Yan (1998) proposed a character recognition method for digit characters that is based on
topological properties, positions of starting point, statistical analysis and shape recognition of unconstrained hand written digits using various contour information. The digit features are defined into three groups:

1. Normalised length of the digit contour, the normalised area of the digit and Fourier descriptors of the outer contour of the digit.

2. Relative position of the outer and interior contour centroids, the position of the interior contour centroid, the mean and variance of an outer contour distance measure and Fourier descriptors of the outer contour.

3. Digit eight and other digits that have a large variation in writing styles.

Chen (1996) described, in analytic form, a planar contour consisting of line segments and circular arcs. The contour matching is formulated as an optimisation problem based on the criterion of minimax (or minimal zone) errors. An iterative descent algorithm was developed to solve the multi-modal and non-differentiable optimisation problem, the solution of which reports the out-of-profile error and determines the scale and pose of the contour.

The research work described in this chapter to design a recognition method takes a different and novel approach to the usual classification and recognition techniques above. In conjunction with the genetic algorithm of Chapter 5, this new recognition method has parallel processing properties that could make it suitable for a real-time implementation. Possible development in the form of unsupervised learning, using a second genetic algorithm concurrently evolving recognition threshold parameters, may be possible and is recommended as a topic for further research (see Chapter 9).

### 6.3 Contour Shape Features

The conventional shape features, as reported in the literature, which are developed from a training set and used as input to a statistical classification system are such data items (features) as:
1. Contour Fourier descriptors.

2. Region and bounding-contour moment descriptors.

3. Contour curvature (of first differential edges and second differential zero-crossings), possibly at various scales.

4. Texture characteristics of regions that are bounded by closed shape contours.

Flusser and Suk (1993 and 1994) discussed several such features and mention Fourier descriptors, character stroke vectors and moment invariants. Affine moment invariants are derived that are able to describe variations in the slant of a character, and are effective features for the recognition of hand written characters. These features are also applied to the recognition of closed-boundary regions that are detected in satellite images.

Abu-Mostafa and Psaltis (1984) provided an analytic characterisation of moment invariants as features for pattern recognition and found that moment invariants are not in general good features. "They suffer from information loss, suppression and redundancy that limit their discrimination power. However, there are specific instances when these drawbacks do not essentially degrade the performance. When the images in question do not have significant information in the higher order coefficients, nothing is really lost, and when the central parts of the images have little useful detail, nothing is really suppressed."

The chromosomes evolved by the genetic algorithm in the research discussed in Chapter 5 can now become another part of the feature database of a shape contour. A selection of chromosomes that have the best recognition capabilities (not necessarily with the largest fitness values) should be used (see example chromosomes in Figure 6-1). These chromosomes were evolved during GA Test 1 (see Chapter 5). Figure 6-4 also lists a further 10 chromosomes.
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<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0 0 2 0.00</td>
<td>0 0.67</td>
</tr>
<tr>
<td>22</td>
<td>0 0 2 0.23</td>
<td>3 0.65</td>
</tr>
<tr>
<td>23</td>
<td>0 0 2 0.23</td>
<td>1 0.64</td>
</tr>
<tr>
<td>24</td>
<td>0 0 2 0.23</td>
<td>0 0.64</td>
</tr>
<tr>
<td>25</td>
<td>0 0 2 0.58</td>
<td>1 0.64</td>
</tr>
<tr>
<td>26</td>
<td>0 0 6 0.13</td>
<td>0 0.63</td>
</tr>
<tr>
<td>27</td>
<td>0 0 6 0.16</td>
<td>0 0.63</td>
</tr>
<tr>
<td>28</td>
<td>0 0 6 0.19</td>
<td>1 0.63</td>
</tr>
<tr>
<td>29</td>
<td>0 0 6 0.19</td>
<td>0 0.63</td>
</tr>
<tr>
<td>30</td>
<td>0 0 6 0.13</td>
<td>1 0.63</td>
</tr>
</tbody>
</table>

Figure 6-4: Chromosome List – Chromosomes 21 to 30 (GA Test 1)

Each chromosome has associated with it the mean and standard deviation values for each of the appropriate contour line-segments from the training set (see examples in Figure 6-2). The mean and standard deviation for the two line-segment vectors specified by the observation genes 1, 2 and 3 that have the value 0-0-2 are shown in Figure 6-2.

The features of the specified line-segment vectors are:

1. Finish quadrant for the last line-segment.
2. Finish quadrant for each line-segment.
3. Line-segment length.
4. Line-segment direction (0 to 7).

The number of PIPs associated with each contour in the training set could be included in the chromosome database, but was not used in the new recognition technique described below. The mean and standard deviation of the number of PIPs on a contour could be used as added extra evidence for the recognition process.

Rather than use the statistical pattern recognition methods, described in the review of related work above, for shape classification and recognition, a new and effective recognition method was developed during the research work. This new method made use of the evolved chromosomes from a training set to specify how to examine a test contour presented from the external environment. This new recognition technique, see Section 6.4, is similar to the syntactic pattern recognition
methods discussed in Sonka (1994) and is associated with a learning process that is absent in statistical pattern recognition. Olstad (1991) and Olstad and Torp (1996) also discussed a method for the use of active contours with a grammatical representation for shape recognition. The grammatical descriptions, discussed in these papers, are used to model the \textit{a priori} knowledge available about the objects that the algorithm should recognise. One of the main uses of this type of syntactic information, as described in these papers, was to modify the energy function of the active contour locally according to the grammatical interpretation.

The new recognition method calculated a fitness value for the line-segment vectors, as specified by a training set chromosome, from the input test contour (produced by the PIP process in Chapter 4) using the same triangular fitness function that was used by the genetic algorithm in Chapter 5. The mean and standard deviation data from the training set were used to define the parameters of this triangular fitness function. The fitness of the line-segment vectors in the test set was, therefore, calculated in exactly the same way as in the fitness function used by the genetic algorithm of Chapter 5 for the line-segment vectors in the training set.

\section*{6.4 Description of Recognition Experiments}

The training set used in the previous chapter is shown in Figure 6-5. The upper row of the digit two examples are from the Essex University database of digitised images of hand-written postcodes taken from envelopes as used by the Open University T396 Block 3 Technology third level course entitled 'Artificial Intelligence for Technology'. The lower row is from a digit two set, hand written by the author. The shape name appears below each example together with a numeric identification. The number of line-segments and the aspect ratio of each example are also provided. The test sets A and B are shown in Figure 6-6 and Figure 6-7.
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Figure 6-5: Training Set: Digit Two

Figure 6-6: Test Set A
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Figure 6-7: Test Set B

The test set consisted of the following examples:

1. More examples of the training set data.

2. A clipart aircraft with different sub-sampling (from 64 to 2048 points per contour) prior to normalisation.

3. A sample of the author’s signature.

4. A digit two as used in the training set but with a larger sampling window on the PIP construction (which produces less PIP line-segments).

5. A clipart tank and a scanned lake contour from Held (1994).

A list of the twenty fittest solutions for a mutation probability of 0.01 and a crossover probability of 0.6 (see GA Test 1, Chapter 5) is shown in Figure 6-1, with the chromosomes 1 and 16 highlighted. The chromosome genes are shown in order, with the chromosome fitness in the right hand column. The chromosome line-segment vector mean and standard deviation data from the training set for these highlighted chromosomes is shown in Figure 6-2. Chromosome number 1 was evolved on
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generation 17 and chromosome number 16 was evolved on generation 18. The mean data is shown in the upper set of numbers and the standard deviation data is shown in the lower set of numbers.

The data refers to the finish quadrant for the sequence of line-segment vectors, the start quadrant for each line-segment (two in this example), the length of each line-segment and its direction from the chain codes 0 to 7 (see also Chapter 5).

The fitness for the line-segment vectors of each test set contour was calculated for each chromosome using the triangular fitness function. A good/bad score, for each test contour line-segment combination, was calculated that shows how many times the fitness is greater than a specified recognition threshold (R\text{threshold}). If g (good) indicates the score for a fitness value greater than or equal to R\text{threshold} and b (bad) indicates a score for a fitness value less than R\text{threshold}, we have:

\[
\text{If (fitness) \geq R\text{threshold} then } g = g + 1 \text{ else } b = b + 1 \quad (6.1)
\]

A recognition measure (R) is then calculated as:

\[
R = (g - b)/(g + b) \quad (6.2)
\]

Figure 6-8 shows the recognition matrix for the twenty fittest chromosomes. The value of R\text{threshold} for these recognition results is set to the value 0.25. The test objects are listed vertically and the score for each chromosome is shown horizontally. A one indicates a fitness value for the line-segments on the test contour greater than or equal to 0.25 and a zero indicates a fitness value, for the same line-segments, less than 0.25. The three columns on the far right of the table show the total number of ones and zeros, and the value of R, respectively.
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<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>g</th>
<th>b</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Two06</td>
<td>1 2 3 4 5 6 7 8 91011121314151617181920</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Two07</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Two08</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Two09</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Two10</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Ou206</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Ou207</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Ou208</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Ou209</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>Ou210</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>A10-1</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>A10-2</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>13</td>
<td>A10-3</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>A10-4</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>A10-5</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>A10-6</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>17</td>
<td>Thomas</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>Ou201a</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>Tank01</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>Lake01</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>0</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 6-8: Recognition Matrix – Chromosomes 1 to 20 (GA Test 1)

6.5 Discussion of Recognition Results

The recognition matrix is shown in Figure 6-8 for the digit two, with scores of 20/0 and 17/3, indicating that the twenty fittest chromosomes are able to recognise the digit two from the test set.

Parts of the clipart aircraft also show high fitness for these chromosomes and two incorrect recognition scores (false alarms) are therefore indicated. The false alarm contours 11 and 15 (Ident A10-1 and A10-5) are highlighted in Figure 6-8. The individual fitness for each contour, in test sets A and B, for the chromosomes 1 and 16 (Figure 6-1) is shown in Figure 6-9 and Figure 6-10. Note rows 1 to 4 show contours 1 to 5, 6 to 10, 11 to 15 and 16 to 20 respectively. Also note the high fitness for contours 11 and 15.
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Figure 6-9: Recognition Using Best Chromosome 1: GA Test 1

Figure 6-10: Recognition Using Chromosome 16: GA Test 1
Chromosomes 21 to 30 are shown in Figure 6-4 (GA Test 1) with the chromosomes 26 and 30 highlighted. The recognition matrix for these chromosomes, Figure 6-11, shows:

1. Failure to recognise contour 9 (OU209 - a digit two contour).
2. Zero false alarms.
3. 100% recognition, with no false alarms, for chromosomes 26 and 30.

<table>
<thead>
<tr>
<th>Idnet</th>
<th>Chromosome</th>
<th>g</th>
<th>b</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Two06</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Two07</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Two08</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Two09</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Two10</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Ou206</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Ou207</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Ou208</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Ou209</td>
<td>1 0 0 0 1 1 0 0 0 1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>Ou210</td>
<td>1 1 1 1 1 1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>A10-1</td>
<td>1 1 1 1 0 0</td>
<td>4 6</td>
<td>-0.2</td>
</tr>
<tr>
<td>12</td>
<td>A10-2</td>
<td>0 1 1 0 0 0</td>
<td>3 7</td>
<td>-0.4</td>
</tr>
<tr>
<td>13</td>
<td>A10-3</td>
<td>1 1 1 1 1 0</td>
<td>5 5</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>A10-4</td>
<td>1 1 1 1 0 0</td>
<td>4 6</td>
<td>-0.2</td>
</tr>
<tr>
<td>15</td>
<td>A10-5</td>
<td>1 1 1 1 1 0</td>
<td>5 5</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>A10-6</td>
<td>1 0 1 1 0 0</td>
<td>3 7</td>
<td>-0.4</td>
</tr>
<tr>
<td>17</td>
<td>Thomas</td>
<td>0 0 0 0 0 0</td>
<td>0 10</td>
<td>-1.0</td>
</tr>
<tr>
<td>18</td>
<td>Ou201a</td>
<td>1 0 1 1 1 1 1</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>Tank01</td>
<td>0 0 0 0 1 0 0 0 0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>Lake01</td>
<td>0 0 0 0 1 0 0 0 0</td>
<td>1</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 6-11: Recognition Matrix - Chromosomes 21 to 30 (GA Test 1)

The contour line-segment vectors involved in the recognition process for chromosomes 26 and 30 are shown in Figure 6-12 and Figure 6-13. The high recognition measures, ( > +0.33), for the contours 1 to 10 and 18, which are all line-segment vectors from the digit two contours, can be observed. The very low recognition measures, ( < -33.0), for the other contours can also be seen.

Note that the chromosomes 26 and 30 only differ in the threshold on the length of the line-segment vectors to be used and thus specify very similar ways to observe the contour for recognition purposes.
6. Contour Shape Recognition Using Chromosome Encoding

Figure 6-12: Recognition Using Chromosome 26: GA Test 1

Figure 6-13: Recognition Using Chromosome 30: GA Test 1
A list of twelve chromosomes that define how to examine the shape contours for line-segments that are not similar is shown in Figure 6-14, i.e. a mismatch of the contours. These twelve chromosomes were developed by the genetic algorithm in Chapter 5 for a mutation probability of 0.5 and a crossover probability of 0.6. The genetic algorithm evolved these twelve solutions using a fitness value equal to \((1.0 - \text{measured chromosome fitness})\). See right-most column in Figure 6-14, where the fitness value is of the order of 0.9 indicating a measured chromosome fitness value of the order of 0.1.

<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 1 2 0.97 10</td>
<td>0.92</td>
</tr>
<tr>
<td>2</td>
<td>1 0 3 0.45 16</td>
<td>0.92</td>
</tr>
<tr>
<td>3</td>
<td>0 1 3 0.10 8</td>
<td>0.91</td>
</tr>
<tr>
<td>4</td>
<td>3 0 4 0.35 15</td>
<td>0.91</td>
</tr>
<tr>
<td>5</td>
<td>2 0 4 0.77 14</td>
<td>0.91</td>
</tr>
<tr>
<td>6</td>
<td>3 0 4 0.52 16</td>
<td>0.90</td>
</tr>
<tr>
<td>7</td>
<td>1 0 3 0.00 17</td>
<td>0.90</td>
</tr>
<tr>
<td>8</td>
<td>2 0 8 0.35 11</td>
<td>0.90</td>
</tr>
<tr>
<td>9</td>
<td>3 0 4 0.84 15</td>
<td>0.90</td>
</tr>
<tr>
<td>10</td>
<td>1 0 3 0.16 8</td>
<td>0.90</td>
</tr>
<tr>
<td>11</td>
<td>3 1 2 1.00 6</td>
<td>0.90</td>
</tr>
<tr>
<td>12</td>
<td>0 1 6 0.84 10</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 6-14: Chromosome List [MisMatch] – Chromosomes 1 to 12 (GA Test 43)

The recognition matrix of the sections of the contour line-segments that are not similar is shown in Figure 6-15 for each of the 12 chromosomes. Chromosomes 4, 6, 8, 9 and 12 correctly identified the dissimilar line-segments. The value of \(R\) for the contour shapes 1 to 10 and 18 (the digit two) varies from \(-0.5\) to \(-1.0\), also indicating good recognition of the dissimilar line-segments. This evidence from chromosomes 4, 6, 8, 9 and 12 could be added to that of the chromosomes previously discussed, to reinforce the recognition of the contour shapes 1 to 10 and 18 as the digit two.

The line-segment vectors used in the recognition of the mismatched sections of the contour shapes are shown in Figure 6-16 for chromosome 6 and Figure 6-17 for chromosome 12. The mismatch between the line-segments can be seen with Figure 6-17 showing that the barrel of the tank (row 4, second from the right, contour 19) gives a value for \(R\) of \(-0.91\). This large mismatch value of \(R\) indicates an almost total (\(-1.0\)) mismatch. This mismatch value would seem to be consistent with a
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<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>g</th>
<th>b</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Two06</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Two07</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Two08</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Two09</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Two10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Ou206</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Ou207</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>Ou208</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Ou209</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Ou210</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>A10-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>A10-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>A10-3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>A10-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>A10-5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>A10-6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>Thomas</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>Ou201a</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>Tank01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>Lake01</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 6-15: Recognition Matrix [MisMatch] – Chromosomes 1 to 12 (GA Test 43)

Figure 6-16: Recognition Using Chromosome 6 [MisMatch]: GA Test 43

human observer’s view of that part of the contour.
The digit four, from test set C (Figure 6-18), was added to the test set, substituting for the digit two test contours, numbers 1 to 5. The recognition matrix for this new test set C is shown in Figure 6-19 for chromosomes 1 to 16, and Figure 6-20 for chromosomes 11 to 30. Chromosome 1 recognises that the digit four (Test set numbers 1 to 5) is not the same as the digit two (Test set numbers 6 to 10 and 18). Chromosome 16 incorrectly identifies one of the digit four contours (Test set number 3).
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![Figure 6-18: Test Set C: Digit Four](image)

<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>g</th>
<th>b</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Four11</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>2</td>
<td>Four12</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>3</td>
<td>Four13</td>
<td>6</td>
<td>10</td>
<td>-0.25</td>
</tr>
<tr>
<td>4</td>
<td>Four14</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>5</td>
<td>Four15</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>6</td>
<td>Ou206</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>Ou207</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>Ou208</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>Ou209</td>
<td>13</td>
<td>3</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>Ou210</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>11</td>
<td>A10-1</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>12</td>
<td>A10-2</td>
<td>6</td>
<td>10</td>
<td>-0.25</td>
</tr>
<tr>
<td>13</td>
<td>A10-3</td>
<td>6</td>
<td>10</td>
<td>-0.25</td>
</tr>
<tr>
<td>14</td>
<td>A10-4</td>
<td>6</td>
<td>10</td>
<td>-0.25</td>
</tr>
<tr>
<td>15</td>
<td>A10-5</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td>A10-6</td>
<td>6</td>
<td>10</td>
<td>-0.25</td>
</tr>
<tr>
<td>17</td>
<td>Thomas</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>18</td>
<td>Ou201a</td>
<td>16</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>19</td>
<td>Tank01</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
<tr>
<td>20</td>
<td>Lake01</td>
<td>0</td>
<td>16</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

![Figure 6-19: Recognition Matrix with Test Set C – Chromosomes 1 to 16 (GA Test 1)](image)
### Figure 6-20: Recognition Matrix with Test Set C – Chromosomes 11 to 30 (GA Test 1)

Chromosomes 26 and 30 (highlighted) correctly identify the digit two contours and also correctly identify that the digit four contours are not similar to the digit two contours. The line-segments involved in the recognition for the chromosomes 1, 16, 26 and 30 using the test set C are shown in Figure 6-21 to Figure 6-24.
Figure 6-21: Recognition Using Best Chromosome 1 Including Test Set C: GA Test 1

Figure 6-22: Recognition Using Chromosome 16 Including Test Set C: GA Test 1
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Figure 6-23: Recognition Using Chromosome 26 Including Test Set C: GA Test 1

Figure 6-24: Recognition Using Chromosome 30 Including Test Set C: GA Test 1
A summary of the recognition results for the forty-four training set experiments in Chapter 5 is shown in Figure 6-25. The left-hand side of the table is shown for reference and is a summary of the behaviour of the genetic algorithm for the various values of crossover and mutation probabilities. The chromosome type column is indicated as 'B' for a binary type and 'I' for the integer type of chromosome. The total recognition column (Total Recn) shows the range of the number of chromosomes that correctly identified the digit two with no false alarms. The recognition (Recn) and false alarm percentage ranges were calculated for the fittest chromosomes that evolved for each of the crossover and mutation probabilities. The recognition measure R column (see Figure 6-25 and equation (6.2)) shows the various values for R used to calculate the percentage range recognition scores.

Tests 1 to 20 each varies the mutation probability with the crossover probability equal to 0.6. For low values of mutation probability (< 0.1) a large number of solutions is obtained. The number of different solutions and diversity are low. The influence of the crossover operator dominates the selection of a few high fitness chromosomes. The fittest solutions are also very similar hence the low diversity in the population. Chromosomes with total recognition capability are evolved and the recognition % range in some cases is less than 100%. The lowest mutation probability values also give higher false alarm % ranges.

Tests 5 to 10 each indicates that, for mutation probabilities in the range 0.1 to 0.3, the number of solutions decreases with the number of different solutions and diversity increasing. The influence of the mutation operator increases over this range of values. The fittest solutions show more variety hence the increase in the diversity of the population. Chromosomes evolve with a total recognition capability but over a smaller range than for the lower mutation probability values. The recognition % range is 100 % and the false alarm % range is lower than for Tests 1 to 4. This range of mutation probabilities appears to give more consistent recognition capability with a low false alarm % range. The number of different solutions are, overall, slightly higher for this range of mutation probabilities.
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probabilities.

Tests 11 to 20 each shows a decrease in the number of solutions as the mutation probability increases with the diversity generally also increasing. Low diversity is obtained in Test 19 because a mutation probability of 1.0 changes the value of each bit in the chromosome, so the population continually oscillates between two sets of chromosomes whose fitness is entirely dependent on the initial random population. For the integer chromosome the mutation operator behaves slightly differently in that the value of each integer gene (in the chromosome) is either increased or decreased with a random probability hence the diversity is maintained. The total recognition range decreases and, in general, the recognition capability also decreases with an increase in the false alarm % range. The influence of the mutation operator over this range of values appears to reduce the effects of the crossover operator and hence the selection process becomes more random.

Tests 21 to 22 each shows the results for a completely random selection of the chromosomes. The results are similar to those for the high values of mutation probability. The number of solutions is low and the diversity is high. The number of chromosomes with total recognition capability is also low and the false alarm % range is high. These results appear to show that high mutation probability values produce the same effect as random generation of the chromosomes and that the action of the crossover operator is required to evolve a number of solutions that provide good recognition capabilities with a low false alarm % range.

Tests 23 to 32 each shows the effect of the mutation operator alone. The diversity of the population increases with increasing value of the mutation probability. Test 31 also gives similar diversity values to those produced in Test 19 (100% bit swapping). The number of chromosomes providing total recognition is low and, in general, the recognition capabilities are reduced and the false alarm % range increases as the mutation probability increases. These results again appear to indicate that the use of the crossover operator is essential to evolve chromosomes with 100% recognition.
capabilities.

Tests 33 to 42 each shows the effect of the crossover operator alone. The crossover process dominates the selection process producing a low diversity in the population. The number of different solutions is lower than in the cases where the mutation operator was used. The recognition capability of the evolved chromosomes is also reduced with a large increase in the false alarm % range. The crossover operator is providing too much exploitation with very little exploration of the solution space. The mutation operator is therefore required to improve this exploration, as shown in Tests 1 to 20.

Tests 43 to 44 each shows the capability of the genetic algorithm in Chapter 5 to identify the sections along the training set contours (for the digit two) that are mismatched, i.e. dissimilar. The number of chromosomes providing total recognition of the mismatched contour sections is higher than for those providing a matched recognition. These results appear to indicate that the training set of digit two contours has up to eight sections on the contours that show a mismatch. The recognition capability of the chromosomes to identify the mismatched sections of the contours appears to be similar to that of the chromosomes with a matching capability (Tests 13 and 14). Identification of the contour sections that differ could be used as extra information for the recognition process.

The recognition measure (R) appears to be in the range 4 ± 2 for Tests 1 to 42. The mismatch (Tests 43 and 44) settings were negative and of a similar range but lower absolute values. The value of the recognition measure required for a good recognition capability would, therefore, seem not to be critical and is similar for the various values of the mutation and crossover probabilities.

The performance of the binary form of the chromosome appears to be similar to and, in general, slightly more consistent than the integer version of the chromosome. The mutation operator for the two types of chromosome behaves differently, with the integer chromosome providing more
diversity for mutation probabilities equal to 1.0. The use of the binary chromosome is preferred because the schema theorem of J. H. Holland can be used to analyse its performance.

The results of the training set [Digit Two] recognition tests (Figure 6-25) can be summarised as follows:

1. The most consistent recognition results (including 100% recognition) are obtained with the crossover probability equal to 0.6 and the mutation probability in the range 0.1 to 0.3. A number of different chromosomes, i.e. 'ways of observing the shape contour line-segments', are evolved using these genetic operator values. A value of 0.6 for the crossover operator is often recommended in the literature.

2. Mutation probability values < 0.1 and a crossover probability of 0.6 produce low diversity in the population and a reduced number of different chromosomes. Mutation probability values > 0.3 with a crossover probability of 0.6 produce solutions in a similar manner to a random selection of the chromosomes. In both cases the false alarm % range is increased.

3. Fewer total recognition chromosomes are produced for crossover probability equal to 0.0 and the mutation probability is varied between 0.1 and 1.0. The false alarm % range under these conditions is also higher.

4. A low diversity of the population is obtained when the mutation probability is set to 0.0 and the crossover probability is varied between 0.1 and 1.0. Under these conditions the crossover operation dominates the evolutionary process. Fewer total (100%) recognition chromosomes are produced and the false alarm % range increases.

5. A recognition capability to identify the mismatch (dissimilarity) between the contours in a training set is achieved and provides a similar consistency to that of the recognition chromosomes. This mismatch capability can be used to identify the sections of the training set contours that are dissimilar. This extra evidence can then be used to reinforce the evidence from the recognition chromosomes.
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GA
Test

Chromo.
Type

Pm

Pc

Encoding

Unique
Solns.

Diff.
Solns.

Diversity

3±2
3±2
6±1
2±2
6±2
4±2

6.3 ± 0.7
7.6±0.6
3.6 ± l.l
4.9± 0.5
l.6 ± 0.3
3.2± 0.5

Total
Recn.
(Range)
0:4
0: I
2:S
0:4
I :6
0:2

S± 3
14± 5
7±2
1O±3
7± 3
9± 2

4±2
6±2
5±1
5±2
4±1
6±1
4±1
6±1
4±2
6±2
3±1
4±2
3±1
4±1

l.2± .04
2.3 ±0.4
l.2±0.1
l.6± 0.3
l.2±0.1
l.4±0.2
1.I ± 0.1
1.3 ± 0.1
l.2±0.1
1.3 ± 0.1
l.2±0.1
1.3 ± 0.2
6.S ± 1.1
2.0 ±0.4

0:3
1:3
0:2
0:5
0: I
0: I
0: I
1: 2
0:2
0:2
0: I
0:2
0:2
0:0

100: 100
100: 100
100: 100
90: 100
90: 100
SO: 100
100: 100
100 : 100
SO: 100
100: 100
SO: 100
SO: 100
90: 100
100: 100

0: 22
0:22
0: 22
0:44
0:44
0: 33
0: 22
0: 33
0: 44
0: 22
0:44
0: 33
0: 44
0: 33

0.4±0.1
0.3 ±0.2
0.4 ±0.2
0.3 ±0.2
0.3 ±0.2
0.4 ±O.!
0.5 ±0.2
0.4±0.2
0.5 ±0.2
0.4±0.2
0.5 ±0.3
0.5 ±0.2
0.5 ± 0.3
0.5 ±0.2

Recn.
(%Range)

False

R

Alarms
(%Range)
0: 33
0:22
0: II
0:22
0: II
0: 22

I
2
3
4
5
6

B
I
B
I
B
I

0.01
0.01
0.05
0.05
0.10
0.10

0.6
0.6
0.6
0.6
0.6
0.6

32±
9±
67±
ll±S
54 ±
19±

16
6
9

7
S
9
10
II
12
13
14
15
16
17
18
19
20

B
I
B
I
B
I
B
I
B
I
B
I
B
I

0.20
0.20
0.30
0.30
0.40
0.40
0.50
0.50
0.60
0.60
O.SO
O.SO
l.oo
l.oo

0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6
0.6

12±
20±
12±
2S±
S±
20±
7±
17±

5
3
5
10
2
4
2
4

21
22

B
I

N/A
N/A

N/A
N/A

S± 3
6± I

4±1
3±1

1.I ± 0.2
l.2±0.1

0: I
0: I

100: 100
SO: 100

0: 22
0: 55

0.4±0.2
0.4±0.3

23
24
25
26
27
2S
29
30
31
32

B
I
B
I
B
I
B
I
B
I

0.10
0.10
0.25
0.25
0.50
0.50
0.75
0.75
l.oo
l.oo

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

20±3
6±3
S±2
15±4
9±2
15±5
6±3
IH3
2±1
6±3

4±2
2±2
4±1
5±2
5± I
5±1
3±2
5± I
2±1
HI

l.9 ± 0.2
3.8±1.1
1.I ± 0.1
l.6 ± 0.3
l.2 ± 0.2
l.4±0.2
1.I ± 0.1
l.2±0.1
6.4±0.7
2.0±0.4

0:2
0:2
0:2
0:2
0:2
0:2
0: I
0:3
0: I
0:2

SO:
90:
SO:
100:
SO:
90:
SO:
90:
SO:
90:

100
100
100
100
100
100
100
100
100
100

0:44
0: 22
0: 33
0: 22
0: 33
0: 22
0: 55
0: 22
0: 33
0: 33

0.5 ±O.!
0.3 ±0.2
0.4±0.1
0.2±0.2
OJ ±O.I
0.5 ±O.I
0.2±0.2
O.4±0.2
0.3 ±0.2
0.4±0.2

33
34
35
36
37
38
39
40
42

B
1
B
1
B
I
B
I
B
I

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

0.1
0.1
OJ
OJ
0.6
0.6
O.S
O.S
l.0
l.0

2±1
2±1
4±2
4±2
S±7
5±1
10±6
HI
12 ± 7
6±3

I± 1
l± I
I± I
I± I
2±2
2±1
3±3
I± I
3± 1
2±1

7.7±0.2
7.5 ± l.0
7.4±0.6
7.S±OJ
7.3 ± 0.6
7.7 ±0.3
7.6±0.S
7.4±0.S
7.9±0.1
7.1 ±0.9

0:0
0:0
0: I
0:3
0:0
0: I
0:2
0:0
0:2
0:2

90:
100:
SO:
100:
90:
SO:
90:
SO:
SO:
90:

100
100
100
100
100
100
100
100
100
100

0:66
0: 77
0:66
0:66
0: 22
0: 22
0:22
0: 66
0: 44
0: 22

0.4±0.2
0.3 ±0.2
0.4±0.2
0.4 ±O.I
0.4±0.2
0.4±0.1
O.HO.I
0.4±0.1
0.4±0.2
0.4±0.3

43
44

B
I

0.5
0.5

0.6
0.6

2l± I
25± 5

12±3
14±3

l.l ±O.I
1.3 ± 0.1

4:S
4:9

90: 100
90: 100

0:9
0: 27

-.2 ±0.2
-.HO.I

41

IS
9

90:
90:
100:
90:
100:
100:

100
100
100
100
100
100

0.4±0.2
0.4±0.3
0.6±0.2
0.4±0.2
0.5 ±0.2
0.4 ± 0.1

Figure 6-25: Training Set (Digit Two] Recognition Summary
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<table>
<thead>
<tr>
<th>GA Test</th>
<th>Figure Ident</th>
<th>Start Quadrant</th>
<th>Anti-Clockwise/Clockwise Segments</th>
<th>Number of Segments</th>
<th>Search Start</th>
<th>Length Threshold</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>291932</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>0</td>
<td>0.64</td>
</tr>
<tr>
<td>8</td>
<td>61620</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.13</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>8</td>
<td>61620</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.13</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>8</td>
<td>61620</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.13</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>8</td>
<td>61620</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.13</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>61644</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>11</td>
<td>61657</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.52</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>11</td>
<td>61657</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.52</td>
<td>5</td>
<td>0.64</td>
</tr>
<tr>
<td>13</td>
<td>61742</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.13</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>15</td>
<td>61807</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>15</td>
<td>61807</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>16</td>
<td>61950</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>5</td>
<td>0.64</td>
</tr>
<tr>
<td>17</td>
<td>71720</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>17</td>
<td>71720</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>18</td>
<td>71731</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>22</td>
<td>301756</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>23</td>
<td>301943</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>5</td>
<td>0.64</td>
</tr>
<tr>
<td>23</td>
<td>301943</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>24</td>
<td>301955</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>24</td>
<td>301955</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>25</td>
<td>11830</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.52</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>25</td>
<td>11830</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.13</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>26</td>
<td>11931</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>26</td>
<td>11931</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>26</td>
<td>11931</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>30</td>
<td>42026</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>31</td>
<td>42039</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>32</td>
<td>51000</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.13</td>
<td>0</td>
<td>0.63</td>
</tr>
<tr>
<td>36</td>
<td>51211</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>36</td>
<td>51211</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>36</td>
<td>51211</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.13</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>37</td>
<td>51416</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.55</td>
<td>4</td>
<td>0.64</td>
</tr>
<tr>
<td>38</td>
<td>51428</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>41</td>
<td>51542</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td>41</td>
<td>51542</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
<tr>
<td>41</td>
<td>51542</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0.10</td>
<td>1</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Figure 6-26: Total (100%) Recognition | Digit Two | Summary

A summary of the total (100%) recognition, i.e. chromosomes that correctly identified all the digit two contours without any false alarms, is shown in Figure 6-26.
6. Contour Shape Recognition Using Chromosome Encoding

The three main ways of observing a digit two contour for complete recognition (100%) were defined by chromosomes of the form 0-0-2, 0-0-5 and 0-0-6, with slight variations in the start search position on the line-segment vector data and the line-segment vector length threshold. Note also that the fittest chromosome, of the form 0-0-2 with fitness 0.81, did not give total (100%) recognition of the digit two contour. The test set did not produce a fitness of this value because the test set shows more variation in the digit two shapes than the training set. These results have shown that correct (100%) recognition can be achieved by a choice of chromosome, fitness threshold ($R_{threshold}$) and the recognition measure ($R$).

This research work has identified a practical difficulty that occurs when starting the search of the list of input contour data. Referring to chromosome 1, Figure 6-2, the start search gene is equal to 0.19.

Figure 6-27 shows the calculation for the five digit two contours shown in the second row of Figure 6-6 (Test set A) and the recognition results in the second row of Figure 6-9.

<table>
<thead>
<tr>
<th>Shape Ident &amp; [Number of Line-Segments]</th>
<th>Start Search</th>
<th>Start Quadrant</th>
<th>Finish Quadrant</th>
<th>Line-Segment Length</th>
<th>Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ou206 [25]</td>
<td>0.19x25</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>=4.75=5</td>
<td>2</td>
<td>0</td>
<td>45</td>
<td>7</td>
</tr>
<tr>
<td>Ou207 [24]</td>
<td>0.19x24</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>=4.56=5</td>
<td>2</td>
<td>0</td>
<td>45</td>
<td>7</td>
</tr>
<tr>
<td>Ou208 [24]</td>
<td>0.19x24</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>=4.56=5</td>
<td>2</td>
<td>0</td>
<td>35</td>
<td>7</td>
</tr>
<tr>
<td>Ou209 [36]</td>
<td>0.19x36</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>=6.84=7</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Ou209 [36]</td>
<td>Truncate to 6</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Ou210 [32]</td>
<td>0.19x32</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>=6.08=6</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>7</td>
</tr>
</tbody>
</table>

**Figure 6-27: Start Search Calculation for Chromosome 1 (GA Test 1)**

Incorrect line-segment vector lengths (5 and 3) were found for the contour ou209 when starting the search at position 7 in the input contour data. Starting the search at position 6 gave a better fitness result. See highlighted data in Figure 6-27. Incorrect line-segment vector lengths (3 and 3) were
found for the contour ou210 because the line-segment input-data is noisier than the other examples of the digit two (see ou210 in Figure 6-6). Although the start search position gave problems for ou209 and ou210, the fitness calculation provided a relatively high fitness value (second row Figure 6-9) and thus effectively reduced the start search problem for these two input contours.

6.6 Summary and Conclusions

This research work has shown that correct (100%) recognition could be achieved, using the new technique, by a choice of chromosome, fitness threshold (Rthreshold) and the recognition measure (R). The value of R could vary for each chromosome and was thus a flexible feature of this new recognition method. The fittest chromosomes were not necessarily the best for correct recognition, and when used in combination the chromosomes could provide a recognition capability with few false alarms. A mismatch recognition capability was also provided by the genetic algorithm developed in Chapter 5, which could be used as extra evidence for contour recognition. This mismatch capability was provided without changing the genetic algorithm or the recognition process, and was achieved by a modification in the fitness calculation only. A summary of the recognition percentages versus false alarm percentages without selection of the best recognition chromosomes is shown in Figure 6-28 to Figure 6-31. These figures show the spread of the solutions without any processing of the recognition thresholds or the choice of the best recognition chromosomes. It can be seen that the false alarms can be reduced to zero by a choice of chromosome, fitness threshold (Rthreshold) and the recognition measure R.
Figure 6-28: Training Set [Digit Two]: All cases: False Alarms v Recognition

Figure 6-29: Training Set [Digit Two]: Pc = 0.6: False Alarms v Recognition
The new recognition technique developed in this chapter could be suitable for real-time applications and should be immune to contour occlusion problems. The processing involved should not be excessive and involves fitness calculations on the test contour, which are controlled by a small number of training set chromosomes. Applications could be developed where both the chromosome
and the recognition measure (R) would be evolved as the test contour is being observed. Occlusion could then be overcome because only parts of the contour, from 2 to 8 line-segments, would be examined or observed by a chromosome at any one time. The line-segment vectors along the contour, that are not occluded, may be sufficient for the recognition process to succeed. Further research is recommended to investigate contour occlusion using the new recognition technique developed in this chapter.

Certain combinations of line-segment vectors, specified by the chromosome, show high fitness but the contour shapes do not appear similar to the human observer. Likewise certain combinations of line-segments have low fitness and the contours appear to be similar. The results from the research described in this chapter have indicated that:

1. The line-segment search start point in the input contour data may be too sensitive to noise on the measured contour line-segments. Further analysis in this area of the algorithm is suggested as future research.

2. The calculation of a two dimensional fitness value can suffer from a non-linearity and/or asymmetry such that a higher fitness value can be calculated for the chromosome, but the shapes of the line-segment vectors involved are not more like those of the training set contours. A modification to the fitness function is discussed in Chapter 7, which adjusts the fitness calculated for the difference in direction of two line-segments, to take account of a clockwise or anti-clockwise difference (difference modulus (4)). This modification is shown to improve the linearity of the fitness function.

The research work reported in this chapter has shown that recognition of a contour was possible, without false alarms, using chromosomes evolved by a genetic algorithm as described in Chapter 5. Because only parts of the contour are observed, recognition of these sections of the contour would thus be less affected by occlusion than other methods.
7. Chromosome Fitness Calculation

7.1 Introduction

In Chapter 3 it was noted from the research experimental results, that there were difficulties with the fitness calculations, when reconstructing a contour and then comparing it with a reference contour. Premature convergence occurred towards a shape boundary contour that was different to the reference contour. The research work in this chapter investigated this problem and has suggested that the fitness calculations should be analysed to show that there are no local incorrect maxima in the fitness function itself. Local maxima in the fitness function will cause the genetic algorithm to bias the selection process towards the local incorrectly calculated maxima solutions at the expense of the correct solutions. The genetic algorithm is able to deal with local maxima in the environment but will have difficulties when a fitness calculation incorrectly produces an apparent local maxima.

A review of related work is presented which shows the variety in the various fitness calculations that are used by genetic algorithms. Few references discuss the suitability of the chosen fitness calculation for solving the particular problem being investigated. Matching shapes usually involves calculating an Euclidean distance error between a reference or model shape contour and the shape contour under observation. As can be seen from the references below, the design of a fitness function that correctly measures the difference between shape contours that match the 'perceptual' similarity as seen by a human observer, can be difficult.

Some of the research experiments tested examples of fitness calculations that can also generate local minima in the fitness values. These calculations biased the selection process in the genetic algorithm away from chromosomes that would contribute to the 'best' solution. This type of defect in the fitness calculation is not as serious as local (incorrect) maxima in the fitness function, but it does reduce the performance of the genetic algorithm.

The experimental test results from the various examples of fitness calculations were analysed. The
defects of the fitness calculations are discussed here. Particular attention is focused on the linearity and symmetric characteristics of the various fitness functions. Fitness calculations involving line-segment directions were observed to be dependent on the input data in some cases. Suggestions for further research on the triangular fitness function used by the genetic algorithm described in Chapters 5 are proposed.

7.2 Review of Related Work

References to various fitness functions in the literature are listed in Figure 7-1.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Topic</th>
<th>Fitness Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Andry and Tarroux, 1994</td>
<td>Image Segmentation</td>
<td>( f = \sum</td>
</tr>
<tr>
<td>2 Bornholdt and Graudenz, 1992</td>
<td>Neural Network Structure</td>
<td>( f = \frac{n}{1 + ka} )</td>
</tr>
<tr>
<td>3 Brunnstrom and Stoddart, 1996</td>
<td>Surface Matching</td>
<td>( Q = e^{-\frac{d^2}{2\sigma^2}} f = e^{\frac{Q}{\theta}} )</td>
</tr>
<tr>
<td>4 Chambers, 1995</td>
<td>Fitness Function Design</td>
<td>( f(p) = \frac{1.0}{1.0 + V(p)} )</td>
</tr>
<tr>
<td>5 Chun and Yang, 1996</td>
<td>Region-Based Image Segmentation</td>
<td>( f = GE )</td>
</tr>
<tr>
<td>6 Ostrowski, 1995</td>
<td>Non-Linear Digital Filter Design</td>
<td>( f = C_{\text{max}} - C )</td>
</tr>
<tr>
<td>7 Pelillo, 1995</td>
<td>Relaxation Labelling</td>
<td>( F = \tan \left[ 0.5\pi \left( 1 - \frac{E}{E_{\text{max}}} \right) \right] )</td>
</tr>
<tr>
<td>8 Saito and Mori, 1996</td>
<td>Object Shape Modelling</td>
<td>( f = E1 - \alpha E2 )</td>
</tr>
<tr>
<td>9 Singh, 1997</td>
<td>Structural Shape Matching</td>
<td>( f = (K - \text{Cost})^n )</td>
</tr>
<tr>
<td>10 Toet and Hajema, 1995</td>
<td>Contour Matching</td>
<td>( f(M, E) = \frac{1}{n} \sum \left( V_M - V_E \right)^2 )</td>
</tr>
<tr>
<td>11 Yip and Pao, 1994</td>
<td>Quadratic Assignment</td>
<td>cost = ( \sum ab )</td>
</tr>
</tbody>
</table>

Figure 7-1: Fitness Calculation References

The form of typical fitness calculations is presented in the right hand column. The calculations compare a measured with a reference or model variable, such that the difference is an indicator of
the fitness. Fitness function 10 is popular in the literature, and gives an \( \text{rms} \) error that reduces to zero as the measured variables match the model variables. The 'best' solutions will in this case have minimum fitness which approaches zero as the variables coincide.

A selection of references is presented below which identify various potential problems associated with the fitness calculation and give some guidelines on how a fitness function should be designed. The linearity and symmetry properties of the fitness calculations appear to be of major importance to the correct operation of the fitness function. In the context of shape recognition, linearity means that as the fitness increases the similarity between shapes follows the observations of a human observer. Symmetry refers to the ability of the fitness function to enable chromosomes to be ranked (ordered) satisfactorily for the genetic algorithm selection process. The chromosomes will then be chosen correctly for reproduction in proportion to their true relative fitness values.

Kupeev and Wolfson (1996) described a measure of 'perceptual' similarity among shapes which 'look' similar. Shapes are presented as special weighted graphs, the vertices of which represent the 'lumps' of the shapes in a given orientation. These graphs are then reduced, using a trimming procedure, until the resulting graphs are isomorphic. This paper notes that some of the distance functions, often Euclidean, used by the various recognition methods ensure that if the distance between the representations is approximately equal to zero, then the corresponding contours are approximately equal. "Nevertheless, these characteristics (distance functions) do not automatically ensure that lower values of the distance calculated testify to the greater perceptual similarity of the represented shapes."

Chun and Yang (1996) presented a region-based image segmentation methodology using a genetic algorithm. A fuzzy validity function is proposed, which measures a degree of separation and compactness between and within finely segmented regions and an edge-strength along boundaries of all regions. This paper notes that this type of fitness measure is not guaranteed to be optimal as a
universal measure of segmentation quality. In the case of a complicated image, which includes unclear boundaries among regions and texture characteristics, the fitness is continuously fluctuating, because it cannot find an optimal solution.

Ostrowski (1995) addressed the estimation approach to non-linear digital filter design using a genetic algorithm. The problem can be stated as selecting a filter from a definite class of window width such that the cost function under some assumed error criterion, e.g. the mean absolute error or the mean squared error between the output of the filter and the desired signal, is minimised. This paper also discusses the use of a non-linear scaling function.

Toet and Hajema (1995) formulated object recognition as an optimisation problem, where the objective function measures the evidential support for any particular projection of a parameterised object contour model onto an input image contour. No single universal evaluation function exists for all matching problems. The objective function used by Toet and Hajema (1995) was based on the observation that a good match is one where every element of the projected model contour is spatially near an image contour. The objective function is formulated as “the cumulative sum of the Euclidean distance values along the projection of the model contour in the image plane.” The root mean square average is stated as a good choice for the distance measure between an edge image and the projected model contours. Other possible Euclidean distance measures are noted, such as the median of the distance values for the individual contour points, or the fraction of the number of model edge points that are within a certain threshold distance from the edges in an image.

Yin (1998) proposed a new polygonal approximation method that used a genetic algorithm to determine the optimal polygons that can be fitted to a digital contour. This method used a fitness calculation similar to fitness function 8 in Figure 7-1, where $E_2$ was either the maximum error or the integral square error in the perpendicular distance between the individual polygon line-segments and the actual contour points. Fitness scaling was used to reduce the possibility of premature
convergence and the value of $E_1$ was derived from the maximum and minimum values of $E_2$ in each generation. Good approximations were obtained, compared to other algorithms, but no discussion was provided as to which errors to use or whether the variation in $E_1$ improved the selection process.

D. Corne in Chambers (1995, page 230) noted that "... except for artificial test problems that are thoroughly understood, it is difficult or impossible to design a fitness function whose graph will be best explored by a given set of genetic operators. After all, if the problem is that well understood, there would be no need to use a genetic algorithm to solve it in the first place. However, there are some natural choices available for the fitness function. In a timetable problem one might choose to use something inversely proportional to the number of violated constraints (see fitness function 4, Figure 7-1). However, this function treats all constraints equally and conveys no information about the extent to which any is violated. A better choice can be made."

Kinnear (1994, page 9, section 1.4.2) discussed the exceptional importance of the fitness function.

"You simply cannot take too much care in crafting your fitness function. Any and all boundary conditions, in your fitness function, will be exploited ruthlessly by the individuals in your population. Outright though subtle bugs in your fitness calculations will almost certainly be recognised by the evolutionary process, and the only way in which this can be determined is to examine the individuals that evolve." Kinnear (1994), in the same section of the above reference, also highlighted the following characteristics required by a fitness calculation:

1. A central aspect of fitness functions is the concept of partial credit. A fitness function needs to score an individual on how well it performs on the problem being solved. "However it needs to do more than this, it needs to score individuals in such a way that they can be compared and a more successful individual can be distinguished from a less successful individual."

2. Any fitness function must be able to evaluate partial solutions to a problem and produce a score that distinguishes a more complete solution from a less complete solution. The favouring of one
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partial solution over another defines the direction that the evolutionary processes encourage individuals in the population to move.

3. In addition to partial credit, there are other factors to consider when designing a fitness function. “One of these factors is how to aggregate the results of multiple fitness tests, in those cases where the overall fitness of an individual is determined by its performance during several separate fitness tests.”

This last point is relevant to the design of the fitness function in the research described in Chapter 5. The total measured fitness is calculated from the sum of the average fitness of the individual line-segment features, and the finish quadrant fitness values.

The review of related research work described above has shown that a variety of fitness calculations have been proposed in the literature. Very few of these referenced papers discussed the suitability of the fitness function for the solution to the relevant problem, and often assumed that an \( \text{rms} \) Euclidean difference calculation is suitable for the problem at hand.

Parizeau (1998) described a genetic algorithm method for optimising the cost-matrix of any approximate string-matching algorithm and \textit{does} discuss the problems associated with various objective or fitness functions. Optimising techniques like gradient descent cannot be used for the problem discussed in this paper, because the function to be optimised, which depends on an editing distance, does not have an analytic form and thus cannot be differentiated. This paper observed that many different cost matrices could have almost identical discrimination power especially if the classes are non-homogeneous. This is one of the few papers that thoroughly discussed the form of the objective or fitness function.

The triangular fitness function used by the genetic algorithm in Chapter 5 is analysed below (see also Section 7.3). A modification to the fitness function is investigated which added a refinement to
the fitness calculation of the line-segment direction fitness. Figure 7-2 shows the line-segment
directions for a reference shape (0) and two candidates for matching (3 and 5). A fitness calculation
using a clockwise rotation calculates the values for the direction differences $\Delta_1$ and $\Delta_2$ to be 3
and 5 respectively, as shown in Figure 7-3.

Figure 7-2: Line-Segment Directions

\[
\begin{align*}
\Delta_1 &= |0 - 3| = 3 \\
\Delta_2 &= |0 - 5| = 5 \\
\text{if } \Delta > 4 \text{ then } \Delta &= 8 - |\Delta| \\
\therefore \Delta_2 &= 8 - 5 = 3
\end{align*}
\]

Figure 7-3: Modulus (4) Modification

This fitness calculation biases the selection process in favour of the line-segment with direction 3,
rather than giving equal opportunity to the line-segment with direction 5. A modification to the
fitness function is shown in Figure 7-3. This modification checks for differences greater than 4 and
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adjusts the direction differences \( \Delta_1 \) and \( \Delta_2 \) to each be equal to 3. This fitness function now gives equal selection opportunity to each of the line-segments shown in Figure 7-2. This modification is referred to as the ‘modulus (4)’ modification, in the text below, and adjusts the fitness function to use a clockwise and an anti-clockwise rotation when calculating the fitness of a line-segment direction.

7.3 Fitness Calculation Tests

The research work discussed in this chapter investigated various fitness functions (listed below) to show that it is important and necessary that the variation of the fitness with the appropriate parameter(s) is analysed. The tests showed that certain difficulties could occur, especially when the fitness calculation involved two dimensional shape boundary contours. The linearity and symmetry of the fitness function and its possible effect on the selection process in a genetic algorithm are also discussed.

The research work performed the following experiments (tests) in order to analyse various fitness functions used in the research described in Chapters 3, 5 and 6:

1. A fitness calculation for a low-pass filter step-response (Figure 7-4).
2. A fitness calculation for shape 1 using moments and shape centre of gravity (Figure 7-5). All the test shapes have the same length of perimeter as the reference shape.
3. A fitness calculation for shape 2 using moments and shape centre of gravity (Figure 7-6). All the test shapes have a longer perimeter than the reference shape.
4. A fitness calculation for shape 3 using moments and the shape centre of gravity (Figure 7-7). All the test shapes have the same length line-segments but the second line-segment has varying directions.
5. A fitness calculation for shape 2 using the genetic algorithm triangular fitness function, without and with the modulus (4) modification (Figure 7-8).
6. A fitness calculation for shape 3 using the genetic algorithm triangular fitness function, without and with the modulus (4) modification (Figure 7-9).

7. A fitness calculation for shape 4 using the genetic algorithm triangular fitness function, without and with the modulus (4) modification (Figure 7-10).

8. A test of the behaviour of the genetic algorithm developed in Chapter 5 using the modulus (4) modified triangular fitness function. The results are shown in Figure 7-18 to Figure 7-21.

Figure 7-4: Low Pass Filter Step-Response for Various Values of $P_0$
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Figure 7-5: Fitness Calculation for Shape 1 using Moments and Centre of Gravity

Fitness Calculation using Moments and Centre of Gravity

<table>
<thead>
<tr>
<th>Shape</th>
<th>Moment 1</th>
<th>Moment 2</th>
<th>Moment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.017</td>
<td>0.067</td>
<td>0.115</td>
</tr>
<tr>
<td>3</td>
<td>0.033</td>
<td>0.056</td>
<td>0.101</td>
</tr>
<tr>
<td>4</td>
<td>0.050</td>
<td>0.172</td>
<td>0.209</td>
</tr>
<tr>
<td>5</td>
<td>0.066</td>
<td>0.230</td>
<td>0.287</td>
</tr>
<tr>
<td>6</td>
<td>0.083</td>
<td>0.207</td>
<td>0.316</td>
</tr>
<tr>
<td>7</td>
<td>0.164</td>
<td>0.374</td>
<td>1.090</td>
</tr>
<tr>
<td>8</td>
<td>0.309</td>
<td>1.090</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7-6: Fitness Calculation for Shape 2 Using Moments and Centre of Gravity

Fitness Calculation using Moments and Centre of Gravity

<table>
<thead>
<tr>
<th>Shape</th>
<th>Moment 1</th>
<th>Moment 2</th>
<th>Moment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.114</td>
<td>0.025</td>
</tr>
<tr>
<td>2</td>
<td>0.040</td>
<td>0.067</td>
<td>0.056</td>
</tr>
<tr>
<td>3</td>
<td>0.056</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.072</td>
<td>0.083</td>
<td>0.134</td>
</tr>
<tr>
<td>5</td>
<td>0.089</td>
<td>0.134</td>
<td>0.170</td>
</tr>
<tr>
<td>6</td>
<td>0.170</td>
<td>0.413</td>
<td>0.316</td>
</tr>
<tr>
<td>7</td>
<td>0.316</td>
<td>0.923</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7-6: Fitness Calculation for Shape 2 Using Moments and Centre of Gravity
Figure 7-7: Fitness Calculation for Shape 3 using Moments and Centre of Gravity

Figure 7-8: Fitness Calculation for Shape 2 using GA Triangular Fitness Function
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Figure 7-9: Fitness Calculation for Shape 3 using GA Triangular Fitness Function

Figure 7-10: Fitness Calculation for Shape 4 using GA Triangular Fitness Function
7.4 Discussion of Test Results

7.4.1 Low Pass Filter Test

A digital low-pass filter can be implemented by the following equations:

\[
y(n) = p_0 y(n-1) + p_1 x(n)
\]  \hspace{1cm} (7.1)

\[
p_1 = 1 - p_0
\]  \hspace{1cm} (7.2)

where \(y\) is the filter output, \(x\) is the filter input and \(n\) is the current iteration.

The reference step-response of the low-pass filter is calculated for \(p_0 = 0.5\), and is shown in Figure 7-4. The fitness for the step-response of the low-pass filter is calculated for values of \(p_0\) between 0.0 and 1.0. The fitness of the step-response, for a particular value of \(p_0\), is calculated as the \textit{rms} error between the reference step-response and the step-response of the filter for that particular value of \(p_0\). The error is calculated as the Euclidean distance between the reference step-response and the output of the filter for the particular \(p_0\) value for a fixed length of the filter output. The variation of step-response fitness for the range of \(p_0\) values is shown in Figure 7-11. The step-response fitness can be seen to be asymmetrical. Chromosomes representing \(p_0 > 0.7\) are heavily penalised in the selection process. The variation of fitness for values of \(p_0\) between 0.0 and 0.5 is only 0.05, therefore the chromosomes in this range lack sufficient differentiation for the selection process. A ranking of the chromosome fitness should be applied to this problem, with possibly a different slope either side of the \(p_0\) parameter, which gives the maximum fitness in any one generation.
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**Figure 7-11: Low Pass Filter Step-Response Fitness Variation**

### 7.4.2 Shape 1 Moment Descriptor Test

Figure 7-5 shows the fitness calculations using moment descriptors and the centre of gravity (centroid) for Shape 1. The upper numbers are the \( \text{rms} \) error between each of the normalised central moments for each test shape, and the reference shape in the top left-hand corner of the display. The lower numbers include the difference between the \( x \) and \( y \) centre of gravity values for each shape and the reference shape. The fitness variation for the different test shapes is shown in Figure 7-12, where an \( \text{rms} \) error of 0.0 is normalised to a fitness of 1.0. The variation can be seen to be non-linear with essentially two different slopes that change after test shape 6. Test shapes 6 to 8 are some 'distance' from the reference shape, which is shown by a sharp reduction in the fitness value for these test shapes. The variation in fitness for test shapes 1 to 5 is linear but ranking could be applied to provide a wider range for the selection process. The variation of fitness with test shape for this case, although non-linear, will be satisfactory, because the non-linearity works in favour of the correct solution, i.e. a linear region for solutions near to the reference shape and a sharp, but linear, decrease for solutions far from the reference shape.
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Figure 7-12: Fitness Variation for Shape 1

7.4.3 Shape 2 Moment Descriptor Test

Figure 7-6 shows the fitness calculations using moment descriptors and the centre of gravity (centroid) for Shape 2 and is in the same format as Figure 7-4. Shape 2 test shapes have a perimeter longer than the reference shape. The fitness variation for the different test shapes is shown in Figure 7-13, where an rms error of 0.0 is normalised to a fitness of 1.0.

Figure 7-13: Fitness Variation for Shape 2
The variation using the moment calculations alone shows the same form of non-linearity as for Shape 1 (Figure 7-12), but the variation including the centre of gravity difference shows a local maximum (local minimum in the \textit{rms} error) at test shape 3. This effect was also noticed in the research work in Chapter 3, where the genetic algorithm developed solutions that became locked onto a shape that was slightly different to the reference shape. Analysis of this fitness function, where the centre of gravity error is included, shows that it is not suitable for providing solutions that are the same as the reference shape. An advantage of the genetic algorithm is that local maxima in the environment have less effect on its ability to find the global maximum than other algorithms, e.g. hill-climbing techniques. In this test case an analysis of the fitness calculation shows that there is a local maxima in the fitness function that can be removed with the correct choice of fitness calculation. The performance of the genetic algorithm will then be improved.

\subsection*{7.4.4 Shape 3 Moment Descriptor Test}

Figure 7-7 shows the fitness calculations using moment descriptors and the centre of gravity (centroid) for Shape 3 and is in the same format as Figure 7-5. The fitness variation for the different test shapes is shown in Figure 7-14, where the \textit{rms} error of 0.0 is normalised to a fitness of 1.0.

In this case, both methods for calculating the \textit{rms} error give a non-linearity and asymmetry about the maximum fitness shape (test shape 6). Note also that using moments alone gives a minimum in the fitness at test shape 3 and a minimum in the fitness at test shape 2 when the centre of gravity error is included in the fitness calculation. A minimum in the fitness function, for a particular shape, will mean that a bias will be applied to that shape in the selection process and these shapes will be inhibited from reproducing. The fitness of test shape 1 is greater than that for test shape 5 when using the moments only to calculate the fitness of a test shape. Hence more examples of test shape 1 could well be developed by a genetic algorithm in preference to test shape 5 which is, in fact, nearer to the reference shape in appearance, i.e. only one direction unit away from the solution. Analysis of this fitness function when used for shapes that are not closed and have few line-segments shows that...
it will exhibit a bias against certain shapes. Other shapes that are further away from the solution will be enhanced. This type of fitness function exhibits local minima in the fitness calculation and will bias the genetic algorithm's search away from shapes which are more like the reference shape as seen by a human observer.

![Fitness Variation for Shape 3](image)

Figure 7-14: Fitness variation for Shape 3

### 7.4.5 Shape 2 Triangular Fitness Test

Figure 7-8 shows the fitness calculation for Shape 2 using the genetic algorithm triangular fitness function. The reference shape is in the top left-hand corner of the display. The upper set of values are calculated using the same triangular fitness function as that used by the genetic algorithm in Chapter 5 and the recognition process in Chapter 6. The lower set of values is calculated using the triangular function with the modulus (4) modification when calculating the contribution to the fitness from the line-segment directions. The fitness variation for the different test shapes is shown in Figure 7-15.
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Figure 7-15: Fitness Variation for Shape 2

The fitness calculation is the same for the triangular fitness function without and with the modulus (4) modification. This fitness function exhibits the same non-linear characteristics as shown in Figure 7-12 and in Figure 7-13, for shape 1 and shape 2. The same conclusions can, therefore, be drawn. Both versions of the triangular fitness function can be used for shapes of this type.

7.4.6 Shape 3 Triangular Fitness Test

Figure 7-9 shows the fitness calculation for Shape 3 using the genetic algorithm triangular fitness function. The reference shape is in the top left-hand corner of the display. The upper set of values are calculated using the same triangular fitness function as that used by the genetic algorithm in Chapter 5 and the recognition process in Chapter 6. The lower set of values is calculated using the triangular function with the modulus (4) modification when calculating the contribution to the fitness from the line-segment directions. The fitness variation for the different test shapes is shown in Figure 7-16.
The fitness calculation is the same for the triangular fitness function without and with the modulus (4) modification. The fitness variation appears to be linear for both variations of the fitness calculations. The fitness for test shapes 1 and 3 are the same because the second line-segment, on the reference shape, has a direction value of 4 (South). The difference between the line-segment directions for test shapes 1 and 6 is 3 and the difference for test shapes 3 and 6 is also 3. The fitness function without and with the modulus (4) modification, in these example test shapes, gives the same fitness values. A possible fault in the fitness function is not noticed. The worst fitness is calculated for the test shape 2, which is consistent with the view of a human observer, because the second line-segment for test shape 2 is in the opposite direction to that of the reference shape.

7.4.7 Shape 4 Triangular Fitness Test

Figure 7-10 shows the fitness calculation for Shape 4 with the fitness variation displayed in Figure 7-17.
Figure 7-17: Fitness Variation for Shape 4

The fitness variation without the modulus (4) variation exhibits a reduction in the fitness as the second line-segment rotates from the 0 (North) direction to the 7 (north-west) direction (Figure 7-2). The reference direction for the second line-segment is 0 (North) and, therefore, as the second line-segment for the test shapes increases the direction value, the difference also increases. The fitness calculation using the modulus (4) variation reduces the difference between the directions of the second line-segment, as the difference passes through the value 4 (South). The test shapes 6, 7 and 8 have reduced fitness values (without the modulus (4) modification) and, thus, have a lower probability of being chosen by the selection process in a genetic algorithm. A local minima has appeared in the output of the fitness function for these particular test shapes and, without the modulus (4) modification, the fitness function is dependent on the values of input data. Test shape 5 gives the lowest fitness for both versions of the fitness function which is consistent with the view of a human observer, because the second line-segment for test shape 5 is in the opposite direction to that of the reference shape.

7.4.8 Genetic Algorithm Behaviour with Modified Fitness Function

The genetic algorithm developed in the research described in Chapter 5 was adapted to use the
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modulus (4) modification to the triangular fitness function. Figure 7-18 shows the twenty fittest chromosomes produced on a particular run of the modified genetic algorithm, using the digit two training set (Chapter 5) and test sets A and B (Chapter 6).

<table>
<thead>
<tr>
<th>Number</th>
<th>Chromosome</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 0 2 0.10 0</td>
<td>0.81</td>
</tr>
<tr>
<td>2</td>
<td>0 0 2 0.10 1</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>0 0 2 0.13 2</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>0 0 6 0.13 0</td>
<td>0.63</td>
</tr>
<tr>
<td>5</td>
<td>0 0 6 0.13 1</td>
<td>0.63</td>
</tr>
<tr>
<td>6</td>
<td>3 1 2 0.39 0</td>
<td>0.61</td>
</tr>
<tr>
<td>7</td>
<td>3 1 3 0.39 1</td>
<td>0.60</td>
</tr>
<tr>
<td>8</td>
<td>0 0 2 0.61 0</td>
<td>0.59</td>
</tr>
<tr>
<td>9</td>
<td>0 1 6 0.13 1</td>
<td>0.59</td>
</tr>
<tr>
<td>10</td>
<td>0 0 2 0.06 0</td>
<td>0.58</td>
</tr>
<tr>
<td>11</td>
<td>0 1 6 0.13 2</td>
<td>0.57</td>
</tr>
<tr>
<td>12</td>
<td>3 1 2 0.39 3</td>
<td>0.57</td>
</tr>
<tr>
<td>13</td>
<td>0 0 2 0.45 1</td>
<td>0.54</td>
</tr>
<tr>
<td>14</td>
<td>1 0 2 0.13 0</td>
<td>0.50</td>
</tr>
<tr>
<td>15</td>
<td>0 0 4 0.10 0</td>
<td>0.49</td>
</tr>
<tr>
<td>16</td>
<td>3 1 2 0.32 10</td>
<td>0.49</td>
</tr>
<tr>
<td>17</td>
<td>3 1 2 0.26 10</td>
<td>0.49</td>
</tr>
<tr>
<td>18</td>
<td>3 1 2 0.32 9</td>
<td>0.49</td>
</tr>
<tr>
<td>19</td>
<td>3 0 2 0.55 3</td>
<td>0.48</td>
</tr>
<tr>
<td>20</td>
<td>0 0 6 0.19 2</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Figure 7-18: Chromosome List

Seven chromosomes with different observation genes, i.e. ways of observing the contour line-segments, were evolved with chromosomes 4 and 5 providing 100% recognition (Figure 7-19).

A value of the recognition measure threshold R in the recognition matrix (Figure 7-19 and Chapter 6), with a value in the range 0.0 to 0.30, would also give 100% recognition for all twenty chromosomes. The various line-segment vectors involved in the recognition process for chromosomes 4 and 5 are shown in Figure 7-20 and Figure 7-21. The use of the modulus (4) modification to the triangular fitness function appears to have improved the performance of the genetic algorithm (see Chapter 5 and Chapter 6) for this particular training and test sets.
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<table>
<thead>
<tr>
<th>Ident</th>
<th>Chromosome</th>
<th>g</th>
<th>b</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Two06</td>
<td>1</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Two07</td>
<td>1</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>Two08</td>
<td>1</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>Two09</td>
<td>1</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>Two10</td>
<td>1</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>6</td>
<td>Ou206</td>
<td>1</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>Ou207</td>
<td>1</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>Ou208</td>
<td>1</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>Ou209</td>
<td>1</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>Ou210</td>
<td>1</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>11</td>
<td>A10-1</td>
<td>1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>A10-2</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>A10-3</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>A10-4</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>A10-5</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>Thomas</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>17</td>
<td>Ou201a</td>
<td>1</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>18</td>
<td>Tank01</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>19</td>
<td>Lake01</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 7-19: Recognition Matrix with Modified Fitness

Figure 7-20: Recognition using Chromosome 4 with Modified Fitness
7.5 Summary and Conclusions

The research experiments described in this chapter have demonstrated various advantages and disadvantages of the fitness function calculations examined, and the results are summarised as follows:

1. A local incorrect maximum can occur in the fitness calculation that will direct the genetic algorithm to the wrong solutions of the problem (see Figure 7-13). This type of defect will make the fitness calculation unsuitable for use by the genetic algorithm.

2. A local minimum can occur in the fitness calculation that will bias the genetic algorithm away from chromosomes that may be potential contributors to a future solution (see Figure 7-14). The performance of the genetic algorithm will be reduced.

3. The fitness calculation can be asymmetric, with the variation of the fitness values either side of the best solution, having different slopes (see Figure 7-11). This defect will have to be considered when using a ranking method for the selection process. The range and slope of the
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The ranking function may have to be adjusted according to the parameter values that are associated with each fitness value. The ranking method will have to normalise the fitness values differently either side of the maximum fitness, in any particular generation, so that each chromosome can have a probability of selection that is correctly proportional to its relative ‘linear’ ranking. Further research would be required to investigate the design of a ranking function that uses the parameter values rather than the fitness values of the chromosome.

4. The fitness calculation can be non-linear over different ranges of the fitness (see Figure 7-12, Figure 7-13 and Figure 7-15). This characteristic will also have to be considered when using a ranking method for the selection process. The range and slope of the ranking function will, in this case, have to be adjusted according to the fitness value rather than according to a parameter value used in the calculation. The relative fitness values can then be normalised over the various non-linear regions of the fitness calculations.

5. The triangular fitness function used by the genetic algorithm developed in Chapter 5 and used for contour shape recognition in Chapter 6 can bias the fitness of chromosomes to a lower value if the difference in the line-segment vector directions is calculated using only a clockwise rotation. This bias varies according to the direction of the reference line-segment. The triangular fitness function is non-linear for certain configurations of line-segments (see Figure 7-15) but can be linear for other combinations of line-segments (see Figure 7-16 and Figure 7-17). This bias can be removed if the direction fitness is calculated in a clockwise and/or anticlockwise rotation, depending on the direction of the reference line-segment (see modulus (4) modification, Figure 7-2 and Figure 7-3).

The research experiments described in this chapter have shown that it is imperative that the form of the fitness function is analysed. The above defects can either be avoided or included into a ranking function to provide a probability of selection that is proportional to the correct relative fitness of each chromosome. The schema theorem will then apply to the selection operators used by the
standard genetic algorithm in the correct manner and the standard genetic algorithm will then
behave as predicted by the schema theorem. The modulus (4) modification to the triangular fitness function has been shown to be a satisfactory refinement to the fitness calculation for line-segment vector directions. Further research is required to show that the modified triangular fitness function is suitable for the correct calculation of line-segment vector directions for any two-dimensional shape boundary contour.
8. Schema and Fitness Analysis

8.1 Introduction

The research work described in this chapter analysed the behaviour of the various schema in the shape contour observation chromosome, as developed in Chapter 5, when the crossover and mutation probabilities were varied. This research aimed to show that the schema theorem applied to the genetic algorithm developed in Chapter 5 and that this genetic algorithm followed the behaviour of a standard or canonical genetic algorithm. The behaviour of the schema as the values of the crossover and mutation probabilities were adjusted to increase the diversity of the population (so that a number of less fit but 'good' chromosomes were evolved) was particularly examined. The analysis described below investigated the relative effect of crossover and mutation in discovering various less fit but 'good' chromosomes. This analysis is based on the work of Holland (1992) and Goldberg (1989). A possible explanation is given for the high diversity in the chromosomes for mutation probabilities greater than 0.2.

The fitness distributions of the fittest chromosomes that evolved for the contours of the digits two and four were also analysed. The results of this part of the research work suggested that the 'epistasis' of a chromosome should be obtained from a measure of the interaction of the 'genes' in the chromosome rather than any interaction between the 'bits' in the chromosome representation as described in Davidor (1991). An examination of the fitness distribution for all possible values for the chromosomes ('Grand Population') indicated that the genetic algorithm is to be preferred to a 'hill climbing' technique, especially when more than one solution is required.

An analysis of schema can suffer from data explosion effects, where the recording of the behaviour of various schema becomes prohibitive due to the large number of schema that are present in a chromosome. In order to reduce this data explosion, three particular schemas were observed. The schema (genes) chosen for analysis were the start quadrant schema (gene 1- two bits), the clockwise...
schema (gene 2 - one bit) and the number of line segment schema (gene 3 - three bits), see chromosome structure in Chapter 5. The number of each of the schemas was recorded on disc, for each generation, together with the average fitness of the chromosome of which they are a part. The chromosomes with fitness greater than a pre-set value were recorded for each generation. The growth of the schema in the group of chromosomes that were evolved during the number of generations of the genetic algorithm was then analysed from this recorded data.

The following experiments were performed as part of the research work:

1. The crossover and mutation probabilities were first set to zero to observe the effects due to reproduction alone (Figure 8-1, Test 1).

2. The crossover probability was then varied with the mutation probability equal to zero (Figure 8-1, Test 2 to Test 6). The effects of crossover alone were then recorded and analysed.

3. The mutation probability was then varied with the crossover probability set to zero (Figure 8-1, Test 7 to Test 21). The effects of mutation alone were then recorded and analysed.

4. A random genetic algorithm was tested (Figure 8-1, Test 22).

5. Finally the crossover and mutation probabilities were set to non-zero values (Figure 8-1, Test 23 to Test 36) and the effects of the various probability values were recorded and analysed.

The importance of the relative values of the crossover and mutation probabilities in providing the correct diversity level in the population for the discovery of a group of less fit solutions was also investigated. The fitness distribution for all possible chromosome values (65536) was obtained in this research by an adaptation of the genetic algorithm that replaces the reproduction function with a function that provides successive values for the chromosome population as the generations proceed. The fitness value for each chromosome was recorded to a disc file. This operation took approximately two hours on a personal computer using a 20 MHz Intel 386 processor with a maths coprocessor. The distribution of fitness for various combinations of genes was analysed in order to discover if the structure of the genes in the chromosome was suitable for an efficient genetic
<table>
<thead>
<tr>
<th>Test</th>
<th>Pc</th>
<th>Pm</th>
<th>Diversity</th>
<th>Maximum Fitness</th>
<th>Average Fitness</th>
<th>Unique Solutions</th>
<th>Different Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>7.94</td>
<td>0.55</td>
<td>0.55</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.0</td>
<td>7.94</td>
<td>0.60</td>
<td>0.60</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.0</td>
<td>7.94</td>
<td>0.67</td>
<td>0.67</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0.0</td>
<td>3.29</td>
<td>0.81</td>
<td>0.49</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>0.0</td>
<td>3.11</td>
<td>0.81</td>
<td>0.44</td>
<td>57</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0.0</td>
<td>4.82</td>
<td>0.81</td>
<td>0.48</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.005</td>
<td>7.94</td>
<td>0.64</td>
<td>0.64</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>0.01</td>
<td>6.30</td>
<td>0.64</td>
<td>0.57</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>0.10</td>
<td>2.60</td>
<td>0.81</td>
<td>0.36</td>
<td>84</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.20</td>
<td>1.56</td>
<td>0.67</td>
<td>0.26</td>
<td>27</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>0.30</td>
<td>1.62</td>
<td>0.81</td>
<td>0.26</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>0.40</td>
<td>1.02</td>
<td>0.67</td>
<td>0.19</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>13</td>
<td>0.0</td>
<td>0.50</td>
<td>1.12</td>
<td>0.64</td>
<td>0.19</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>0.0</td>
<td>0.60</td>
<td>1.16</td>
<td>0.81</td>
<td>0.18</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>0.70</td>
<td>1.25</td>
<td>0.81</td>
<td>0.20</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>0.0</td>
<td>0.80</td>
<td>1.16</td>
<td>0.67</td>
<td>0.19</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>0.90</td>
<td>1.35</td>
<td>0.81</td>
<td>0.18</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>0.95</td>
<td>1.46</td>
<td>0.63</td>
<td>0.20</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>0.0</td>
<td>0.97</td>
<td>3.10</td>
<td>0.81</td>
<td>0.43</td>
<td>32</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>0.0</td>
<td>0.98</td>
<td>2.65</td>
<td>0.67</td>
<td>0.28</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>0.0</td>
<td>0.99</td>
<td>5.37</td>
<td>0.64</td>
<td>0.42</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>Random GA</td>
<td>0.89</td>
<td>0.58</td>
<td>0.17</td>
<td>9</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.6</td>
<td>0.1</td>
<td>2.88</td>
<td>0.64</td>
<td>0.31</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>24</td>
<td>0.7</td>
<td>0.1</td>
<td>1.72</td>
<td>0.81</td>
<td>0.33</td>
<td>39</td>
<td>16</td>
</tr>
<tr>
<td>25</td>
<td>0.8</td>
<td>0.1</td>
<td>2.35</td>
<td>0.81</td>
<td>0.33</td>
<td>35</td>
<td>10</td>
</tr>
<tr>
<td>26</td>
<td>0.9</td>
<td>0.1</td>
<td>1.74</td>
<td>0.67</td>
<td>0.26</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>0.6</td>
<td>0.2</td>
<td>1.44</td>
<td>0.67</td>
<td>0.22</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>28</td>
<td>0.7</td>
<td>0.2</td>
<td>1.29</td>
<td>0.63</td>
<td>0.20</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>29</td>
<td>0.8</td>
<td>0.2</td>
<td>1.49</td>
<td>0.81</td>
<td>0.24</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>30</td>
<td>0.9</td>
<td>0.2</td>
<td>1.39</td>
<td>0.64</td>
<td>0.21</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>0.6</td>
<td>0.3</td>
<td>1.05</td>
<td>0.81</td>
<td>0.23</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>32</td>
<td>0.7</td>
<td>0.3</td>
<td>1.31</td>
<td>0.64</td>
<td>0.24</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>33</td>
<td>0.8</td>
<td>0.3</td>
<td>1.54</td>
<td>0.61</td>
<td>0.22</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>34</td>
<td>0.9</td>
<td>0.3</td>
<td>1.73</td>
<td>0.81</td>
<td>0.26</td>
<td>25</td>
<td>9</td>
</tr>
<tr>
<td>35</td>
<td>1.0</td>
<td>1.0</td>
<td>3.27</td>
<td>0.67</td>
<td>0.32</td>
<td>25</td>
<td>6</td>
</tr>
<tr>
<td>36</td>
<td>0.0</td>
<td>1.0</td>
<td>7.02</td>
<td>0.59</td>
<td>0.16</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 8-1: Summary of Test Results for Various Values of Pc and Pm

algorithm application.
8.2 Schema Theory Review

The schema analysis, described in this section, is taken from Goldberg (1989, pages 28 to 33) and Holland (1992, Chapters 4 and 6). The analysis is reproduced from these two sources for completeness and is presented in a form that is useful for the analysis of the research experiments described in this chapter. A chromosome $A$ is represented as a string of individual characters. The string is described in the form $A = a_1a_2...a_j...a_l$. ‘$a_j$’ is referred to as a ‘gene’ that has a value formed from the binary alphabet $V = \{0,1\}$. The actual value of a gene, $val(a_j)$, is referred to as the ‘alleles’ of the gene. The position of the gene in the chromosome determines its function.

A number of individual strings $A_i, j = 1 \text{ to } n$ are contained in the population $A(t)$, of size $n$, at generation $t$. A schema $H$ is formed from the alphabet triplet $V^+ = \{0,1,\ast\}$, where $\ast$ is a ‘don’t care’ or ‘wildcard’ symbol. An example schema could be $H = \ast11\ast0 \ast \ast$. For alphabets of cardinality $k$ there are $(k+1)^l$ schema where $l$ is the length of the string (chromosome). For a population of $n$ members there are at the most $n2^l$ different schema contained in the population (each chromosome represents $2^l$ schema). These simple calculations indicate the magnitude of the information being processed by a genetic algorithm.

All schema are not created equal. Some schema are more ‘specific’, i.e. have less ‘$\ast$’ in the alleles. Schema also vary in length. Hence the various schema in a chromosome can be more or less specific and will vary in length. The ‘order’ of a schema, $o(H)$, is defined as the number of fixed positions, e.g. for the schema $H = 011\ast1\ast\ast$, $o(H) = 4$. The ‘defining length’ of a schema, $\delta(H)$, is specified as the distance between the first and last specific bit position, e.g. for the schema $H = 011\ast1\ast\ast$, $\delta(H) = (last - first) = (5 - 1) = 4$. 
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8.2.1 Effect of Reproduction Alone

The effect of reproduction alone on the "expected" number of schema in a population can be analysed in the following way. At generation $t$, the $m$ examples of a schema $H$ contained in the population $A(t)$ are given by $m = m(H,t)$. During reproduction, a string (chromosome) is copied according to its 'fitness'. A string $A_j$ is selected with probability $p_j = \frac{f_j}{\sum f_j}$, where $j = 1$ to $n$, with the size of the population $= n$. $f_j$ = fitness of the string $A_j$ and $\sum f_j$ = total fitness of the population. Hence, the string $A_j$ in the population $A$ is selected with a probability proportional to its relative fitness compared to the total fitness of the population. For a population of size $n$, with replacement from the population $A(t)$, we expect to have $m(H,t + 1)$ representatives of the schema $H$ in the population $A(t + 1)$ given by the following equation:

$$m(H,t + 1) \geq \frac{m(H,t)n f(H)}{\sum f_j} \quad (8.1)$$

where $f(H)$ is now the average fitness of the string that contains schema $H$ at generation $t$.

The average fitness of the of the whole population $\bar{f}$ is given by:

$$\bar{f} = \frac{1}{n} \sum f_j \quad (8.2)$$

Therefore we have:

$$m(H,t + 1) \geq \frac{m(H,t)f(H)}{\bar{f}} \quad (8.3)$$

A particular schema, therefore, grows (or decays) as the ratio of its 'average' fitness to the 'average'
fitness of the whole population. Schema in a chromosome with fitness values greater than the population average will receive an increasing number of samples in the next generation. Likewise schema in a chromosome with fitness values less than the population average will receive a decreasing number of samples in the next generation. Note that this 'expected' behaviour is carried out with every schema $H$ contained in the population $A$ in 'parallel'. Holland (1992, page 103) states that "Theorem 6.2.3 provides the first evidence of the intrinsic parallelism of genetic plans. Each schema represented in the population increases or decreases according to the above formulation independently of what is happening to the other schema in the population. The proportion of each schema is essentially determined by its average performance in relation to the population average."

Re-arranging equation (8.3) above, we have:

$$m(H, t + 1) \geq k_f m(H, t)$$  \hspace{1cm} (8.4)

where

$$k_f = \frac{f(H)}{f}$$  \hspace{1cm} (8.5)

Hence we can write:

$$m(H, t) \geq m(H, 0) k_f^t$$  \hspace{1cm} (8.6)

Equation (8.6) is in the form of a geometric progression or exponential form. Goldberg (1989, page 30) assumed a stationary value for $k_f$, whereas Holland (1992, pages 87, 125 and 181) mentioned a time varying value for $k_f$. It is important to note that, in general, $k_f$ is a function of the generation value $t$, i.e. $k_f = k_f(t)$ and is not a constant (see also Section 8.3).
The effect of reproduction 'alone' allocates an exponentially increasing (decreasing) number of trials to above (below) average schema and in parallel. Note, also, that reproduction alone 'exploits' the schema in the population but does nothing to promote 'exploration' of new regions of the schema space. The reproduction only exploits the original random selection of chromosomes and does not provide any new combinations of genes in the population.

### 8.2.2 Effect of Crossover Alone

The effect of crossover alone on the 'expected' number of schema in a population can be analysed in the following way. A crossover site is selected uniformly at random. If the length of the chromosome equals \( l \), then the possible number of sites equals \( (l-1) \). The probability of destruction, \( p_d \), is given by:

\[
p_d = \delta(H)/(l-1)
\]

(8.7)

Because a schema survives when the crossover site falls outside the defining length, the probability of survival, \( p_s \), is given by \( p_s = 1 - p_d \), since the schema is likely to be disrupted whenever a site within the defining length is selected from the \( (l-1) \) possible sites. If the crossover itself has a probability \( p_c \), then the survival probability, \( k_c \), may be given by the expression:

\[
k_c = 1 - p_c \delta(H)/(l-1)
\]

(8.8)

The value of \( \delta(H) \) for a single bit schema equals zero. Hence \( k_c \) equals 1.0, and the crossover operator will not affect the single bit schema. For \( p_c = 1.0 \), we have:

\[
k_c = 1 - \delta(H)/(l-1)
\]

(8.9)

The effect of reproduction and crossover together on the 'expected' number of schema in a
population is described below.

Adding $k_c$ to equation (8.4) we have:

$$m(H,t + 1) \geq k_r k_c m(H,t)$$  \hspace{1cm} (8.10)

Thus schema $H$ grows or decays depending on a multiplication factor.

This multiplication factor depends on the following parameters (see Goldberg, 1989):
1. Is the average fitness of the schema above or below the population average fitness? This factor is contained in the parameter $k_r$.
2. Has the schema a relatively short or long defining length? This factor is contained in the parameter $k_c$.

Hence schema, with above average fitness and with short defining lengths, are going to be sampled at exponentially increasing rates and in parallel. This parallelism is noted in Holland (1992, page 104) where he states that “Crossing-over serves the adaptive process by continually introducing new schema for trial, while testing extant schema in new contexts – all this without disturbing the ranking process (except for longer schema)”. Holland (1992, page 127) also makes the point that “… even though plans try structures from the population of chromosomes one at a time, it is really schema which are being tested and ranked. There are somewhere between $2^l$ and $n.2^l$ schema with instances in the population. Each one changes its proportion in the population at a rate largely determined by its observed performance, and is largely uninfluenced by what is happening to other schema. This is the foundation of the intrinsic parallelism of the genetic plans”.

**8.2.3 Effect of Mutation Alone**

The effect of mutation alone on the ‘expected’ number of schema in a population can also be
analysed in a similar manner. Mutation is a random alteration of a single position in the chromosome with probability $p_m$. For a schema $H$ to survive, all specified positions must survive. A single position will, therefore, survive with a probability of $(1 - p_m)$. Each mutation is statistically independent. If $o(H) =$ the number of fixed positions within the schema, then the probability of surviving the mutation, $k_m$, is given by the expression:

$$k_m = (1 - p_m)^o(H) \quad (8.11)$$

Adding $k_m$ to equation (8.10), we can now write:

$$m(H, t + 1) \geq k_j k_i k_m m(H, t) \quad (8.12)$$

Thus the growth or decay of schema $H$ now has the additional multiplication factor due to the mutation process. The more fixed positions that are present in a schema the more that schema will be disrupted by the mutation operator.

### 8.2.4 Schema Theorem

Let

$$k_s = k_j k_i k_m \quad (8.13)$$

Therefore

$$m(H, t + 1) = k_s m(H, t) \quad (8.14)$$

The above analysis shows that short, low-order and above-average schemas receive exponentially increasing number of trials in subsequent generations. This states the schema theorem or the fundamental theorem of genetic algorithms. Holland (1992, page 140) gives the following general summary of his schema theorem, “Schema of above-average performance are combined and tested in new contexts by crossing-over outside their defining locations. Because (the instances of) schema increase or decrease exponentially in terms of observed performance, the overall average
performance is close to the best observed. Because a wide range of promising variants is generated and tested entrapment on ‘false peaks’ (local optima) is prevented. Even for moderate sizes of population and representation, if the initial population is varied, a crossover probability > 0.5 will make it almost certain that every structure generated during the initial stages of adaption is new. Nevertheless, this high crossover probability does not disturb the rankings of schema that are consistently above average.”

8.3 Discussion of Schema Analysis Test Results

The research performed various schema analysis experimental tests for a sixteen-bit chromosome. The genetic algorithm developed in Chapter 5 was used for these tests with another different set of crossover and mutation probabilities. The genetic algorithm code was modified to collect the schema (gene) statistics and record the appropriate data onto disc file. The results of these tests are summarised in Figure 8-1. The fitness calculation ‘number of standard deviations’ was set to 1.0 (see Chapter 5) and a fitness threshold set to 0.4, when storing the line-segment information onto disc for each generation. Note that these experimental tests were completely separate from those performed in Chapter 5.

Test 2 to Test 6 were concerned with variations in the crossover probability only. Test 7 to Test 21 examined the effects of changes in the mutation probability alone. Test 22 considered a random selection of chromosomes that did not involve the use of the crossover and mutation operators. Test 23 to Test 36 considered a mixture of crossover and mutation probabilities.

Test 1 showed the effect of the crossover and mutation probabilities being equal to 0.0, i.e. the effect of selection by itself. A single solution was eventually evolved, after 14 generations, of fitness 0.55 and a small number of unique and different solutions were developed. This single solution had a chromosome of the form [0-1-4 0.133] (see Chapter 5 for the specification of the chromosome).

Figure 8-2, Figure 8-3 and Figure 8-4 show graphs of the actual and expected values for the number
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Figure 8-2: Number of Start Quadrant Schema [0] for $P_c = 0.0$ & $P_m = 0.0$

Figure 8-3: Number of Clockwise/Anticlockwise Schema [1] for $P_c = 0.0$ & $P_m = 0.0$

of schema at each generation, where the schema are 0, 1 and 4 respectively (i.e. observation genes 1, 2 and 3) and are from the single solution chromosome mentioned above.
These graphs show an 'exponential-like' increase of the number of schema, the rate of which varies with time. Figure 8-5, Figure 8-6 and Figure 8-7 show the variation in $K_s$ over the 14 generations. The value of $K_s$ is shown to vary with time and often increases in value during the initial generations of the genetic algorithm and gradually reduces to the value 1.0 as the generations proceed. These results indicate that the 'roulette wheel' selection used for reproduction in the genetic algorithm in Chapter 5 follows the theory discussed above, and that the rate of 'exponential-like' growth does vary as the generations proceed.

Test 2 to Test 6 showed the behaviour of the genetic algorithm for non-zero crossover probabilities only. The diversity measure indicated a low diversity until the crossover probability had values in the range 0.6 to 0.8, where the diversity could be considered to be of a 'medium' value (diversity measure about 3.0). The number of unique and different solutions also showed a large increase over this range of crossover probabilities. Higher values of the crossover probabilities appeared to reduce the number of different solutions. The lower crossover probabilities (< 0.6) helped the selection
process in finding a smaller number of solutions but not necessarily the best solution (fitness = 0.81). Crossover probabilities ≥ 0.6 also found the best solution and at the same time increased the diversity of the population.
Figure 8-7: Ks Values for Number of Line-Segments Schema [4] for \( P_c = 0.0 \) & \( P_m = 0.0 \)

Figure 8-8 to Figure 8-11 show the development of the gene combination 0-0-5 during Test 5. This gene combination with a fitness value of 0.63 gave 100% recognition of the digit two. The \( K_s \) values are generally > 1.0 and with the strong influence of the crossover operator, the start quadrant schema [0] and the number of line-segments, schema [5] show rapid growth. The \( K_s \) values for the search direction [0] oscillate about the value 1.0 and thus show a lower growth rate and are more influenced by the selection process.

Test 7 to Test 21 showed the behaviour of the genetic algorithm for non-zero mutation probabilities only. Maximum diversity (diversity measure about 1.2) of the chromosome population occurred for mutation probabilities between 0.2 and 0.95. The population average fitness was also low (about 0.2) and the number of unique and different solutions remained relatively high.
Figure 8-8: Test 5: Ks Values: \( P_c = 0.8 \) \( P_m = 0.0 \)

Figure 8-9: Start Quadrant Schema \([0]\) : \( P_c = 0.8 \) \( P_m = 0.0 \)
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Figure 8-10: Clockwise/Anti-Clockwise Schema [0] : $P_c = 0.8$ $P_m = 0.0$

Figure 8-11: Number of Line-Segments Schema [5] : $P_c = 0.8$ $P_m = 0.0$

Note that, the genetic algorithm in Chapter 5 required a high value for the unique and different solutions so that a contour recognition capability could be achieved. If only one way to observe a contour was evolved, then other contours may have also give a high fitness value for this particular observation. A variety of ways to observe a contour would protect the recognition process from parts of different contours being similar, and thus have given a high fitness value for those parts of
the contours. More ways to observe a contour would generate more variety in the recognition process.

For mutation probabilities > 0.95 the diversity appeared to decrease and the number of appropriate solutions also decreased. The genetic algorithm also showed an oscillatory behaviour as the mutation probability was increased to the value 1.0. As more bits in the chromosome were ‘changed’ from the value 1 to 0 and vice versa, the fitness of the chromosome alternated between a relatively high value and a relatively low value. This oscillatory behaviour destroyed the ‘exploration’ capability of the genetic algorithm.

Figure 8-12 to Figure 8-15 show the development of the gene combination 3-0-2 during Test 11. This gene combination with fitness equal to 0.55 gave 100% recognition of the digit two. The $K_s$ values were below 1.0 and oscillated under the influence of the mutation operator. The presence of this gene combination peaked between generations 4 and 5, with the start quadrant schema [3] gradually reduced in numbers as the evolution proceeds. The presence of the mutation operator appeared to cause the oscillatory behaviour of this gene combination. The genes were evolving on the rising part of the $K_s$ oscillation and were suffering extinction on the falling side of the $K_s$ oscillation.

Test 22 shows the results for a typical random genetic algorithm, in which the chromosomes were constructed on each generation by a random number generator. The population had maximum diversity (about 0.9), with a reasonably fit best solution but low average fitness for the population as a whole. The number of unique and different solutions was also slightly low. The random choice of chromosome produced a highly diverse population but did not, in general, possess any of the exploration properties of the standard genetic algorithm. Figure 8-16 to Figure 8-19 show the development of the gene combination 3-0-8 during Test 22. This gene combination, with a fitness value of 0.48, gave 100% recognition of the digit two. The oscillatory nature of the random search
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![Graph 1: Ks Value vs Generation](image1)

**Figure 8-12:** Test 11: Ks Values: Pc = 0.0 Pm = 0.3

![Graph 2: Number of Schema vs Generation](image2)

**Figure 8-13:** Start Quadrant Schema [3]: Pc = 0.0 Pm = 0.3

was evident with the values of $K_s$ unable to be used to predict the development of the chromosome.
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Figure 8-14: Clockwise/Anti-Clockwise Schema [0] : \( P_c = 0.0 \) \( P_m = 0.3 \)

Figure 8-15: Number of Line-segments Schema [2] : \( P_c = 0.0 \) \( P_m = 0.3 \)
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Figure 8-16: Test 22 Ks Values: Random Selection

Figure 8-17: Start Quadrant Schema [3]: Random Selection
Figure 8-18: Clockwise/Anti-Clockwise Schema [0] : Random Selection

Figure 8-19: Number of Line-Segment Schema [8] : Random Selection

Test 23 to Test 34 provided results for a mixture of crossover and mutation probabilities. The crossover probability varied over the range 0.6 to 0.9 in order to give a reasonable diversity to the population (see also Test 2 to Test 6 above). The mutation probability varied over the range 0.1 to 0.3. The results showed that these ranges for the crossover and mutation probabilities provided a
high diversity in the population and a reasonably large number of unique solutions (about 20 to 30) and different solutions (about 10 to 15). The genetic algorithm (used in Chapter 5 to evolve various ways to observe a contour) should, therefore, use this range of crossover and mutation probabilities to obtain enough different ways of observing a contour so that recognition of the contour is possible.

Figure 8-20 to Figure 8-23 show the development of the gene combination 3-0-2 during Test 23. This gene combination, with a fitness value of 0.55, gave 100% recognition of the digit two. The $K_s$ values remained above 0.8 after generation 4 with each gene generally showing an evolving increase in numbers as each generation progressed. Because of the high mutation probability, the value of $K_s$ was below 1.0, showing the disturbance due to the mutation operator. The number of schema in this gene combination increased in value due to the crossover and selection operations. In this case the mutation operator provided the variation, i.e. higher diversity in the population.

Figure 8-20: Test 23 : $K_s$ Values : $P_c = 0.6$ $P_m = 0.1$
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Figure 8-21: Start Quadrant Schema [3] : \( P_c = 0.6 \ P_m = 0.1 \)

Figure 8-22: Clockwise/Anti-Clockwise Schema [0] : \( P_c = 0.6 \ P_m = 0.1 \)
Test 35, with crossover and mutation probabilities equal to 1.0, showed the diversity decreasing to about 3.3 and the number of different solutions equalling 6. This effect was most likely due to the crossover probability of 1.0 causing a premature convergence towards too narrow a part of the solution space. Mutation was usually required to improve the diversity of the population, otherwise premature convergence would occur. Test 36 showed the lack of diversity in the population (about 7.0) and low values for the unique and different solutions due to a mutation probability of 1.0. The lack of diversity was due to the oscillatory effect that alternated the bits and produced a population that oscillated between high and low fitness on alternate generations. A mutation probability of 1.0 would ‘change’ each bit on every generation, and hence the population will only oscillate between two states, with the random initial highest fitness eventually predominating. Test 35, with the addition of the crossover probability of 1.0, improved the diversity of the population but did not provide as many different solutions. The high crossover probability counteracts the oscillatory behaviour of the high mutation probability by changing part of the chromosomes in the population before the bits are ‘changed’ by the mutation operator. Hence the population does not now oscillate between a high and a low fitness state, but can provide fitness values other than just the two
Figure 8-24 shows graphs for the values of $K_e$ for different values of the crossover probability $P_c$.

The graphs show the variation in $K_e$ for schema of length 1, 2 and 3 respectively. For the chromosome used in the genetic algorithm in Chapter 5, a length 1 schema is the 'clockwise/anticlockwise' gene (gene 2); a length 2 schema is the 'start quadrant' gene (gene 1); and a length 3 schema is the 'number of line-segments' gene (gene 3). Figure 8-24 also shows that a 1 bit schema is not disturbed by the single point crossover operator and that 2 and 3 bit schema are affected by a crossover probability of 0.6 such that the maximum value for $K_e$ is 0.96 and 0.92 respectively.

Thus the crossover operator will not disrupt the development of these schema more than 4% and 8% respectively. The maximum disturbance, for crossover probabilities of 0.8 is 0.89, i.e. an 11% decrease in the expected value for the 3 bit schema (gene 3). Even a crossover probability of 1.0 only reduces the expected number of 3-bit schema by 13%. The other two genes in the chromosome, used in Chapter 5, are both 5-bit schema. These two genes will be disturbed more than the 1-bit to 3-bit schema but the 'start contour search' gene (gene 4) can take a range of start positions, as a percentage of the complete contour, and still be able to find the appropriate start point on the contour. Hence the disruption due to the crossover operator can change this gene (gene 4) a large amount without inhibiting its capability to find the relevant start search point on the contour.

The 'line-segment length threshold' gene (gene 5) normally evolves a threshold $< 4$, hence the relevant information in the gene only occupies two bits and is, therefore, not disturbed significantly by the high crossover probability.
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Figure 8-24: Kc values for Crossover Probability between 0.0 and 1.0

Figure 8-25: Km Values for Mutation Probability between 0.0 and 1.0
Figure 8-26: Km Values for Mutation Probability between 0.0 and 0.1

Similarly Figure 8-25 shows the effect of the various mutation probabilities on the expected values for the different length schema, i.e. 1, 2 and 3 bit schema respectively. From this set of curves it can be seen that for a mutation probability of 0.2, the disturbance (measured by $K_m$) to a 3-bit schema (gene 3) is of the order 0.5, i.e. only half these schema will be expected to survive into the next generation. Thus the diversity in the population is expected to be high. A value of 0.5 for $K_m$ is equivalent to an almost random changing of the chromosome by the mutation operator. Test 12 to Test 16, Figure 8-1, show that mutation probabilities between 0.4 and 0.8 give diversity values similar to a random genetic algorithm. The $K_m$ values for all three sizes of schema have values < 0.2 as the mutation probability varies over this range. These curves indicate why the mutation probability should be < 0.2 to allow the reproduction and crossover operators to 'explore' the solution space in an appropriate manner. The mutation probabilities should be sufficiently high to improve the diversity in the population without changing the search into a random process.

Figure 8-26 shows the variation in the value of $K_m$ for mutation probabilities between 0.0 and 0.1 for each of the three schema sizes. These curves indicate that, for the usual values of mutation
probability for a ‘standard’ genetic algorithm, i.e. < 0.01, the disturbance to the different length schema is < 5%. Mutation probabilities in this range of values will allow the standard genetic algorithm to perform the crossover and reproduction operators in order to evolve the single ‘best’ solution. The genetic algorithm developed in Chapter 5 is required to find a range of less fit solutions in order to improve the recognition capabilities of the evolved chromosomes. Hence the mutation probabilities have to be set higher to provide the necessary diversity in the population.

8.4 Chromosome Fitness Analysis

Dovidor (1991, page 33) discussed the ‘Epistasis’ of a chromosome, where epistasis designates in biology the effect of one gene on the expression of another gene, so that if such an effect exists the affected gene is said to be epistatic to the effecting gene. Dovidor noted that “The literature on genetic algorithms emphasises that genetic algorithms do not ‘see’ the problem domain because the latter is obstructed by the representation. Accordingly, the question: ‘Which problem domains are suitable for a genetic algorithm search?’ should be replaced with the question: ‘Does the representation (of a problem) promote an efficient genetic algorithm?’ Only certain degrees of nonlinearity enable a genetic algorithm search to exhibit a relative efficiency, yet others will diminish this efficiency.”

Dovidor identified the effect that epistasis has on the relative efficiency of a genetic algorithm as follows:

1. A representation with small epistasis means that co-adaptation is not prominent and, therefore, a hill climbing algorithm is more likely to be more efficient.

2. A representation with high epistasis implies that co-adaptation is very strong and therefore, the efficiency of a genetic algorithm will decrease significantly.

3. A representation with mild epistasis is suitable for a genetic algorithm.

Dovidor also noted that, “It is now possible to appreciate that there are additional factors which
affect the expected performance of a genetic algorithm besides the nature of the building blocks. If the epistasis can be measured for a given representation, then it will offer an important yardstick of its suitability to a genetic algorithm.”

Davidor (1991, page 120) also discussed a measure of epistasis based on the fitness of each bit in the chromosome. A version of Davidor’s method for measuring the epistatic effect was implemented as part of the research work using the chromosome of the genetic algorithm developed in Chapter 5. The results using Davidor’s method did not appear to give a clear indication of the interaction of the bits within this particular chromosome.

The following method of analysing the interaction between the genes in the chromosome was investigated in the research work, with a view to indicating whether the genetic algorithm was suitable for application to the shape recognition problem. The complete range of the chromosome values was analysed by modifying the standard genetic algorithm of Chapter 5 to cycle through all the 65536 combinations of the sixteen-bit chromosome values. The fitness distribution for the digit two is shown in Figure 8-27 and Figure 8-28, where Figure 8-28 shows a logarithmic scale to highlight the fittest solutions. The fitness distribution for the digit four is likewise shown in Figure 8-29 and Figure 8-30. Note that the fitness distributions are similar and that, for both digits, about 0.4% of the chromosomes have a fitness > 0.6 and that approximately 1.0% of the chromosomes have a fitness > 0.5.
Figure 8-27: Digit Two: Fitness Distribution

Figure 8-28: Digit Two: Logarithmic Fitness Distribution
The number of different solutions (using the observation genes 1, 2 and 3) with a fitness > 0.5 is shown in Figure 8-31 (digit 2) and Figure 8-32 (digit four). Column 2 shows the value of the 'observation genes' in the chromosome and column 3 identifies the individual values for genes 1, 2 and 3. Column 4 indicates the number of each gene combination, while columns 5 to 7 show the
minimum, average and maximum values of the fitness respectively. The chromosome 0-0-2 is identified as the best solution for both the digit two and the digit four and each of these digits has approximately the same number of different solutions. Apart from a fitness of 0.81, for the digit two, the fitness for the digits two and four is in the range 0.5 to 0.65. Thus each training set has strong internal similarities, i.e. high fitness values, when observed over different parts of the respective contours.

<table>
<thead>
<tr>
<th>Number</th>
<th>Observation Genes Code</th>
<th>Chromosome</th>
<th>Count</th>
<th>Minimum Fitness</th>
<th>Mean Fitness</th>
<th>Maximum Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WED 06-MAY-1998 --- 19:38:07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>d:\two.epi : 0.500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0 0 2</td>
<td>212</td>
<td>0.514</td>
<td>0.638</td>
<td>0.809</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0 0 5</td>
<td>37</td>
<td>0.511</td>
<td>0.605</td>
<td>0.635</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0 0 6</td>
<td>23</td>
<td>0.513</td>
<td>0.595</td>
<td>0.630</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0 1 3</td>
<td>5</td>
<td>0.505</td>
<td>0.537</td>
<td>0.559</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0 1 4</td>
<td>30</td>
<td>0.505</td>
<td>0.557</td>
<td>0.583</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>0 1 5</td>
<td>27</td>
<td>0.515</td>
<td>0.565</td>
<td>0.591</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>0 1 6</td>
<td>27</td>
<td>0.513</td>
<td>0.567</td>
<td>0.592</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>1 0 2</td>
<td>80</td>
<td>0.513</td>
<td>0.577</td>
<td>0.617</td>
</tr>
<tr>
<td>9</td>
<td>24</td>
<td>1 1 2</td>
<td>45</td>
<td>0.578</td>
<td>0.612</td>
<td>0.624</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>2 0 2</td>
<td>25</td>
<td>0.508</td>
<td>0.527</td>
<td>0.562</td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>3 0 2</td>
<td>121</td>
<td>0.514</td>
<td>0.561</td>
<td>0.642</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
<td>3 0 4</td>
<td>3</td>
<td>0.554</td>
<td>0.568</td>
<td>0.586</td>
</tr>
<tr>
<td>13</td>
<td>53</td>
<td>3 0 7</td>
<td>3</td>
<td>0.514</td>
<td>0.517</td>
<td>0.518</td>
</tr>
<tr>
<td>14</td>
<td>54</td>
<td>3 0 8</td>
<td>8</td>
<td>0.504</td>
<td>0.518</td>
<td>0.530</td>
</tr>
<tr>
<td>15</td>
<td>55</td>
<td>3 0 8</td>
<td>8</td>
<td>0.504</td>
<td>0.518</td>
<td>0.530</td>
</tr>
<tr>
<td>16</td>
<td>56</td>
<td>3 1 2</td>
<td>27</td>
<td>0.536</td>
<td>0.581</td>
<td>0.617</td>
</tr>
<tr>
<td>17</td>
<td>57</td>
<td>3 1 3</td>
<td>12</td>
<td>0.577</td>
<td>0.599</td>
<td>0.617</td>
</tr>
<tr>
<td>Total Number of Chromosomes: 693</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8-31: Digit Two : Different Chromosomes with Maximum Fitness > 0.5
8. Schema and Fitness Analysis

<table>
<thead>
<tr>
<th>Number</th>
<th>Observation Genes Code</th>
<th>Chromosome Count</th>
<th>Minimum Fitness</th>
<th>Mean Fitness</th>
<th>Maximum Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0 0 2</td>
<td>271</td>
<td>0.507</td>
<td>0.626</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0 0 3</td>
<td>21</td>
<td>0.610</td>
<td>0.610</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0 0 6</td>
<td>52</td>
<td>0.507</td>
<td>0.516</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0 0 7</td>
<td>13</td>
<td>0.522</td>
<td>0.522</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>1 0 2</td>
<td>66</td>
<td>0.504</td>
<td>0.537</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>1 1 3</td>
<td>14</td>
<td>0.517</td>
<td>0.524</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
<td>1 1 4</td>
<td>6</td>
<td>0.525</td>
<td>0.532</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>2 0 2</td>
<td>51</td>
<td>0.506</td>
<td>0.538</td>
</tr>
<tr>
<td>9</td>
<td>33</td>
<td>2 0 3</td>
<td>14</td>
<td>0.501</td>
<td>0.507</td>
</tr>
<tr>
<td>10</td>
<td>34</td>
<td>2 0 4</td>
<td>20</td>
<td>0.502</td>
<td>0.514</td>
</tr>
<tr>
<td>11</td>
<td>35</td>
<td>2 0 5</td>
<td>1</td>
<td>0.525</td>
<td>0.525</td>
</tr>
<tr>
<td>12</td>
<td>36</td>
<td>2 0 6</td>
<td>4</td>
<td>0.505</td>
<td>0.505</td>
</tr>
<tr>
<td>13</td>
<td>37</td>
<td>2 0 7</td>
<td>5</td>
<td>0.512</td>
<td>0.513</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>2 1 2</td>
<td>6</td>
<td>0.570</td>
<td>0.571</td>
</tr>
<tr>
<td>15</td>
<td>48</td>
<td>3 0 2</td>
<td>50</td>
<td>0.504</td>
<td>0.539</td>
</tr>
</tbody>
</table>

Total Number of Chromosomes: 594

Figure 8-32: Digit Four: Different Chromosomes with Maximum Fitness > 0.5

The training sets for the digits two and four are shown in Figure 8-33 and Figure 8-34 respectively, together with their corresponding chromosome maps (Figure 8-35 and Figure 8-36). The chromosome map is similar to those shown in Chapter 5 and indicates the distribution of the chromosomes, above a specified fitness threshold (0.5), using the numerical values of the observation genes 1, 2 and 3 vertically and the parameter genes 4 and 5 horizontally. These chromosome maps show the distribution of local maxima in the population and also identify the 'gaps' between the local maxima groups. Further research on the analysis of this type of map is suggested to indicate what measure of epistasis can be obtained from the distribution of local maxima.
8. Schema and Fitness Analysis

Figure 8-33: Digit Two: Training Set

Figure 8-34: Digit Four: Training Set
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Figure 8-35: Digit Two: Chromosome Map

Figure 8-36: Digit Four: Chromosome Map
Figure 8-37: Digit Two : Gene 4 by Gene 5 Fitness Map : Fitness > 0.5

Figure 8-38: Digit Two : Gene 4 by Gene 5 Fitness Distribution : Fitness > 0.5

The effect of the various values of the individual parameter genes 4 and 5 on the fitness, for the digit two, of the combination 0-0-2 of the observation genes 1, 2 and 3 is shown in Figure 8-37 to Figure 8-40.
The variety of local maxima can be seen together with an indication of the parameter genes 4 and 5 values that generate low fitness for the observation genes 1, 2 and 3. Similar fitness distributions are shown in Figure 8-41 to Figure 8-44 for the digit four genes. Further research analysing this form of the fitness distribution would also be required to measure the epistasis of the gene interactions. This
future research should include an analysis of the different contours in these figures in order to
discover if this analysis can indicate how good the gene combinations are for contour shape
recognition.
Figure 8-43: Digit Four: Gene 4 by Gene 5 Fitness Map: Fitness > 0.0

Figure 8-44: Digit Four: Gene 4 by Gene 5 Fitness Distribution: Fitness > 0.0

Chromosome histograms for the digits two and four are shown in Figure 8-45 and Figure 8-46, where the histogram bins are in units of 64. This form of representation shows another way of looking at the chromosome distribution and clearly indicates that the two distributions are not the
same. Further research is suggested to develop a method for analysing this form of distribution in order to supplement the shape features already supplied by the PIP line-segment vector information for the contour.
8.5 Summary and Conclusions

The research experiments reported in this chapter show that the roulette wheel selection process used by the standard genetic algorithm in Chapter 5 followed the theory of an exponential increase in the number of chromosomes that have above-average fitness. The constant of proportionality varies with time and approaches 1.0 as the population evolves to one solution (see also Figure 8-5). This variation in time is not generally mentioned in the literature but is discussed in Holland (1992).

A value for the crossover probability, of 0.6 to 0.8, provided sufficient 'exploration' of the solution space as shown by medium diversity values of the population for this range of probabilities (Figure 8-1, Tests 2 to 6). This range of crossover probabilities would enable the genetic algorithm to evolve a number of less fit solutions as well as potentially developing the 'best' solution. The use of the crossover operator by itself may be sufficient to develop the necessary number of different solutions required by the recognition process. A medium population average fitness also occurs with the use of the crossover operator by itself.

Mutation probabilities, in the range 0.4 to 0.8, gave population diversities similar to those of a random genetic algorithm (Figure 8-1, Test 12 to Test 16). Mutation probabilities < 0.4 reduced the diversity slightly and also reduced the disturbance to the actions of the selection and crossover operators. The use of the mutation operator does increase the diversity of the population and should therefore lead to the evolution of more variety in the solutions that are developed. More variation in the solutions would mean that more variety will be available to the recognition process and hence a better recognition capability is to be expected. These research experiments have shown that a mutation probability of the order of 0.2 was required to produce the necessary chromosome diversity for good recognition capabilities to be developed.

The research work described in this chapter has shown that the genetic algorithm developed in Chapter 5 behaved according to the schema theorem because the genes were of low order. As
mentioned above, the two five-bit parameter genes (genes 4 and 5) in the chromosome also behaved as if they are of low order. It could therefore be said that this chromosome was matched to the environment.

Mitchell (1996, page 158) discussed ‘adapting the encoding’ and stated that “Choosing a fixed encoding ahead of time presents a paradox to the potential genetic algorithm user. For any problem that is hard enough that one would want to use a genetic algorithm, one doesn’t know enough about the problem ahead of time to come up with the best encoding for the genetic algorithm.” Mitchell (1996) also noted that “… the ordering of bits is arbitrary, and may possibly impede the genetic algorithm from finding better solutions quickly. To find high-fitness rules, many bits spread throughout the chromosome have to be co-adapted. If these bits are close together on the chromosome, so that they are less likely to be separated under the crossover operator, then the performance of the genetic algorithm would presumably be improved.”

Mitchell (1996, page 159) pointed out that Holland discussed proposals for adapting the encoding of the chromosome. Holland (1992, page 106) proposed an ‘inversion’ operator, which is a reordering operator inspired by a similar operator in biological genetics. Problems occur with this ‘inversion’ operator when crossover produces a chromosome that does not have the full complement of genes. One possible solution is usually to choose a second parent, which has the same ordering as the first parent. This problem with the ‘inversion’ operator limits the selection of parents for reproduction and may reduce the ability of the genetic algorithm to find the necessary solutions.

As a result of the research work described in this chapter, it is suggested that a possible method for adapting the encoding for the contour observation chromosome (Chapter 5) without using an inversion operator, would be to have a variety of populations with genes of different lengths in the chromosome. The best solutions from the different populations could be combined to provide an improved recognition capability. Different length genes could be developed which would still be of
low order but may have an advantage when observing the contour for shape recognition. The ‘start quadrant’ gene (gene 1) could be expanded to three or four bits so that a variety of ‘start grid’ configurations as shown in Figure 8-47 can be specified.

Figure 8-47: Multi-Scale Contour Observation

These grid patterns represent a simple form of multi-scale observation of the contour. The top pattern corresponds to the current genetic algorithm (Chapter 5) and the other grid patterns are represented by one, three and four-bit ‘start grid’ genes respectively. Each population would have a different sized ‘start grid’ gene so the chromosomes would be of different, but fixed, lengths in each population, hence avoiding the problem of variable length chromosomes that may occur with an inversion operator (see also similar comments from the genetic programming research in Chapter 3).

It is also proposed that a further modification within each population could involve increasing the length of the chromosome, so that multiple sets of the observation gene combinations that specify how to observe the shape contour are contained within the chromosome. The number of these sets could also be evolved and a chromosome would then define how to observe the contour at a number
(n) of different 'start grid' positions around the contour, with some of the 'start grid' genes potentially being a different size. The value of 'n' could then be optimised, for a particular set of training contours, by another genetic algorithm which would work on the different populations, with different size chromosomes, to find the best variations in the lengths and types of genes in the chromosomes. Observing a contour in a variety of ways should improve the recognition capability of the current genetic algorithm.

Rudolph (1994) analysed the convergence properties of the standard or canonical genetic algorithm with mutation, crossover and proportional reproduction applied to static optimisation problems. Proof is provided that, by means of homogeneous finite Markov chain analysis, the canonical genetic algorithm will never converge to the global optimum unless the 'best' solution in the population is maintained, i.e. elitist selection is used. Results are discussed with respect to the schema theorem. This paper noted that the schema theorem does not imply that the canonical or standard genetic algorithm will converge to the global optimum in static optimisation problems. It is suggested in this reference that "as long as the mutation operator is applied in the usual manner, the only chance for making the canonical genetic algorithm converge to the global optimum is to modify the selection operator."

The genetic algorithm developed in Chapter 5 in general did converge. The addition of elitist selection to the genetic algorithm in Chapter 5 would be a suitable topic for future research (see also Yao and Sethares, 1994). This research is necessary to find out if, with the addition of an elitist selection process, the genetic algorithm of Chapter 5 would always converge even when the mutation probability is set to values of the order of 0.2 so that a number of 'good' solutions would evolve.

Davidor, in Rawlins (1991, page 23) further discussed 'epistasis variance' and noted that there is a general consensus that the coding of a problem domain holds an important key to a successful
genetic algorithm application. His paper suggested a simple statistic (epistasis variance), which is a regression analysis predicting the function value from the individual bits in the chromosome, as a means to measure the amount of non-linearity in a representation.

This paper also discussed genetic algorithm Hardness and identified three contributing elements to hardness:

1. The structure of the solution space.
2. The representation of the solution space.
3. The sampling error as a result of finite and often small populations.

and concluded that, “These three elements are not necessarily linked, and furthermore, the effect of each of them on genetic algorithm hardness is not fixed.”

De Jong (1997) developed an empirical methodology for studying the behaviour of evolutionary algorithms based on problem generators. Three generators were described that could be used to study the effects of epistasis on the performance of the standard genetic algorithm. Multimodal problem generators that allow an increase in epistasis without significantly reducing fitness variance were also discussed. Initial results were presented that support the notion that the relative advantage of crossover over mutation is reduced as epistasis increases. The continued effectiveness of crossover at higher levels of epistasis was also reported.

The experiments on chromosome epistasis performed during the research work described in this chapter suggest that future epistasis research should be conducted along the lines suggested by Davidor and De Jong above, but identifying the interaction between the individual genes rather than the bits in the chromosome. The research methods developed in this chapter, to analyse the behaviour of the genes in a chromosome, should therefore be further developed.
9. Summary and Conclusions

9.1 Summary

The research work described in this thesis has investigated the use of the genetic algorithm for shape recognition in three main areas of application:

1. Evolving chromosomes that can detect the position of bright and edge pixels in an image.

2. Evolving chromosomes that can trace a contour in an image.

3. Evolving chromosomes that can specify how to observe parts of a contour.

These investigations concentrated the research work on the task of obtaining shape boundary contour features in a suitable form for input unto a genetic algorithm. The research then analysed the behaviour of the genetic algorithm for various values of the crossover and mutation probabilities. It was identified that a number of ‘good’ solutions must be evolved for recognition to be possible. A new recognition technique was developed that used these evolved solutions with the same fitness function as the genetic algorithm. The characteristics of fitness functions were analysed with special reference to avoid calculating incorrect local maxima. The genetic algorithm, developed to evolve a number of ‘good’ solutions, was investigated by the schema theory and epistatic analysis. It was shown to behave as expected of a standard or canonical genetic algorithm.

The research described in this thesis is summarised below and the various conclusions drawn from the experimental results are also provided. The research work has investigated the difficult task of shape recognition and the techniques developed during the research have enabled a number of suggestions for further research to be made.

9.1.1 Genetic Algorithm Input

Using the genes in a chromosome to control the motion of a cell was useful for cueing areas of high
intensity in an image. Fitness functions identifying edges in an image were been investigated. This
type of chromosome encoding has been able to track the brightness and edge characteristics of a
moving object. A fitness sharing function was used to inhibit the cells from migrating to a single
position in the image. Experiments were performed, using genetic programming principles to
evolve chromosomes that could trace a shape contour and store an encoding of the contour in the
genes of the chromosome. The encoding contained in the chromosomes was also been used to
attempt a reconstruction of the contour by decoding the information in the chromosome genes. The
encoding process was successful but the decoding method, which is similar to a Travelling
Salesperson Problem (TSP), appeared to be unsuccessful.

Methods have been investigated and developed for obtaining information about a contour that was
in a form suitable for use by a standard or canonical genetic algorithm. In order to compare contours
it is essential that they are normalised, so that any comparison can be made independently of
translation, scale, rotation and starting point. Normalisation for skew was not been considered in this
paper. In order to improve the recognition capabilities of Fourier descriptors and moment
descriptors, it is necessary to obtain information about the Perceptually Important Points (PIPs) or
dominant points on a contour. A simple method was developed that finds the predominant curvature
changes on a contour. These points are the positions of high curvature along a contour. A multi-
scale analysis of the contour was discussed that varies the spatial bandwidth of the contour, using
for example a Gaussian shaped low pass filter in the Fourier domain, and varies the length of the
sample points that are involved in the curvature calculations.

The design of a format for the contour information that is in a form suitable for input to a
recognition process or genetic algorithm has proved to be difficult. A large proportion of the
referenced papers on the application of the genetic algorithm to image processing problems apply
the genetic algorithm to optimise the various parameters associated with each particular image
processing recognition problem. This form of optimisation did not seem suitable for the PIP
information of a shape contour. Finalising the design of the contour information effectively fixed the structure and behaviour of the chromosomes in a genetic algorithm and also defined how the fitness of a chromosome was calculated. The process of matching the environmental information about a contour to the chromosomes in a genetic algorithm was not trivial, and, in practice, this process occupied a considerable length of time during the research.

### 9.1.2 Genetic Algorithm Behaviour

A set of normalised line-segment vectors of the contour PIP was designed as input to a genetic algorithm. The chromosome was structured to make use of this type of input and was able to develop a recognition mechanism that could complement that provided by the Fourier descriptors and moment descriptors.

A standard genetic algorithm was designed and investigated using binary and integer chromosomes. The chromosome was structured such that the various genes specified how the line-segment vectors were to be ‘looked at’ or ‘observed’ as groups. Typically a population of fifty chromosomes, evolving for thirty generations, was used for most of the tests. The various ways to observe a contour that have high fitness were evolved using a training set of contours. The genetic algorithm can also be run using a ‘mismatch’ fitness function i.e. \((1.0 - \text{measured fitness})\) so that groups of line-segment vectors can be evolved that indicate which parts of the contours in the training set do not match. This extra information will be useful in adding to the recognition capability of the genetic algorithm solutions.

Various settings for the mutation and crossover probabilities were investigated. For low values of mutation probability, \(<0.2\), the ‘best’ solution (fitness = 0.81, for the digit two) was developed with the average fitness of the population increasing as the evolution proceeded. Tests using low values of mutation probability showed that the genetic algorithm performs as expected, and exhibited the usual characteristics of the standard genetic algorithm as reported in the literature. Binary and
integer chromosomes appeared to behave in a similar manner. In general, a selection of solutions was required for the contour recognition process, so that the variation contained in the training set contours could be adequately covered by the different ways to observe each contour, as specified by each chromosome. In order to search the solution space for a selection of solutions, the mutation probability has to be increased to a value in the region of 0.2.

A chromosome diversity measure was designed that measured the standard deviation of the genes in the chromosome that specify how to observe the contour (observation genes). This diversity measure was compared to one, reported in the literature (Lis, 1995), using fitness dispersion. Both methods indicated the level of diversity that is required to adjust the value of the mutation probability in order to evolve a variety of different good solutions rather than just the best solution.

9.1.3 Contour Recognition

Each of the chromosomes evolved by the genetic algorithm has associated with it the mean and standard deviation data for each of the line-segment vectors appropriate for the training set of example contours. This set of mean and standard deviation data for each line-segment is referred to as the 'set of features' for that part of the contour examined by the instructions in the chromosome. Shape recognition requires some form of classification method that is able to partition the various distinguishing features of a shape, and its contour, into groups or classes such that the overlap between the classes is small. The use of the genes in the evolved chromosomes enables a simple recognition process to be achieved that requires two parameters, a fitness threshold (Rthreshold) and a recognition threshold (R).

Correct recognition can be achieved by a choice of chromosome, fitness threshold and recognition threshold. The values for these two thresholds can vary for each chromosome and is thus a flexible feature of the simple recognition method. The fittest chromosomes are not necessarily the best for correct recognition, and when used in combination the chromosomes can provide a recognition
capability with few false alarms. The genetic algorithm also provides a mismatch capability, which can be used as extra evidence for contour recognition. The false alarms can be reduced to zero by a choice of chromosome, fitness threshold and recognition threshold.

9.1.4 Fitness Calculation

Certain combinations of line-segment vectors show high fitness values, but the contour shapes do not appear similar to the human observer. Likewise certain combinations of line-segment vectors have low fitness and the contours appear to be similar. Provisional analysis suggests that these effects are due to the search start point in the input contour data being too sensitive to noise on the measured contour line-segment vectors and the calculation of the two dimensional fitness value suffering from a non-linearity and/or an asymmetry. The non-linearity and/or asymmetry in the fitness function output over different ranges of the fitness value has to be considered when using a ranking method for the selection process. The range and slope of the ranking function will have to be adjusted according to the fitness values and the parameter values used in the fitness calculation.

Fitness calculations for a variety of shapes have been analysed to discover if any local maxima or minima occur in the fitness values. Local maxima in the fitness function caused the genetic algorithm to incorrectly bias the selection process towards the local maxima solutions at the expense of the correct solutions. Certain fitness functions can generate local minima in the fitness values, thus biasing the selection process in the genetic algorithm away from the chromosomes that will contribute to the ‘best’ solutions. This type of defect in the fitness calculation is not as serious as local maxima in the fitness function, but the performance of the genetic algorithm can be reduced.

Kinnear (1994, page 9, section 1.4.2) discussed the exceptional importance of the fitness function. "You simply cannot take too much care in crafting your fitness function. Any and all boundary conditions, in your fitness function, will be exploited ruthlessly by the individuals in your population. Outright, though subtle, bugs in your fitness calculations will almost certainly be
recognised by the evolutionary process, and the only way in which this can be determined is to examine the individuals that evolve." Kinnear (1994), in the same section of this reference, also highlighted the following:

1. A central aspect of fitness functions is the concept of *partial credit*. A fitness function needs to score an individual on how well it performs on the problem to be solved. "However it needs to do more than this, it needs to score individuals in such a way that they can be compared and a more successful individual can be distinguished from a less successful individual."

2. Any fitness function must be able to evaluate partial solutions to a problem and produce a score that distinguishes a more complete solution from a less complete solution. The favouring of one partial solution over another defines the direction that the evolutionary processes encourage individuals in the population to move.

3. In addition to partial credit, there are other factors to consider when designing a fitness function. "One of these factors is how to aggregate the results of multiple fitness tests, in those cases where the overall fitness of an individual is determined by its performance during several separate fitness tests."

This last point is relevant to the design of the fitness function for the genetic algorithm described in Chapter 5.

9.1.5 **Schema and Fitness Analysis**

The behaviour of schema in the shape contour observation chromosome has been examined, as the crossover and mutation probabilities are varied in order to increase the diversity of the population. The analysis investigated the relative effect of crossover and mutation in discovering a variety of less fit solutions, rather than just evolving the ‘best’ solution. In order to reduce a possible data explosion, only the schema defined as ‘observation genes’ are monitored.
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A possible method suggested for adapting the encoding for the contour observation chromosome, without using an inversion operator, is to have a variety of populations with genes of different lengths in the chromosome. The start quadrant gene could be expanded to three or four bits, so that a variety of grid patterns would be superimposed on the shape contour. These grid patterns represent a simple form of multi-scale observation of a contour. A further modification, within each population, would involve increasing the length of the chromosome so that multiple sets of observation gene combinations, which specify more than one way to observe the shape contour, could be contained in the chromosome.

The fitness distribution for all possible chromosome values was obtained for two sample shape contours (digits two and four) and recorded onto disc. The distribution of fitness for various combinations of genes was obtained in order to discover if the structure of the genes in the chromosome was suitable for an efficient genetic algorithm application. A discussion is provided that suggests that the 'epistasis' of a chromosome can be obtained from a measure of the interaction of the genes in the chromosome, rather than from any interaction between the 'bits' in the chromosome representation (see also Davidor, 1991).

9.2 Conclusions

9.2.1 Genetic Algorithm Input

Controlling the motion of a chromosome using a fitness function that gives strong responses to edges and bright areas in an image can be used with advantage to cue areas of interest in an image or in a sequence of images. The values of the genes in the chromosome indicate the direction of motion of the chromosome, but do not provide any form of description of the cued shapes. Hence this type of chromosome, with the genes specifying the direction of motion, would make a good tracker which could possibly be implemented as a fine-grained algorithm. A fitness sharing function is required to avoid premature convergence of the chromosomes to the same position in the image.
This sharing process is processor intensive, and may not be practical in a real-time system.

It is possible to train a chromosome to follow a contour, using a chromosome based on the genetic programming paradigm. The chromosomes evolve genes that control the actions taken by the chromosome as the contour is traced but, again, the values of these genes do not contain any information about the characteristics of the contour. The traced contour can be encoded using a list of the various genetic programming functions that are evolved specifically to trace the contour. Decoding this list of functions is equivalent to a TSP. Experimental evidence suggests that the solution to this problem is not achievable for realistic contours. The variable length property in a genetic programming chromosome is limited by the finite memory available on a processor, and the length of the chromosome has to be artificially curtailed.

The experiments performed using the genetic programming method confirm that the most appropriate encoding of a contour is in fact the traditional Freeman chain coding (see Freeman, 1961 and 1977). This type of contour encoding identifies a numerical direction for each point on a contour. Even with this type of coding, the problem of how to encode the contour and its features in a way that is suitable for input into a genetic algorithm still remains. It is considered that some form of encoding the high curvature parts (PIPs or dominant points) on the shape contour can be an appropriate method for providing an input to a genetic algorithm.

The co-ordinates of the closed shape contours must be normalised for start point translation, size and rotation before any features such as PIP, Fourier descriptors or moment descriptors can be used for recognition purposes. Fourier domain filtering can perform this normalisation and can also smooth the closed contour before transforming back to the spatial domain. A simple method has been devised for identifying the PIP on a closed contour. This method is similar to, but slightly different from, other methods reported in the referenced literature. The region of support for the PIP sampling of the contour can be varied and smoothing operations, at multiple scales, are possible by
Designing a format for the PIP information as input for a genetic algorithm is a difficult process and, in practice, took a long time to finalise. The final format is in the form of line-segment vectors (length and direction) as identified by a quadrant grid placed over the closed contour. The line-segment vectors are obtained from a compression of the collected PIP information, by joining together neighbouring sequences of line-segment vectors that have the same direction. The start and finish quadrants for these compressed line-segment vectors also forms part of the input information. Variation in the PIP support region and the amount of spatial filtering applied enables a fine-to-coarse sampling of the closed contour possible. Individual line-segment vectors or groups of line-segment vectors are available for analysis, so partial occlusion may not be detrimental to the overall input into the genetic algorithm.

9.2.2 Genetic Algorithm Behaviour

A chromosome can be designed that specifies how to ‘look at’ or ‘observe’ a contour. The genes define in which quadrant to start looking and how many line-segment vectors to include in each contour feature. It has been shown that the crossover and mutation parameters of the genetic algorithm must be set such that a number of less fit solutions are evolved, because the ‘best’ solution may not provide good recognition of contour features. Chromosome diversity measures have been investigated, and are shown to be able to indicate the crossover and mutation parameter values that are necessary for multiple solutions to be evolved. The genetic algorithm uses a triangular shaped fitness function and calculating the fitness of a chromosome from the sum of the individual line-segment vector parameters appears to be suitable for this application. Problems with the two-dimensional fitness calculations have been identified and are noted in the next section.

The results for binary and integer chromosomes do not appear to be significantly different. Evolving fifty chromosomes for thirty generations is usually sufficient for developing solutions that can be
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used for contour recognition. Chromosomes that can identify a mismatch between the contours in a training set can be evolved using a fitness function for selection that is \((1.0 - \text{measured fitness})\). This mismatch information can be used as extra evidence by a recognition process. The genetic algorithm behaved as a standard or canonical genetic algorithm for mutation probabilities < 0.2, i.e. evolved a single 'best' solution. A number of less fit solutions are evolved for mutation probabilities > 0.2. A number of less fit solutions are required to cover the variation of the contours in the training set and in some cases the 'best' solution is not suitable for use by the recognition process. A fitness dispersion measure and/or a chromosome diversity measure appear to indicate the domain of the genetic algorithm in which a number of solutions will be evolved. The possibility therefore exists that these measures can be used to adjust the crossover and mutation probabilities at each generation so that a number of solutions evolve.

9.2.3 Contour Recognition

The tests described in Chapter 6 show that it is possible to use evolved chromosomes that contain 'observation and parameter' genes and the triangular fitness function to provide a recognition capability. Correct recognition can be achieved by a choice of chromosome, fitness threshold (Rthreshold) and a suitable recognition score threshold (R) parameter. A second genetic algorithm, operating concurrently with the genetic algorithm that evolves the observation chromosomes, could be used to optimise these parameters. A parallel implementation of the two genetic algorithms could be developed with the possibility of unsupervised learning being achieved. The approach to recognition taken in Chapter 6 is different to the usual methods reported in the literature. Identification of the correct position to start searching any input list of contour line-segment vector information remains a practical problem.

9.2.4 Fitness Calculation

The design of a fitness function that, for contours which are more like each other (as confirmed by a human observer) correctly calculates a higher fitness value, also remains a problem. The fitness
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calculation of a genetic algorithm should always be analysed for the presence of local maxima.
Local fitness maxima will produce a convergence onto incorrect solutions. Local minima can also
be present in the output of a fitness function. This defect is not as serious as a local maximum, but
can reduce the performance of the genetic algorithm. Fitness calculations can also be asymmetric.
This property must be taken into account if ranking of the fitness is being used prior to chromosome
selection for reproduction.

9.2.5 Schema and Fitness Analysis

In order to reduce the data explosion, schema analysis can be performed on individual genes rather
than on particular bit patterns in the chromosome. The evolution of low order genes, for mutation
probabilities < 0.2, follows the schema theorem, and the number of the fittest solutions grows
exponentially each generation. The ‘growth constant’ varies with time and is generally ≥ 1.0 for the
solutions with the ‘best’ fitness. The genetic algorithm using crossover probabilities between 0.6
and 0.9 combined with mutation probabilities between 0.1 and 0.3 can evolve a number of
chromosomes that are useful for a recognition process. This range of values for the crossover and
mutation probabilities provides a high diversity in the population, a reasonably large number of
unique (individual) solutions (20 to 30) and a variety of different (i.e. ‘observation’ genes 1, 2 and
3) solutions (10 to 15). Applying the schema theory to genes, rather than to individual bits in the
chromosome, can possibly give a better understanding of the evolutionary processes as the genes
are developed. The ‘observation’ genes (genes 1, 2 and 3) in the chromosome are of low order and
evolve according to the schema theory.

Chromosomes of different lengths can be used to sample a contour with a variety of grid patterns.
The gene specifying the start grid (i.e. gene 1) can be increased in length to vary the number of grid
patterns available to the line-segment observation process. Increasing the length of the chromosome,
by including more than one set of genes 1 to 5, will make it possible to look at various parts of a
contour at the same time. A recognition capability may then be possible during partial occlusion of
the contour.

The effect of one gene on another (epistasis) and also the effect of, say, the 'parameter' genes (genes 4 and 5) on the 'observation' genes (genes 1, 2 and 3), can be displayed using chromosome maps which show the areas on the fitness landscape where local maxima may occur. A histogram of chromosome fitness can be obtained for all combinations of chromosome values. An analysis of this type of histogram may identify particular patterns in the histogram that can then be used as extra information by a recognition process. It is noted that the production of chromosome fitness maps and fitness histograms for the complete population of chromosome values is a processor intensive activity.

9.3 Further Research Recommendations

As a result of the research, investigations and experiments reported in this thesis the following topics are suggested for further enquiry and research:

1. The measurement of the parameters of multiple contours using active contours (see Pardo, 1997) and the affine transform (see Ip and Shen, 1998 and Pei and Lin, 1995). Inesta (1998) gave a good summary of the problems associated with dominant point analysis such as noise and quantisation effects. The automatic adjustment of algorithm parameters has been discussed and should be included in this investigation (see also Ip and Wong, 1997). Possible extra 'rules' should also be tried when collecting the contour PIP information. Slusek (1995) proposed a novel adaptation to the moment descriptors of a shape that ought to be studied for application as an extra descriptor for a shape contour. Linear filtering of the shape contour in the form of wavelet descriptors for multi-resolution recognition of contours (Wunsch and Laine, 1995) is suggested as an addition to, or an alternative for, the low-pass filtering of a shape contour in the Fourier domain. Non-linear filtering of the shape contour before the PIP information is input into the genetic algorithm should also be further investigated (Brockett and Maragos, 1994).
2. The method of analysis of the fitness function for a 2D contour that can show that the fitness calculated does not have any local maxima should be investigated. The use of the Euclidean distance as a measure of similarity between contour features and the summation of individual feature fitness values should be included in this analysis. The triangular fitness function (see Chapter 5) should be further analysed to find out the best value for the number of standard deviations of a contour feature that are required for correct calculation of the line-segment fitness value. The fitness function analysis should also be extended to include an investigation into fitness ranking that uses fitness parameter values as well as fitness values.

3. An investigation into the convergence of a genetic algorithm that has its mutation and crossover probabilities set so that a number of ‘good’ solutions are evolved should be conducted (see Rudolph, 1994 and Yao and Sethares, 1994). This analysis should attempt to answer the following question: Will the genetic algorithm find a number of ‘good’ solutions consistently for differently shaped contours every time that it runs? The appearance and disappearance of less fit solutions has been observed (Chapter 5). The effects of this phenomenon on the answer to this question should also be studied.

4. An exploration of the use of the extended chromosome using a number of populations, each with a different length chromosome, as discussed in Chapter 8, should be conducted. The extended chromosome will contain genes that define a variety of grid patterns over the contour and/or a number of ways to observe different parts of the contour at the same time. Analysis of the design of a chromosome diversity measure for the adaptive adjustment of the crossover and mutation probabilities should also be further investigated (Srinivas, 1994). The chromosome diversity measure should be analysed to find out if this measure correctly indicates the domain where the genetic algorithm does produce the necessary variety of solutions for good contour recognition to be achievable.

5. A dual genetic algorithm environment should be implemented, where one genetic algorithm
evolves a number of 'good' solutions based on a training set of sample shape contours and another genetic algorithm evolves the appropriate values for the two recognition threshold parameters discussed in Chapter 6. These two genetic algorithms should run concurrently, perhaps on separate processors, and the possibility of unsupervised learning should be investigated.

6. A quantitative measurement of the epistasis of the genes in a chromosome should be further developed, so that it can be confirmed that the use of a genetic algorithm for this type of recognition problem is appropriate. Chromosome maps (Chapter 8) could perhaps be used to advantage in this analysis. Chromosome histogram representations (Chapter 8) should also be further investigated to see if the distribution of the 'best' chromosomes could be used to distinguish differently shaped contours.

Although not directly investigated during the research described in this thesis, the parallel nature of the genetic algorithm can offer speed advantages, especially when implemented directly in hardware. Further research should be considered to investigate the structure of the research suggestions discussed above to find out if the type of genetic algorithm developed in Chapter 5 is suitable for a hardware implementation.

Krishnakumur (1989) explored a small population approach using some very simple genetic parameters. The superior performance in the presence of multi-modality and its merits in solving non-stationary function optimisation problems were demonstrated. This type of genetic algorithm may have advantages when contours in a sequence of images are being analysed. The contour features change with time and will require a rapid response from the genetic algorithm.

Storn (1995) proposed a differential evolution paradigm that can find the correct global minimum, can provide fast convergence, and has a minimum number of control parameters. The method was stated as being inherently parallel. This type of configuration should be investigated to discover if a
number of less fit solutions, rather than just the 'best' solution, could be evolved as required by the
genetic algorithm of Chapter 5.

Turton (1994) described the hardware architecture for Very Large Scale Integration (VLSI) of a
parallel genetic algorithm. This configuration is reported to be cheap, fast and efficient. This design
is of a fine-grained nature where chromosomes are only selected from their nearest neighbours for
reproduction. Three types of parallel implementation were reviewed in this paper:

1. A standard implementation in which the fitness evaluation is distributed over a number of
   processors and the evolution is performed centrally (Fogarty and Huang, 1990).

2. A coarse-grained implementation where several populations evolve in parallel with the 'best'
solutions being shared periodically.

3. A fine-grained implementation in which the genetic algorithm acts on each member of the
   population in parallel. Each chromosome performs crossover and mutation with its neighbours
   within a defined finite distance.

The coarse-grained implementation should be appropriate for the analysis of multiple populations of
the extended chromosome, as suggested in Chapter 8.

Chen (1998) discussed a fine-grained implementation of a parallel genetic simulated annealing
Algorithm. A new hybrid algorithm was introduced that, "inherits those aspects of the genetic
algorithm that lend themselves to parallelisation, and avoided the serial bottle-necks of the genetic
algorithm by incorporating elements of simulated annealing to provide a completely parallel and
easily scalable method." The algorithm was reported to scale linearly with the increase of
processing elements, "a feature not demonstrated by any previous parallel genetic or simulated
annealing algorithm." Additionally the algorithm did not require a careful choice of control
parameters.
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The reconfigurable nature of Field Programmable Gate Array (FPGA) devices should be investigated to ascertain if any advantages to the genetic algorithm processes investigated in Chapter 5 can be provided. Scott (1995) discussed the use of FPGA hardware designed specifically to implement a genetic algorithm in parallel, and operated as a coprocessor to a PC. The proposed Hardware Genetic Algorithm (HGA) was stated as being 2 to 3 orders of magnitude faster than a software based genetic algorithm. "Due to the re-programmability of the FPGA hardware, the HGA possesses the speed of hardware while retaining the flexibility of a software implementation."
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