SOME MATHEMATICAL PROPERTIES OF THE MATRIX DECOMPOSITION SOLUTION IN FACTOR ANALYSIS
Abstract

A new factor analysis (FA) procedure has recently been proposed which can be called matrix decomposition FA (MDFA). All FA model parameters (common and unique factors, loadings, and unique variances) are treated as fixed unknown matrices. Then, the MDFA model simply becomes a specific data matrix decomposition. The MDFA parameters are found by minimizing the discrepancy between the data and the MDFA model. Several algorithms have been developed and some properties have been discussed in the literature (notably by Stegeman, 2016), but, as a whole, MDFA has not been studied fully yet. A number of new properties are discovered in this paper, and some existing ones are derived more explicitly. The properties provided concern the uniqueness of results, covariances among common factors, unique factors, and residuals, and assessment of the degree of indeterminacy of common and unique factor scores. The properties are illustrated using a real data example.
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1. Introduction

The main goal of factor analysis (FA) is to explain the variation of $p$ observed variables by two types of mutually uncorrelated latent factors called common and unique. The common factors, whose number $m$ is supposed to be much less than that of observed variables ($m < p$), serve for explaining the variation of all $p$ variables. On the other hand, each unique factor explains specifically the variation of the corresponding variable that remains unaccounted for by the common factors.

The classic FA model can be expressed as

$$x = \Lambda f + \Psi u$$  \hspace{1cm} (1)

for $p$-variate vector $x$ with its expectation $E[x]$ being the $p \times 1$ zero vector $0_p$. Here, $f$ ($m \times 1$) and $u$ ($p \times 1$) are the latent random vectors containing $m$ common factors and $p$ unique factors, respectively (e.g., Harman, 1976; Mulaik, 2010). On the other hand, $\Lambda$ and $\Psi$ are the unknown fixed parameter matrices: $\Lambda$ is the $p \times m$ matrix of factor loadings describing the relationships of variables to common factors, and $\Psi$ is the $p \times p$ diagonal matrix. The squares of the diagonal elements of $\Psi$ are called unique variances, as they describe to what extents the variations in the variables are explained by the corresponding unique factors.

The expectations for $f$ and $u$ are assumed to satisfy

$$E[f] = 0_m, E[u] = 0_m, E[ff'] = I_m, E[uu'] = I_p, \text{ and } E[fu'] = pO_p$$  \hspace{1cm} (2)

with $I_m$ the $m \times m$ identity matrix and $pO_p$ the $m \times p$ matrix of zeros. The FA model (1) with (2) leads to the inter-variable covariance matrix for $\Lambda f + \Psi u$ being $\Sigma = \Lambda \Lambda' + \Psi^2$. It is fitted to the empirical covariance matrix $S_{XX} = n^{-1}X'X$ to obtain $\Lambda$ and $\Psi^2$. Here, $X$ is an $n$-observations $\times$ $p$-variables column-centered data matrix.

Recently, a very different formulation of FA has been proposed (Sočan, 2003; de Leeuw, 2004). In this formulation, the common and unique factors are also treated as fixed unknown parameters: the $n \times m$ and $n \times p$ matrices $F$ and $U$ contain the common and unique factor scores, respectively. The FA model part $FA' + U\Psi$ is a fixed matrix and cannot be equalized directly to $X$. Thus, using $n \times p$ error matrix $E$, FA is modeled as

$$X = FA' + U\Psi + E = ZB' + E.$$  \hspace{1cm} (3)

Here, $B = [\Lambda, \Psi]$ is a $p \times (m + p)$ block matrix, and $Z = [F, U]$ is an $n \times (m + p)$ matrix, which is constrained by the matrix version of (2):

$$1_n'Z = 0_{m+p},$$  \hspace{1cm} (4)
\[
\frac{1}{n} \mathbf{F}' \mathbf{F} = \mathbf{I}_n, \quad \frac{1}{n} \mathbf{U}' \mathbf{U} = \mathbf{I}_p, \quad \text{and} \quad \mathbf{F}' \mathbf{U} = \mathbf{n}_p \mathbf{O}_p, \quad \text{i.e.,} \quad \frac{1}{n} \mathbf{Z}' \mathbf{Z} = \mathbf{I}_{m+p},
\]

with \( \mathbf{I}_n \) the \( n \times 1 \) vector of ones. The new formulation is thus to minimize the sum of the squared errors

\[
f(\mathbf{Z}, \mathbf{B}) = \|\mathbf{E}\|^2 = \|\mathbf{X} - (\mathbf{F}\mathbf{A}' + \mathbf{U}\mathbf{\Psi})\|^2 = \|\mathbf{X} - \mathbf{ZB}'\|^2
\]

over \( \mathbf{Z} \) and \( \mathbf{B} \) subject to (4) and (5). We call this formulation matrix decomposition FA (MDFA), as FA has been regarded as a matrix factorization (or decomposition) problem.

To the best of our knowledge, Professor Henk A. L. Kiers in the University of Groningen firstly proposed MDFA as found in Sočan’s (2003, pp. 17-19) dissertation. Independently of it, de Leeuw (2004) has presented MDFA. Then, Unkel and Trendafilov (2010) reconsidered MDFA jointly with other parameter estimation methods in FA. In the above papers, an MDFA algorithm has been described that needs the original data matrix \( \mathbf{X} \). On the other hand, Adachi (2012, 2015) has presented another algorithm in which the optimal \( \mathbf{B} = [\mathbf{A}, \mathbf{\Psi}] \) can be obtained from empirical covariance matrix \( \mathbf{S}_{\mathbf{XX}} \) even if the original data matrix is not available. In Adachi (2012, 2015) and Stegeman (2016), it is empirically found that MDFA solutions are very similar to the classic FA ones.

Two constrained versions of MDFA have been presented. One of them was proposed together with the original MDFA by Henk A. L. Kiers (Sočan, 2003, pp. 19-20). In this version, constraint \( n^{-1} \mathbf{X}' \mathbf{U} = \mathbf{D} \) is added to (4) and (5) with \( \mathbf{D} \) a diagonal matrix. That constraint is further strengthened as \( n^{-1} \mathbf{X}' \mathbf{U} = \mathbf{\Psi} \) in the other version proposed by Stegeman (2016). Although those constrained versions are mentioned again in a later section, this paper focuses on MDFA without the above additional constraints. Various results in Stegeman (2016), in which MDFA is also considered together with the above version, have been re-derived in the present paper, or used in a slightly different way.

Though the algorithms for MDFA have been developed and assessed empirically, mathematical properties of the MDFA solution have not been studied fully. To elucidate them is the purpose of this paper. The properties to be studied are summarized as follows:

1. Identifiability of the model part \( \mathbf{FA}' + \mathbf{U}\mathbf{\Psi} \) in (3)
2. Properties of the covariances for the resulting residuals in \( \mathbf{E} \)
3. How the common and unique factor scores in \( \mathbf{Z} \) are undetermined.

They are discussed in Sections 3 to 5, respectively, after presenting the preliminary results in Section 2. In those sections, a small data set in Table 1, a part of Tanaka and Tarumi’s data (1995, p. 125), is used for illustrating mathematical results.

Although Stegeman (2016, Sections 3 and 4.2, Appendix 2) also describes properties of the MDFA solution, some results have been mentioned without giving a full derivation. A
complete derivation of the results will be given here. As shown above in [1] and [3], this paper shows how $\mathbf{FA'} + \mathbf{U\Psi} = \mathbf{ZB'}$ is identified after discussion on its uniqueness. It also treats the indeterminacy of the matrix $\mathbf{Z} = [\mathbf{F}, \mathbf{U}]$ containing the unique factors scores together with the common ones.

In this paper, covariance matrices are expressed by $\mathbf{S}$ with the related matrices attached as subscripts. For example, $\mathbf{S}_{XX} = n^{-1}\mathbf{X}'\mathbf{X}$ has already been defined, and $\mathbf{S}_{XZ} = n^{-1}\mathbf{X}'\mathbf{Z} = [\mathbf{S}_{XF}, \mathbf{S}_{XU}]$ stands for the $p$-variables $\times (m+p)$-factors covariance matrix, whose blocks $\mathbf{S}_{XF} = n^{-1}\mathbf{X}'\mathbf{F}$ and $\mathbf{S}_{XU} = n^{-1}\mathbf{X}'\mathbf{U}$ are the covariance matrices of variables to common and unique factors, respectively. Throughout the paper, we assume $n > (p+m), p > m,$ and

$$\text{rank}(\mathbf{XB}) = p$$  \hspace{1cm} (7)$$

which implies $\text{rank} (\mathbf{X}) = p, \text{rank} (\mathbf{B}) = p$ and $\mathbf{BB}^+ = \mathbf{I}_p$ with $\mathbf{B}^+$ the Moore-Penrose inverse of $\mathbf{B}$. In this case (of $\mathbf{B}$ being a full row-rank matrix) we simply have $\mathbf{B}^+ = \mathbf{B}'(\mathbf{BB}')^{-1}$.

2. Preliminary Results

Two types of MDFA algorithms are available: working with either raw data matrix, or covariance/correlation matrix, whichever is available. We briefly recall them here but in a different way, which will facilitate later our theory.

We start with the algorithm working with available data matrix. Let us define the columns and rows of matrices as $\mathbf{E} = [\mathbf{e}_1, \ldots, \mathbf{e}_p], \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_p], \mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_p], \mathbf{B} = \ldots$
\[
\begin{bmatrix}
\mathbf{b}'_i \\
\mathbf{M}'
\end{bmatrix}, \text{ and } \Lambda = \begin{bmatrix}
\lambda'_i \\
\mathbf{M}'
\end{bmatrix}.
\]

Then, loss function (6) is rewritten as
\[
f_j(\mathbf{Z}, \mathbf{B}) = \sum_{j=1}^{p} f_j(\mathbf{Z}, \mathbf{b}_j),
\]
by defining the sum of squared errors for variable j as
\[
f_j(\mathbf{Z}, \mathbf{b}_j) = ||\mathbf{e}_j||^2 = ||\mathbf{x}_j - \mathbf{F}\mathbf{\lambda}_j - \psi_j\mathbf{u}||^2 = ||\mathbf{x}_j - \mathbf{Z}\mathbf{b}_j||^2
\]
with \(\psi_j\) the jth diagonal element of \(\mathbf{\Psi}\).

**Theorem 2.1.** Let \(\mathbf{s}^{XZ}_j (1 \times (p + m))\) denote the jth row of \(\mathbf{S}_{XZ} = [\mathbf{s}^{XZ}_1, \ldots, \mathbf{s}^{XZ}_p]' (p \times (p + m))\). Under the constraint (5), the function (8) can be rewritten as
\[
f_j(\mathbf{Z}, \mathbf{b}_j) = ||\mathbf{e}_j||^2 = ||\mathbf{x}_j - \mathbf{Zs}^{XZ}_j||^2 + n||\mathbf{s}^{XZ}_j - \mathbf{b}_j||^2.
\]

**Proof.** (8) can be rewritten as
\[
||\mathbf{x}_j - \mathbf{Zs}^{XZ}_j + \mathbf{Zs}^{XZ}_j - \mathbf{Zb}_j||^2 = ||\mathbf{x}_j - \mathbf{Zs}^{XZ}_j||^2 + h + 2c
\]
with \(h = ||\mathbf{Zs}^{XZ}_j - \mathbf{Zb}_j||^2\) and \(c = (\mathbf{x}_j - \mathbf{Zs}^{XZ}_j)'(\mathbf{Zs}^{XZ}_j - \mathbf{Zb}_j)\). Here, we can expand c and use (5) to have
\[
c = \mathbf{x}_j'\mathbf{Zs}^{XZ}_j - \mathbf{x}_j'\mathbf{Zb}_j - \mathbf{s}^{XZ}_j'\mathbf{Z}'\mathbf{Zs}^{XZ}_j + \mathbf{s}^{XZ}_j'\mathbf{Z}'\mathbf{Zb}_j = n\mathbf{s}^{XZ}_j'\mathbf{s}^{XZ}_j - n\mathbf{s}^{XZ}_j'\mathbf{b}_j - n\mathbf{s}^{XZ}_j'\mathbf{s}^{XZ}_j + n\mathbf{s}^{XZ}_j'\mathbf{b}_j = 0.
\]
Further, (5) allows us to rewrite h as
\[
n||\mathbf{s}^{XZ}_j - \mathbf{b}_j||^2. \qed
\]

The summation of both sides of (9) over variables \(j = 1, \ldots, p\) leads to:
\[
f(\mathbf{Z}, \mathbf{B}) = ||\mathbf{e}||^2 = ||\mathbf{X} - \mathbf{Z}\mathbf{S}_{XZ}||^2 + n||\mathbf{S}_{XZ} - \mathbf{B}||^2.
\]

It allows us to find that, for given \(\mathbf{Z}\), the optimal \(\mathbf{B} = [\mathbf{A}, \mathbf{\Psi}]\) is minimizing \(||\mathbf{S}_{XZ} - \mathbf{B}||^2\). Here, it should be kept in mind, that \(\mathbf{\Psi} (p \times p)\) is diagonal, and \(\mathbf{S}_{XZ} = [\mathbf{S}_{XF}, \mathbf{S}_{XU}]\), with \(\mathbf{S}_{XF}\) being the \(p (\text{variables}) \times m (\text{common factors})\) covariance matrix and \(\mathbf{S}_{XU}\) - the \(p (\text{variables}) \times p (\text{unique factors})\) one. This shows that the optimal \(\mathbf{B} = [\mathbf{A}, \mathbf{\Psi}]\) is given by
\[
\hat{\mathbf{B}} = [\mathbf{S}_{XF}, \text{diag}(\mathbf{S}_{XU})], \text{ i.e., } \hat{\mathbf{A}} = \mathbf{S}_{XF} \text{ and } \hat{\mathbf{\Psi}} = \text{diag}(\mathbf{S}_{XU}),
\]
given \(\mathbf{Z}\), with \(\text{diag}(\mathbf{S}_{XU})\) denoting the diagonal matrix whose diagonal elements are those of \(\mathbf{S}_{XU}\) (de Leeuw, 2004; Sočan, 2003). The resulting
\[
\hat{\mathbf{B}} = \begin{bmatrix}
\hat{\mathbf{b}}_1' \\
\mathbf{M}'
\end{bmatrix}
\]
is found to satisfy
\[
\mathbf{S}_{XZ}\hat{\mathbf{B}}' = [\mathbf{S}_{XF}, \mathbf{S}_{XU}]
\begin{bmatrix}
\hat{\mathbf{A}}' \\
\hat{\mathbf{\Psi}}
\end{bmatrix}
= \hat{\mathbf{A}}\hat{\mathbf{A}}' + \mathbf{S}_{XU}\hat{\mathbf{\Psi}},
\]
whose jth diagonal element is expressed as
\[
s^{XZ}_j'\hat{\mathbf{b}}_j = \hat{\lambda}'_j\hat{\lambda}_j + \psi^2_j.
\]
with \(\hat{\lambda}'_j\) the jth row of \(\hat{\mathbf{A}}\) and \(\psi_j\) the jth diagonal element of \(\hat{\mathbf{\Psi}}\).

Using (5), we can rewrite (6) as
\[
f(\mathbf{Z}, \mathbf{B}) = ||\mathbf{X}||^2 + n||\mathbf{B}||^2 - 2\text{tr}(\mathbf{XB}'\mathbf{Z}),
\]
which shows that
the minimization of (6) over $Z$ for a given $B$ amounts to maximizing $\text{tr}(XB')Z$ subject to (5). The maximization is attained for $Z$ equaling

$$
\hat{Z} = n^{1/2} \tilde{K}\tilde{L}' = n^{1/2}KL' + n^{1/2}K_LL'_\perp = XBL\Delta^{-1}L' + n^{1/2}K_LL'_\perp
$$

(13)
as found in ten Berge (1983, Theorem 2; 1993, Theorem in pp. 28 - 29). Also see in Stegeman (2016, p. 194). Here, $\tilde{K} = [K, K_\perp] (n \times (p + m))$ and $\tilde{L} = [L, L_\perp] ((p + m) \times (p + m))$ satisfy $\tilde{K}'\tilde{K} = \tilde{L}'\tilde{L} = I_{p+m}$, and $K (n \times p)$, $L ((p + m) \times p)$ and $\Delta (p \times p)$ are given through the singular value decomposition (SVD) of $n^{-1/2}XB$:

$$
n^{-1/2}XB = K\Delta L' \tag{14}
$$

with $\Delta$ diagonal, $K_\perp$ of order $n \times m$, and $L_\perp$ of $(p + m) \times m$. The identity $n^{1/2}KL' = XBL\Delta^{-1}L'$ in (13) directly follows from (14). The $Z$ given by (13) is also found to satisfy (4), since of $L'K = 0_p'$ and $L'K_\perp = 0_n'$, as shown in Adachi (2012, Appendix 1). In (13) and (14), we can find that $KL'$ is uniquely determined, however $K_LL'_\perp$ and $\hat{Z}$ are not unique. In spite of this non-uniqueness of factor scores, the alternate iteration of (11) and (13) for $X$ provides the optimal $B$ (de Leeuw, 2004; Sočan, 2003).

Now, assume that the data matrix $X$ is not available. Adachi (2012) has developed an algorithm, which finds the optimal $B = [A, \Psi]$ if only empirical covariance matrix $S_{XX}$ is available. It is based on (11) and the following three results. First, SVD (14) leads to the eigenvalue decomposition (EVD) of $B'S_{XX}B$:

$$
B'S_{XX}B = L\Delta^2L'. \tag{15}
$$

Second, the covariance matrix between the variables and the optimal factor scores is given by

$$
S_{xZ} = B'^*L\Delta L'. \tag{16}
$$

This follows from the use of $BB^* = I_p$ in the equation $n^{-1/2}B'X'\hat{Z} = n^{1/2}L\Delta L'$ derived by the transpose of (14) post-multiplied by (13). Third, the loss function (6) value is expressed as

$$
f (\hat{Z}, \hat{B}) = ||\hat{E}||^2 = n \text{tr}(S_{XX} - \hat{A}\hat{A}' - \hat{\Psi}\hat{\Psi}'). \tag{17}
$$

This follows from the use of (5) and (11) in (6), which expands as $\text{tr}X'X + n\text{tr}\Lambda\Lambda' + n\text{tr}\Psi^2 - 2\text{tr}X'F\Lambda' - 2\text{tr}X'U\Psi$. Equations (15), (16), and (17) show that we can perform the update (11) and assess the loss function value for checking convergence, only if $S_{XX}$ is available. Thus, Adachi’s (2012) MDFA algorithm can be described as follows:

2. Step 2. Perform EVD (15) to obtain $S_{xZ}$ with (16).
4. Step 4. Finish if convergence is reached; otherwise, back to Step 2.
This algorithm is equivalent to the one using $\mathbf{X}$ (de Leeuw, 2004; Sočan, 2003) in a sense that it finds the same solution for $\mathbf{B} = [\mathbf{\Lambda}, \mathbf{\Psi}]$. The former algorithm is used for the numerical examples in the paper; see Adachi (2012) for details.

Table 2 shows the MDFA solution for the standardized version of the raw data in Table 1, together with the solutions of the least squares FA (LS-FA) (Harman & Jones, 1966) and the maximum likelihood FA (ML-FA) (Rubin & Thayer, 1982) which are based on the classic FA model (1) with (2). The loading matrices in the table have been rotated by the varimax method. We can find that the loadings and unique variances are almost equivalent among the three FA solutions. Only the panel for MDFA includes a column for the residuals, which is given by

$$
\frac{1}{n} \| \mathbf{e} \|^2 = s_{ij}^{XX} - \mathbf{b}'_j \mathbf{b}_j = s_{ij}^{XX} - \mathbf{\hat{\Lambda}}' \mathbf{\hat{\Lambda}}_j - \mathbf{\hat{\psi}}^2_j .
$$

It follows after substitution of (11) and (12) in (8), which expands as $n( s_{ij}^{XX} - 2s_{ij}^{XZ} \hat{\mathbf{b}}_j + \mathbf{b}'_j \mathbf{b}_j )$.

The residuals are not presented in the panels for the classic LS- and ML-FA, since their estimates of $\mathbf{\Psi}^2$ given by

$$
\mathbf{\Psi}_c^2 = \text{diag}(\mathbf{S}_{XX} - \mathbf{\Lambda}_c \mathbf{\Lambda}_c')
$$

and the residual corresponding to (18) is always zero, with $\mathbf{\Lambda}_c$ the estimate of $\mathbf{\Lambda}$ in the classic LS- or ML-FA (Harman, 1976; Mulaik, 2010). The residuals for the MDFA solution are found to be close to zero, which shows that almost all of the variations in $\mathbf{X}$ are explained by the model part $\mathbf{ZB}'$.

3. Identifiability of Model Part

In this section, we discuss the uniqueness of the model part $\mathbf{ZB}' = \mathbf{F}\mathbf{A}' + \mathbf{U}\mathbf{\Psi}$ in (3) to show its identifiability. This has also been mentioned by Stegeman (2016, Appendix 2), but without a derivation. We also demonstrate numerically the identification of the model part and the resulting residual values in $\mathbf{\hat{E}}$. 

<table>
<thead>
<tr>
<th></th>
<th>MDFA</th>
<th></th>
<th>LS-FA</th>
<th></th>
<th>ML-FA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathbf{\Lambda}$</td>
<td>$\mathbf{\psi}^2$</td>
<td>$\text{Res}$</td>
<td>$\mathbf{\Lambda}$</td>
<td>$\mathbf{\psi}^2$</td>
<td>$\mathbf{\Lambda}$</td>
</tr>
<tr>
<td>Japa</td>
<td>0.38</td>
<td>0.60</td>
<td>0.50</td>
<td>0.001</td>
<td>0.38</td>
<td>0.60</td>
</tr>
<tr>
<td>Eng</td>
<td>0.21</td>
<td>0.76</td>
<td>0.37</td>
<td>0.002</td>
<td>0.19</td>
<td>0.77</td>
</tr>
<tr>
<td>Soc</td>
<td>0.03</td>
<td>0.65</td>
<td>0.58</td>
<td>0.002</td>
<td>0.03</td>
<td>0.64</td>
</tr>
<tr>
<td>Math</td>
<td>0.59</td>
<td>0.34</td>
<td>0.53</td>
<td>0.003</td>
<td>0.58</td>
<td>0.35</td>
</tr>
<tr>
<td>Sci</td>
<td>0.89</td>
<td>0.10</td>
<td>0.19</td>
<td>0.001</td>
<td>0.91</td>
<td>0.10</td>
</tr>
</tbody>
</table>
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The following lemma is useful to show identifiability:

**Lemma 3.1.** The covariance matrix (16) between variables and factors can be rewritten as

\[ S_{XZ} = S_{XX}BL\Delta^{-1}L'. \]  \hfill (20)

**Proof.** Left multiplication of (13) by \( n^{-1}X' \) leads to \( S_{XZ} = S_{XX}BL\Delta^{-1}L' + n^{1/2}X'K_{\perp}L_{\perp}' \). To prove (20), we need to show that \( X'K_{\perp}L_{\perp}' \) vanishes. To see this, we note that (14) implies:

\[ X = n^{1/2}K\Delta^1B^+, \]  \hfill (21)

and that by construction \( K'K_{\perp} = \rho O_m \). \( \square \)

It also shows that (20) may be substituted for (16) in Step 2 (Section 2).

Apparently, the loading matrix \( \Lambda \) in \( B \) has rotational indeterminacy as seen by \( FTT'\Lambda' = FA' \) for any \( m \times m \) orthonormal matrix \( T \). In order to consider the uniqueness of \( B \) regardless of the rotational indeterminacy, we assume \( ZB' = \tilde{ZB}' \) for some \( \tilde{B} = [\tilde{\Lambda}, \tilde{\Psi}] \) differing from \( B \). Then, \( (ZB)'ZB' = (\tilde{ZB}')\tilde{ZB}' \) in which we can use (5) to have \( BB' = \tilde{BB}' \), or equivalently,

\[ \Lambda\Lambda' + \Psi^2 = \tilde{\Lambda}\tilde{\Lambda}' + \tilde{\Psi}^2. \]  \hfill (22)

For this equation, the following assertion has already been proven (Anderson & Rubin, 1956; Ihara & Kano, 1986): A sufficient condition for (22) to hold true and \( [\Lambda, \Psi] = [\tilde{\Lambda}, \tilde{\Psi}] \), is that \( \Lambda \) should possess two disjoint submatrices of rank \( m \), after deleting any one of its rows. This is also a sufficient condition for the uniqueness of \( B \) in MDFA.

**Theorem 3.1.** If the solution \( \hat{B} \) is unique, then the resulting model part \( \tilde{ZB}' = \hat{F}\hat{\Lambda}' + \hat{U}\hat{\Psi} \) is also unique, which is given by

\[ \tilde{ZB}' = \sqrt{n} KL\hat{\Lambda}' \hat{\hat{B}}' = X\hat{B}L\Delta^{-1}L'\hat{\hat{B}}' = XS_{XX}^{-1}S_{XZ}\hat{\hat{B}}' = X\hat{B}S_{XZ}/S_{XX}^{-1}. \]  \hfill (23)

**Proof.** Pre-multiplying both sides of (14) by \( n^{1/2}(X'X)^{-1}X' \) leads to \( \hat{B} = n^{1/2}(X'X)^{-1}X'K\Delta L' \), which implies \( \hat{B}L = \rho O_m \) since of \( L'L = \rho O_m \) following from \( L\tilde{L}' = \tilde{L}\tilde{L}' = I_{p+m} \) with \( \tilde{L} = [L, L_{\perp}] \). The equalities \( \hat{B}L_{\perp} = \rho O_m \) and (13) lead to \( \hat{ZB}' = (n^{1/2}KL' + n^{1/2}K_{\perp}L_{\perp})\hat{\hat{B}}' = n^{1/2}KL'\hat{\hat{B}}' \). It is uniquely determined, since the matrix \( KL' \) given by the SVD in (14) is unique. The remaining three terms are derived from \( n^{1/2}KL'\hat{\hat{B}}' \) as follows. The first one \( X\hat{B}L\Delta^{-1}L'\hat{\hat{B}}' \) follows after substitution of \( n^{1/2}KL' = X\hat{B}L\Delta^{-1}L' \). The next equality \( X\hat{B}L\Delta^{-1}L'\hat{\hat{B}}' = XS_{XX}^{-1}S_{XZ}\hat{\hat{B}}' \) follows from (20) which leads to \( S_{XX}^{-1}S_{XZ}\hat{\hat{B}}' = \hat{\hat{B}}L\Delta^{-1}L'\hat{\hat{B}}' \). As this matrix is symmetric, \( S_{XX}^{-1}S_{XZ}\hat{\hat{B}}' = \hat{\hat{B}}S_{XZ}/S_{XX}^{-1} \), and thus, the last identity holds. \( \square \)
Theorem 3.1 also implies the identifiability of the residuals in $\hat{E} = X - \hat{Z}\hat{B}'$. The model part (23) and the residuals are illustrated in Table 3. They present the values corresponding to the MDFA solution in Table 2. The sum of $\hat{Z}\hat{B}'$ and $\hat{E}$ in Table 3 gives the standard scores for the raw data in Table 1. Comparing $\hat{Z}\hat{B}'$ and $\hat{E}$ in Table 3, we see that the residuals are close to zero. This implies that $\hat{Z}\hat{B}'$ well approximates $X$. The total sum of squared residuals divided by $n$ is $n^{-1}\|\hat{E}\|^2 = 0.0017$, while $\text{tr}S_{XX} = n^{-1}\|X\|^2 = 5$. Thus, we have $n^{-1}\|\hat{E}\|^2/\text{tr}S_{XX} = 0.0003$, which shows that almost all variation in $X$ is explained by the model part $\hat{Z}\hat{B}' = FA' + U\Psi$ in (3).

In the classic FA model (1), the normality assumptions for factors $f$ and $u$ lead to the $\chi^2$-based statistics used for assessing whether the resulting solution is acceptable (Anderson & Rubin, 1956; Bartlett, 1950). Such statistics cannot be derived in a similar manner in MDFA with factor scores treated as fixed parameters. However, as found in the last paragraph, the proportion $\eta = n^{-1}\|\hat{E}\|^2/\text{tr}S_{XX}$ can be used as a standardized badness-of-fit index for the MDFA solution, with $0 \leq \eta \leq 1$. Equivalently, $1-\eta = \text{tr}(\hat{A}'\hat{A} + \hat{\Psi}^2)/\text{tr}S_{XX}$ serves as a goodness-of-fit (GOF) index with $0 \leq 1-\eta \leq 1$, where we have used (17).

The matrix $\hat{E}$ in Table 3 demonstrates the strength of MDFA: the residual standing for the badness of fit of the model can be obtained for each observation. This is not possible in the classic FA. In place of $\hat{E}$, the discrepancy of the empirical covariance matrix from the model-based one,

$$S_{\text{res}} = S_{XX} - (\Lambda_c\Lambda_c' + \Psi_c^2),$$

(24)

is obtained as a residual matrix in the classic FA, with its estimates of $\Lambda$ and $\Psi$ expressed as $\Lambda_c$ and $\Psi_c$. Table 4 shows the residual matrices (24) obtained for the data in Table 1 together.
with the corresponding one for MFDA. In the table, we can find that the values of the off-diagonal elements are similar between MDFA and the classic FA. But, a crucial difference is in the diagonal elements. They are always zeros in the classic FA thanks to (19), while the diagonal elements for MDFA are given by (18) and are ≥ 0. This implies that in the classic FA, the badness of fit cannot be assessed for variables, but it can be assessed between variables. On the other hand, in MDFA, this is possible for both variables and between variables.

From the above discussions we conclude that MDFA is more useful than the classic FA if one wishes to know the badness of fit of the FA model for each variable and for each observation. If a variable with substantially large residual is found in a MDFA solution, it is reasonable to consider performing FA again with that variable removed. Further, the residual for each observation can be used for detecting an aberrant observation. For example, if a too great positive or small negative residual is detected in a solution for test data analysis as in Table 3, this can indicate that the corresponding examinee’s score is exceeding or below her/his ability for special reasons.

Equation (19) implies \( \text{tr} \Psi c^2 = \text{tr}(S_{XX} - \Lambda c \Lambda c') \), while the MDFA loss function value (17) ≥ 0 leads to \( \Psi \hat{c}^2 \leq \text{tr}(S_{XX} - \hat{\Lambda} \hat{\Lambda}') \). By comparing the two formulas, we can consider that the MDFA tends to give smaller unique variances than the classic FA. This tendency has been found empirically in Adachi (2015). However, as \( \text{tr} \Psi c^2 = \text{tr}(S_{XX} - \Lambda c \Lambda c') \) and \( \Psi \hat{c}^2 \leq \text{tr}(S_{XX} - \hat{\Lambda} \hat{\Lambda}') \) involve traces with \( \Lambda_c \neq \hat{\Lambda} \) in general, \( \Psi c^2 \geq \Psi \hat{c}^2 \) does not always hold: exceptions can occur, as shown by the unique variance for "Science" in Table 2.

4. Covariances Among Residuals, Factors, and Observations

Since the data matrix \( X \) is column-centered, as well as \( \hat{Z} = [\hat{F}, \hat{U}] \) as shown in (4), \( \hat{E} = X - \hat{Z} \hat{B}' \) is also column-centered. Thus, \( S_{\hat{E} \hat{Z}} = n^{-1} \hat{E}' \hat{Z} \), \( S_{\hat{E} \hat{E}} = n^{-1} \hat{E}' \hat{E} \), and \( S_{X \hat{Z}} = n^{-1} X \hat{Z} \) are
covariance matrices. In this section, we consider properties of those matrices and their relationships to the resulting value of loss function (6).

From the residual matrix \( \hat{E} \) identified as in Table 3, we can obtain the covariance matrix \( S_{\hat{E}\hat{E}} = n^{-1}\hat{E}\hat{E} \) in Table 5, which shows that the residuals are correlated among variables. This fact is illustrated in Figure 1, where two different variables \( x_j \) and \( x_k \) in \( X \) are depicted \((j \neq k)\), with common factor matrix \((\hat{F})\), unique factor vectors \((\hat{u}_j \) and \( \hat{u}_k \)), and residuals \((\hat{e}_j \) and \( \hat{e}_k \)). The correlations of residuals are expressed as \( \hat{e}_j \) being linked with \( \hat{e}_k \) in the figure. The next theorem concerns the covariances of residuals to factors:

**Theorem 4.1.** The \( p \times m \) covariance matrix \( S_{\hat{E}\hat{E}} = n^{-1}\hat{E}\hat{F} \) between residuals and common factors is filled with zeros:

\[
S_{\hat{E}\hat{E}} = \rho O_m .
\] (25)

The diagonal elements of the \( p \times p \) covariance matrix \( S_{\hat{E}\hat{U}} = n^{-1}\hat{E}\hat{U} = (s_{jk}^\hat{U}) \) between residuals and unique factors are zeros, i.e.,

\[
s_{jk}^\hat{U} = 0 ,
\] (26)

while the off-diagonal ones equal to the corresponding elements of \( S_{X\hat{U}} \):

\[
s_{jk}^\hat{U} = s_{jk}^{X\hat{U}} \quad \text{for} \quad k \neq j
\] (27)

with \( S_{X\hat{U}} \) \((p \times p)\) containing the covariances of observed variables to unique factors.

**Proof.** Using \( \hat{E} = X - \hat{Z}\hat{B}' \), (5), and (11), we have \( S_{\hat{E}\hat{X}} = n^{-1} (X - \hat{Z}\hat{B}')'\hat{Z} = S_{X\hat{Z}} - \hat{B} = [S_{X\hat{E}}, S_{X\hat{U}}] - [\hat{A}, \hat{Y}] = [\rho O_m, \text{Offd}(S_{X\hat{U}})] \) with \( \text{Offd}(S_{X\hat{U}}) \) \((p \times p)\) denoting the matrix \( S_{X\hat{U}} \) whose diagonal elements are replaced by zeros. \( \square \)
The result (25) and (26) show a very useful feature of the MDFA factors: the common factors in $\hat{F}$ are uncorrelated with the residuals, and each unique factor in $\hat{U}$ is uncorrelated with the residual for the corresponding variable. These facts may allow us to consider the residuals as unsystematic errors, which are supposed to behave independently of common and unique factors in Spearman’s (1904) original conception of FA with the term “specific factors” used in place of “unique factors”.

But, the Spearman’s FA concept differs from (27): it shows that the residual for a certain variable correlates with the unique factors for the other variables, since $\text{Offd}(S_{X\hat{U}})$ are not zero in general. This is demonstrated in Table 6, which was obtained with (16) for the standardized version of Table 1. Those findings are illustrated in Figure 1. There, $\hat{e}_j$ is linked with $\hat{u}_k$ ($k \neq j$), though $\hat{e}_j$ is not linked with $\hat{F}$ and $\hat{u}_j$. The link $\hat{e}_j$ with $\hat{u}_k$ implies that variable $x_j$ is correlated with $\hat{u}_k$ ($k \neq j$): each variable is correlated with the unique factors for the other variables.

The property that $x_j$ and $\hat{u}_k$ ($k \neq j$) are correlated deviates from the concept of unique factors that they uniquely and exclusively contribute to the corresponding variables. Such a deviating property is not possessed in the constrained versions of MDFA mentioned in

![Figure 1. Path diagram for variables $x_j$ and $x_k$, where one-headed arrows indicate how those factors and residuals affect the variables, while the two-headed arrows indicate linked entities covarying mutually.](image)

<table>
<thead>
<tr>
<th></th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$u_4$</th>
<th>$u_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japa</td>
<td>0.7045</td>
<td>0.0126</td>
<td>-0.0248</td>
<td>0.0153</td>
<td>-0.0077</td>
</tr>
<tr>
<td>Eng</td>
<td>0.0146</td>
<td>0.6100</td>
<td>0.0052</td>
<td>-0.0415</td>
<td>0.0124</td>
</tr>
<tr>
<td>Soc</td>
<td>-0.0230</td>
<td>0.0042</td>
<td>0.7614</td>
<td>0.0345</td>
<td>-0.0082</td>
</tr>
<tr>
<td>Math</td>
<td>0.0147</td>
<td>-0.0347</td>
<td>0.0359</td>
<td>0.7307</td>
<td>0.0013</td>
</tr>
<tr>
<td>Sci</td>
<td>-0.0125</td>
<td>0.0175</td>
<td>-0.0144</td>
<td>0.0021</td>
<td>0.4344</td>
</tr>
</tbody>
</table>

Table 6. Covariances matrix $S_{X\hat{U}}$ between variables and unique factors
Section 1. That is, \( s_{jk}^{XU} \) is exactly zero for \( k \neq j \) in the Kiers’ version with the constraint \( n^{-1}X'U \) being diagonal (Sočan, 2003), and in the Stegeman’s (2016) one with \( n^{-1}X'U = \Psi \). However, how much the MDFA solution deviates from the unique factor concept can be assessed empirically by comparing the off-diagonal elements of \( S_{XU} \) with its diagonal ones, which are also those of \( \hat{\Psi} \) (11). If the absolute values of the off-diagonal elements are much smaller than those of the diagonal ones, we can conclude that the deviation is not substantial. For example, this is the case with the results presented in Table 6. However, if substantial deviation was found with considerably large absolute values of the off-diagonal elements, we could reasonably consider using the constrained versions in place of MDFA.

The amount of the deviation is shown to be proportional to the squared sum of residuals in Theorem 4.2 appearing later. For its preparation, we present the following two lemmas, which are also interesting by themselves:

**Lemma 4.1.** If \( \hat{B} \quad (p \times (p+m)) \) is of full row-rank with \( \hat{B}\hat{B}^+ = I_p \), empirical covariance matrix \( S_{XX} \) equals the product of the \( p \)-variables \( \times \) \( (p+m) \)-factors covariance matrix updated as (16) and its transpose:

\[
S_{XX} = S_{XZ}S_{XZ}' \quad \text{or equivalently} \quad s_{jk}^{XX} = s_{jk}^{XZ} s_{kj}^{XZ}'. \tag{28}
\]

**Proof.** Making use of (16) we have \( S_{XZ}S_{XZ}' = \hat{B}^+ \hat{L} \hat{A} \hat{L}' \hat{B}^+ \). Following (15), the right-hand side can be further rewritten as \( \hat{B}^+ \hat{L} \hat{A} \hat{L}' \hat{B} \hat{B}^+ \), which is exactly \( S_{XX} \) as \( \hat{B}\hat{B}^+ = I_p \).

**Lemma 4.2.** Let \( \hat{B} \) be of full row-rank. When (13) is substituted into \( Z \) in (9), the first term in the right-hand side of (9) vanishes:

\[
\| x_j - \hat{Z} s_j^{XZ} \|^2 = 0, \quad \text{i.e.,} \quad f_j(\hat{Z}, b_j) = n \| s_j^{XZ} - b_j \|^2
\]

**Proof.** The identity \( \| x_j - \hat{Z} s_j^{XZ} \|^2 = n s_{jj}^{XX} - n s_{j}^{XZ} s_{j}^{XZ} \) follows from (5), which, by (28), is zero.

\[\Box\]

Using the lemmas, the next theorem is given:

**Theorem 4.2.** Let \( \hat{B} \) be of full row-rank. Then, the variance of residuals \( n^{-1} \| \hat{e}_j \|^2 \) for variable \( j \), given in (18), is rewritten as
\[ \frac{1}{n} \| \mathbf{e}_j \|^2 = \sum_{k \neq j} s_{jk}^{XU} = \sum_{k \neq j} s_{jk}^{E \hat{U}} \]  

(30)

with \( s_{jk}^{XU} \) the \((j, k)\) element of \( \mathbf{S}_{XU} \) and \( s_{jk}^{E \hat{U}} \) that of \( \mathbf{S}_{E \hat{U}} \). That is, \( n^{-1} \| \mathbf{e}_j \|^2 \) equals the sum of the squared covariances of variable \( j \) to the unique factors for the other variables, and \( n^{-1} \| \mathbf{e}_j \|^2 \) also equals the sum of the squared covariances of the residual for variable \( j \) to unique factors.

**Proof.** Using \( s_{j}^{X \hat{F}} \) and \( \mathbf{h}^{'} \) for the \( j \)th rows of \( \mathbf{S}_{X \hat{F}} \) and \( \mathbf{I}_p \), the \( j \)th row of \( \mathbf{\hat{B}} \) in (11) can be rewritten as \( \mathbf{\hat{b}}^{'}_j = [s_{j}^{X \hat{F}}, \hat{\mathbf{y}}_j \mathbf{h}^{'}] \). Substituting it into (29) divided by \( n \) leads to \( \| s_{j}^{X \hat{F}} - \hat{\mathbf{y}}_j \mathbf{h}^{'} \|^2 = \sum_{k \neq j} | s_{jk}^{XU} |^2 = \sum_{k \neq j} | s_{jk}^{E \hat{U}} |^2 \), where \( s_{j}^{X \hat{F}} \) is the \( j \)th row of \( \mathbf{S}_{XU} \) and (27) has been used. \( \square \)

The equalities in (30) can be verified in the example: for the \( j \)th row in Table 6, we can obtain \( \sum_{k \neq j} | s_{jk}^{XU} |^2 \) to find it equaling the \( j \)th element of the column “Res” in Table 2. By comparing (30) with (17), we can find

\[ f(\hat{\mathbf{Z}}, \mathbf{\hat{B}}) = \| \mathbf{\hat{E}} \|_F^2 = n\| \text{Offd}(\mathbf{S}_{XU}) \|^2 = n \| \mathbf{S}_{E \hat{U}} \|^2 = n \text{tr}(\mathbf{S}_{XX} - \hat{\mathbf{A}} \hat{\mathbf{A}}' - \hat{\mathbf{Y}}^2). \]  

(31)

Here, \( n\| \text{Offd}(\mathbf{S}_{XU}) \|^2 = n \sum_{k \neq j} | s_{jk}^{XU} |^2 \) can be viewed as the amount of the deviation from the unique factor concept discussed already. That is, the minimization of the MDFA loss function (6) means reduction of the deviation from the concept that the unique factors uniquely and exclusively contribute to the corresponding variables.

5. Factor Indeterminacy and Higher Rank Approximation

Stegeman (2016, Sections 3 and 4.2) has discussed how the factor scores in \( \mathbf{F} \) and \( \mathbf{U} \) are undetermined, but in the remainder of his paper, he has focused on the degree of indeterminacy of \( \mathbf{F} \) only. In this section, we consider the indeterminacy of both \( \mathbf{F} \) and \( \mathbf{U} \).

The estimation of \( \mathbf{Z} \) can be viewed as a higher rank approximation problem. It is because the MDFA loss function (6) can be rewritten as

\[ f(\mathbf{Z} | \mathbf{B}) = \| \mathbf{Z} - \mathbf{X} \mathbf{B} \|^2 + c \]  

(32)

with \( c = \| \mathbf{X} \|^2 + n\| \mathbf{B} \|^2 - \| \mathbf{X} \mathbf{B} \|^2 - n(p+m) \) irrelevant to \( \mathbf{Z} \) (Adachi, 2015). The minimization of (32) over \( \mathbf{Z} \) for a given \( \mathbf{B} \) amounts to approximating \( \mathbf{X} \mathbf{B} \) by higher rank matrix \( \mathbf{Z} \). Here, rank(\( \mathbf{Z} \)) =
The optimal $Z = [F, U]$ is given in (13) as a sum $\hat{Z} = Z^* + Z_\perp$, where $Z^*$ is a unique part

$$Z^* = [F^*, U^*] = n^{1/2}KL' = X\hat{B}L\Delta^{-1}L' = XS_{XX}^{-1}S_{XZ} = XS_{XX}^{-1}[S_{XF}, S_{XU}]$$

and $Z_\perp$ is an undetermined part

$$Z_\perp = n^{1/2}K_\perp L_l'.$$

In (33) the fact is used that (20) is rewritten as $S_{XX}^{-1}S_{XZ} = \hat{B}L\Delta^{-1}L'$. By comparing (33) with (11), we find that the unique part for common factor scores is given by $F^* (n \times m) = XS_{XX}^{-1}S_{XF} = XS_{XX}^{-1}\hat{A}$. This result was also shown by Stegeman (2016, Lemma 3.1). He pointed out that this is identical to the Thurstone’s (1935) estimate of $F$.

To discuss how $Z$ is undetermined, we present two results. First, (33) can be rewritten as

$$Z^* = X(n^{-1}X'X)^{-1}(n^{-1}X'\hat{Z}) = \Pi_X\hat{Z}.$$  

with $\Pi_X = X(X'X)^{-1}X'$ be the orthogonal projection matrix onto $\text{Sp}(X)$, the subspace spanned by the columns of the data matrix $X$. That is, the unique part $Z^*$ (33) is the projection of $\hat{Z} = [\hat{F}, \hat{U}]$ onto $\text{Sp}(X)$. On the other hand, the following theorem involves the projection of $X$ onto $\hat{Z}$:

**Theorem 5.1.** It holds that

$$X = \hat{Z}S_{XZ}' = \Pi_{\hat{Z}}X$$

with $\Pi_{\hat{Z}} = (\hat{Z}'\hat{Z})^{-1}\hat{Z}'$ the projector onto $\text{Sp}(\hat{Z})$.

**Proof.** Using (5) and (28), we have $n^{-1}\|X - \hat{Z}S_{XZ}'\|^2 = \text{tr}S_{XX} - \text{tr}S_{XZ}S_{XZ}' = 0$, which implies $X = \hat{Z}S_{XZ}' = \hat{Z}\{n^{-1}\hat{Z}'X\} = \hat{Z}(\hat{Z}'\hat{Z})^{-1}\hat{Z}'X$.  

This theorem implies that $\text{Sp}(X)$ is included in $\text{Sp}(\hat{Z}) = \text{Sp}([\hat{F}, \hat{U}]$).

The above facts and the equation

$$h = \|\hat{Z} - Z^*\|^2 = \|n^{1/2}K_\perp L_\perp\|^2 = \text{tr}L_\perp L_\perp = nm$$

derived in Adachi (2012) can give a geometric (cone) representation drawn in Figure 2, where the matrices are depicted as arrows. This figure shows that the optimal common-unique factor score matrix $\hat{Z}$ forms the cone whose central axis is (33) with the distance of $\hat{Z}$ to (33) being the constant $(nm)^{1/2}$ as found in (37). In other words, any $Z$ is the optimal that exists on the circumference of the circle whose center is $Z^*$ and radius is $(nm)^{1/2}$. There, the covariance
matrix $S_{xz}$ corresponds to the angle between $\hat{Z}$ and $Z^*$ which is constant, because $S_{xz}$ can be uniquely determined as proved in the next theorem:

**Theorem 5.2.** If the solution $\hat{B}$ is unique, then the covariance matrix $S_{xz}$ between $p$ variables and $m+p$ factors is uniquely determined

**Proof.** Unique $B$ allows the right-hand side of (15) to be uniquely determined, which also makes (16) unique.

Mulaik (1976) has also presented a cone similar to the one in Figure 2. However, his cone is based on the classic model (1) and only illustrates the common factor indeterminacy, i.e., that $f$ forms a circle whose center is at $\Lambda'\Sigma^{-1}x$ with $\Sigma = \Lambda\Lambda' + \Psi^2$. The cone presented in Figure 2 illustrates the indeterminacy of both common and unique factors. Another difference is that the radius of our cone is constant $(nm)^{1/2}$, while the radius $||f - \Lambda'\Sigma^{-1}x||$ of the Mulaik’s one varies randomly, since $x$ and $f$ in (1) are random variables.

Let $\tilde{Z} = Z' + \tilde{Z}'$ be another $n \times (m+p)$ factor score matrix which differs from $\hat{Z} = Z^* + Z_1^*$, by its undetermined part $\tilde{Z}_1'$. Figure 2 shows that the squared norm $||\hat{Z} - \tilde{Z}||^2 = ||Z_1^* - \tilde{Z}_1||^2$ is maximal when $\tilde{Z}_1 = -Z_1^*$:

$$||\hat{Z} - \tilde{Z}||^2 \leq ||2Z_1^*||^2 = 4||Z_1^*||^2 = 4nm. \tag{38}$$

It can be viewed as a common-unique factor version of the Stegeman’s (2016, Lemma 3.1, (ii)) result concerning the norm for the common factor score matrix $F$. Another difference from his lemma is that the upper bound is given by a constant $4nm$ as in (38), due to (37). The inequality (38) implies that the element-wise averaged squared difference satisfies

$$\frac{1}{n(m+p)}||\hat{Z} - \tilde{Z}||^2 \leq \frac{4nm}{n(m+p)} = \frac{4}{1 + p/m}. \tag{39}$$

Its upper limit provides an indicator for common-unique factor indeterminacy. It shows that
the indeterminacy is reduced as the number of variables \((p)\) increases and that of factors \((m)\) decreases, which is similar to the Guttman’s (1955) results.

If the indeterminacy of factor scores can be assessed for each observation, it may be more intuitively appealing rather than presenting a statistic defined for a set of observations as in (38) or (39). For such an assessment, Stegeman’s (2016, Section 4.4) procedure is useful, in which the undetermined parts of factor scores generated randomly are summed to the unique part so as to synthesize a number of possible factor scores for each observation. Though Stegeman (2016, Section 6) used the procedure for assessing the indeterminacy of \(F\) in his constrained version with \(n^{-1}X'U = \Psi\), we use it for \(Z = [F, U]\) in MDFA. Table 7 shows the full ranges of the scores in the resulting 3000 factor score matrices for the standardized version of the data in Table 1, with the procedure detailed in Appendix 1. To evaluate the sufficiency of the number of matrices (3000) being used, (38) can be utilized by maximizing \(\|\hat{Z} - \tilde{Z}\|^2\) over the pairs of 3000 matrices. The maximum is 158.168, which is satisfactorily close to the upper limit 4nm = 4 × 20 × 2 = 160.

In Table 7, the \((1, 1)\) and \((1, 2)\) elements (−0.6 and 1.9) indicate the minimum and maximum of the \((1, 1)\) elements in the generated matrices. It allows us to be certain that observations having same signs for both limits are characterized by the corresponding factors. For example, it is convincing that the 14th observation has a positive score for the first common factor. However, such observations are few: there is a lot of fluctuation in the factor scores. But, their possible values were limited now, with the non-overlapping intervals between observations showing their mutual distinctions. It should be noticed that those factor scores are essentially different from the scores considered in the classic FA. There, the factor

<table>
<thead>
<tr>
<th>Obs.</th>
<th>Common Factors</th>
<th>Unique Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(f_1)</td>
<td>(f_2)</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>1</td>
<td>-0.6</td>
<td>1.9</td>
</tr>
<tr>
<td>2</td>
<td>-2.4</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>2.4</td>
</tr>
<tr>
<td>4</td>
<td>-0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>-0.5</td>
<td>2.2</td>
</tr>
<tr>
<td>6</td>
<td>-0.5</td>
<td>2.2</td>
</tr>
<tr>
<td>7</td>
<td>-2.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>3.4</td>
</tr>
<tr>
<td>9</td>
<td>-2.8</td>
<td>-0.4</td>
</tr>
<tr>
<td>10</td>
<td>-2.2</td>
<td>0.7</td>
</tr>
<tr>
<td>11</td>
<td>-2.2</td>
<td>0.8</td>
</tr>
<tr>
<td>12</td>
<td>-2.0</td>
<td>0.4</td>
</tr>
<tr>
<td>13</td>
<td>-1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>4.6</td>
</tr>
<tr>
<td>15</td>
<td>-1.5</td>
<td>1.1</td>
</tr>
<tr>
<td>16</td>
<td>-1.2</td>
<td>0.8</td>
</tr>
<tr>
<td>17</td>
<td>-0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>18</td>
<td>-1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>19</td>
<td>-2.1</td>
<td>0.7</td>
</tr>
<tr>
<td>20</td>
<td>-1.8</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 7. Minimum and maximum of common and unique factor scores
scores are random as in (1), and the corresponding loss function is irrelevant to the scores. Thus, if necessary, once after $\Lambda$ and $\Psi^2$ are optimally estimated, those solutions and data matrix $X$ are used to provide the approximations of the common factor scores for each observation, with its unique factor scores of no interest. On the other hand, MDFA’s factor scores in $\hat{Z} = [\hat{F}, \hat{U}]$, though not unique, are optimal in that they minimize (6) (under constraints). That is, the scores within the ranges in Table 7 are the optimal, though they fluctuate.

6. Discussion

We investigated several properties of the FA solutions in its matrix decomposition formulation, i.e. when FA is modeled as $X = \Phi \Lambda' + U \Psi + E$ for column-centered data matrix $X$, with $F$ (common factors), $U$ (unique factors), $\Lambda$ (loadings), and $\Psi$ (including the square roots of unique variance) treated as fixed parameter matrices.

The main results are summarized as follows:
[1] The model part $\Phi \Lambda' + U \Psi$ and the residuals $E$ can be uniquely determined, so that we can assess the goodness of fit of the model for each observation, although the factor score matrix $[F, U]$ is not unique.
[2] Common factors are uncorrelated with residuals, and each unique factor is uncorrelated with the residual for the corresponding variable.
[3] The unique factor for variable $j$ covaries with the other variables $k \neq j$, which deviates from the concept of unique factors. The squares of the covariances are summed to express the amount of the deviation, which is proportional to the resulting value of the MDFA loss function.
[4] The indeterminacy of common and unique factors can be illustrated as in Figure 2: the optimal $[F, U]$ can be viewed as forming a cone whose central axis is the projection of the column space of $[F, U]$ onto that of $X$.

Result [3] implies that MDFA reduces the deviation from the unique factor concept, although the deviation cannot be completely avoided. This can be achieved by Kiers’ version of MDFA (Sočan, 2003) and Stegeman’s (2016) one with the deviation constrained to be null. This is advantageous to the constrained versions, which can be used in place of MDFA if this could not reduce the deviation satisfactorily, as mentioned in Section 4. However, MDFA has a merit of Result [1], i.e., the model part $\Phi \Lambda' + U \Psi = ZB'$ in (3) can be identified, and thus the residual $E = X - ZB'$ is also identifiable, which is useful for assessing the badness of fit of the FA model for each observation, as illustrated in Table 3. In Stegeman’s (2016) version, the model part is not uniquely determined, as described in Stegeman (2016, Appendix 2). For Kiers’ constrained MDFA (Sočan, 2003), properties have not yet been investigated.
sufficiently: what we know is restricted to the simulation study reported in Sočan (2003) and the description in Stegeman (2016, Appendix 3). Properties of the Kiers’ constrained version remain to be studied, together with further comparisons between MDFA and its constrained versions.

Result [4] means that the optimal factor scores are restricted as depicted in Figure 2, i.e., the terminuses of the arrows expressing \( \hat{Z} \) must be located on the circumference of the circle in the figure. This suggests that we may be able to exploit the factor indeterminacy, as the rotational indeterminacy of the loading matrix is exploited to provide interpretable rotated loadings (e.g., Mulaik, 2010). That is, it may be possible to develop a procedure, in which an interpretable \( \hat{Z} \) existing somewhere on the circumference is found once after one of the optimal \( \hat{Z} \) is obtained by MDFA.

In contrast to the classic FA model, where the factors are random variables, all model parameters/unknowns in MDFA are treated as fixed matrices. As a consequence, no probabilistic aspects of the MDFA parameters are considered. The benefit of this approach is that it makes it possible to derive and clarify a number of new useful matrix-algebraic properties of the FA solutions. As the elements of \( E \) in the MDFA model (3) are random and depend on the particular sample, probabilistic properties of MDFA can still be investigated, which remains for future studies.

As pointed out by an anonymous reviewer, applications should be considered in which FA with ordinal variables is performed. A potential approach to such applications is found in Makino (2015), where MDFA is extended so as to deal with categorical variables. In this extended version, the formulation of nonlinear principal component analysis (Gifi, 1990) is incorporated into MDFA by rewriting the data matrix \( X \) in (6) using two types of matrices. One of them consists of the binary data matrices indicating the correspondence of observations to categories, while the other contains the scores to be assigned to the categories. Then, (6) is minimized over \( Z, B \), and the category scores subject to certain constraints. Here, it should be noted that ordinal variables are the categorical ones with ordinal restriction. Thus, if the restriction is imposed into the categorical scores as made in Gifi (1990, Chapter 4), Makino’s (2015) approach could be applied for ordinal variables.

Appendix

Here, we describe the procedure for generating (34) to have \( \hat{Z} = Z' + Z'_{1} \), i.e., (13), for the matrix \( Z' \) (33) given after Steps 1 to 4 in Section 2.

Let \( J_1 = I_n - n^{-1}1_n1_n' \), \( J_K = I_n - KK' \), and \( J_L = I_{mp} - LL' \). Using those matrices with
arbitrary \( n \times m \) matrix \( \mathbf{G} \) and \((m+p) \times m \) matrix \( \mathbf{H} \), we consider the following SVDs:

\[
\mathbf{J}_t \mathbf{J}_k \mathbf{G} = \mathbf{G} \mathbf{\Theta}_G \mathbf{E} \mathbf{E}' \quad \text{and} \quad \mathbf{J}_t \mathbf{H} = \mathbf{H} \mathbf{\Theta}_H \mathbf{E} \mathbf{E}'
\]  

(A1)

with \( \mathbf{\Theta}_G \) and \( \mathbf{\Theta}_H \) being diagonal and

\[
\mathbf{\Gamma}_G \mathbf{T}_G = \mathbf{\Gamma}_H \mathbf{T}_H = \mathbf{E} \mathbf{E}' \mathbf{G} = \mathbf{E} \mathbf{E}' \mathbf{H} = \mathbf{I}_m.
\]  

(A2)

Those SVDs allow us to set \( \mathbf{K}_\perp = \mathbf{\Gamma}_G \) and \( \mathbf{L}_\perp = \mathbf{\Gamma}_H \) to generate (34), which is summed to (33) so that (13) is given by

\[
\hat{\mathbf{Z}} = n^{1/2} \tilde{\mathbf{K}} \tilde{\mathbf{L}}' = n^{1/2} \mathbf{K} \mathbf{L}' + n^{1/2} \mathbf{T}_G \mathbf{\Gamma}_H' = \mathbf{X} \mathbf{S}_{XX}^{-1} \mathbf{S}_{XZ} + n^{1/2} \mathbf{\Gamma}_G \mathbf{\Gamma}_H'.
\]

(A3)

It is because (A1) leads to \( \mathbf{\Gamma}_G = \mathbf{J}_t \mathbf{J}_K \mathbf{G} \mathbf{\Theta}_G^{-1} \) and \( \mathbf{\Gamma}_H = \mathbf{J}_t \mathbf{H} \mathbf{E} \mathbf{E}' \mathbf{H} \mathbf{\Theta}_H^{-1} \), which imply that

\[
\mathbf{1}_n \mathbf{T}_G = \mathbf{0}_m, \quad \mathbf{L} \mathbf{T}_H = \rho \mathbf{O}_m, \quad \text{and} \quad \mathbf{K} \mathbf{T}_G = \rho \mathbf{O}_m.
\]

(A4)

Here, the last identity is derived as \( \mathbf{K} \mathbf{\Gamma}_G = \mathbf{K} \mathbf{J}_t \mathbf{J}_K \mathbf{G} \mathbf{\Theta}_G^{-1} = \mathbf{K} \mathbf{J}_K \mathbf{G} \mathbf{\Theta}_G^{-1} = \rho \mathbf{O}_m \) using \( \mathbf{J}_t \mathbf{K} = \mathbf{K} \) which follows from \( \mathbf{1}_n' \mathbf{K} = \mathbf{0}_{p'} \) (Adachi, 2012). The equations \( \mathbf{K} \mathbf{L} = \mathbf{L} \mathbf{L}' = \mathbf{I}_p \) following from SVD (14) and the above (A2), (A4), and \( \mathbf{1}_n' \mathbf{K} = \mathbf{0}_{p'} \) allow us to find that \( \tilde{\mathbf{K}} = [\mathbf{K}, \mathbf{K}_\perp] = [\mathbf{K}, \mathbf{\Gamma}_G] \) and \( \tilde{\mathbf{L}}' = [\mathbf{L}, \mathbf{L}_\perp] = [\mathbf{L}, \mathbf{\Gamma}_H] \) satisfy \( \tilde{\mathbf{K}} \tilde{\mathbf{K}}' = \tilde{\mathbf{L}} \tilde{\mathbf{L}}' = \tilde{\mathbf{L}}' = \mathbf{I}_{p+m} \) and \( \mathbf{1}_n' \hat{\mathbf{Z}} = \mathbf{1}_n'[\mathbf{K}, \mathbf{\Gamma}_G][\mathbf{L}, \mathbf{\Gamma}_H]' = \mathbf{0}_{p+m} \). (A3) is the optimal with satisfying (4) and (5).

Thus, we can obtain a factor score matrix \( \mathbf{Z} \) with the following procedure:

Step 1. Generate \( \mathbf{G} \) and \( \mathbf{H} \) randomly
Step 2. Perform SVDs in (A1)
Step 3. Obtain \( \hat{\mathbf{Z}} \) with (A3)
Step 4. Replace \( \mathbf{F} \) in \( \hat{\mathbf{Z}} = [\hat{\mathbf{F}}, \hat{\mathbf{U}}] \) by rotated \( \mathbf{F} \mathbf{T} \).

Here, each element of \( \mathbf{G} \) and \( \mathbf{H} \) is sampled randomly from the uniform distribution ranging from -1 to 1, and the matrix \( \mathbf{T} \) is the orthonormal matrix for the varimax rotation giving the MDFA loadings in Table 2. The replication of the steps gives a number of \( \hat{\mathbf{Z}} \).
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