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Abstract. Let $K = \mathbb{Z}/p\mathbb{Z}$ and let $A$ be a subset of $\text{GL}_r(K)$ such that $\langle A \rangle$ is solvable. We reduce the study of the growth of $A$ under the group operation to the nilpotent setting. Fix a positive number $C \geq 1$; we prove that either $A$ grows (meaning $|A^3| \geq C|A|$), or else there are groups $U_R$ and $S$, with $U_R \leq S \leq \langle A \rangle$, such that $S/U_R$ is nilpotent, $A_k \cap S$ is large and $U_R \subseteq A_k$, where $k$ depends only on the rank $r$ of $\text{GL}_r(K)$.

Here $A_k = \{x_1 x_2 \cdots x_k : x_i \in A \cup A^{-1} \cup \{1\} \}$, and the implied constants depend only on the rank $r$ of $\text{GL}_r(K)$.

When combined with recent work by Pyber and Szabó, the main result of this paper implies that it is possible to draw the same conclusions without supposing that $\langle A \rangle$ is solvable.


1. Introduction

Growth in abelian groups has been the focus of classical additive combinatorics; the topic is well-studied by now, though much remains to be known. The study of growth in other groups by means of related techniques is a more recent phenomenon.

It is now understood that nilpotent groups behave, in broad terms, partly like abelian groups when it comes to growth; for example, true analogues of Freiman’s theorem can be proven to hold there. Growth in simple groups – which is qualitatively different – was studied in [Hel08], and the techniques involved were generalised and developed further in [Hel11]; after further work ([BG08], [GH11], [Din11] and [Var12, §4.1]), a generalisation to all simple groups of bounded rank was completed in [PS] and [BGT11].

It remains to consider growth in solvable groups, which are in some sense complementary to simple groups, and display, in general, behaviour different from that of nilpotent groups. There was some work on this in [Hel11], but the general case remained unsolved.

The main result of this paper is the following:

Theorem 1. Let $K = \mathbb{Z}/p\mathbb{Z}$, and let $A$ be a subset of $\text{GL}_r(K)$ such that $\langle A \rangle$ is solvable. Then, for every $C \geq 1$, either

(a) $|A^3| \geq C|A|$, or else
(b) there is a unipotent subgroup $U_R$, a solvable group $S$ and an integer $k \ll_r 1$, such that
   - $U_R$ and $S$ are both normal in $\langle A \rangle$, and $S/U_R$ is nilpotent,
   - $A_k$ contains $U_R$, and
   - $|A_k \cap S| \geq C^{-O_r(1)}|A|$.
Here we write $p$ for a prime number, and $A_k$ for $\{g_1 \cdots g_k : g_i \in A \cup A^{-1} \cup \{1\}\}$. For variables $x, y, z$ taking values in $\mathbb{R}$ we write $x = O_y(z)$ to mean that there is a function $f : \mathbb{R} \to \mathbb{R}$ such that $|x| \leq f(y)z$.

Note that, if (a) does not hold, then $|A_k \cap S| \geq C^{-O_r(1)}|A|$ implies immediately that $A$ is contained in the union of at most $C^O_r(1)$ left (or right) cosets of $S$ (see Lem. 2.3). This is meaningful as soon as $C < |A|^{\delta_r}$, $\delta_r > 0$ a constant; in other words, Thm. 1 is stating that $|A_3| \geq |A|^{1+\delta}$ (for any $\delta \in (0, \delta_r)$) unless $A$ is contained in relatively few cosets of a solvable group (and obeys some additional conditions). In other words, Thm. 1 is within the family of quantitatively strong results originating in [Hel08].

1.1. Two extensions. It turns out that, with a little work, we can strengthen Thm. 1 twice over. The first such improvement will be proved by combining Thm. 1 with work of Pyber and Szabó. By mutual agreement, this result will be considered joint work with them.

**Theorem 2.** Let $K = \mathbb{Z}/p\mathbb{Z}$, and let $A$ be a subset of $\text{GL}_r(K)$. Then for every $C \geq 1$, either

(a) $|A_3| \geq C|A|$, or else 
(b) there are two subgroups $H_1 \leq H_2$ in $\text{GL}_r(K)$ and an integer $k \ll 1$, such that
- $H_1$ and $H_2$ are both normal in $\langle A \rangle$, and $H_2/H_1$ is nilpotent,
- $A_k$ contains $H_1$, and
- $|A_k \cap H_2| \geq C^{-O_r(1)}|A|$.

To make things clear: we are able to remove the requirement that $\langle A \rangle$ is solvable, and state the result for all subsets of $\text{GL}_r(\mathbb{Z}/p\mathbb{Z})$ (note that, in this more general setting, we cannot conclude that $H_1$ is unipotent). In effect, Thm. 2 reduces the study of the growth of any set in $\text{GL}_r(\mathbb{Z}/p\mathbb{Z})$ to the nilpotent setting.

It is reasonable to think that a result similar to Thm. 2 should hold for $K$ any finite field; indeed such a result has been conjectured by Lindenstrauss and the second author [Tao]. In this more general setting, however, it is unclear whether we can find subgroups $H_1$ and $H_2$ with all of the given properties, particularly that of being normal in $\langle A \rangle$. The proof of Thm. 2 that we give in §8 relies on the fact that, in unipotent subgroups of $\text{GL}_r(K)$, a subgroup chain $U_1 > U_2 > \cdots$ has length less than $r^2$. We cannot, of course, use this fact when $K$ is an arbitrary finite field.

The second improvement will be proved by combining Thm. 2 with work of Tointon [Toi].

**Theorem 3.** Let $K = \mathbb{Z}/p\mathbb{Z}$, let $C \geq 1$ and let $A$ be a $C$-approximate subgroup of $\text{GL}_r(K)$. Then $A$ is $\exp(C^{O_r(1)})$-controlled by a coset nilprogression of rank $C^{O_r(1)}$ and step at most $r$ that is contained in $A^{C^{O_r(1)}}$.

Theorem 3 is proved in §9, where we also explain the terminology introduced in the statement. Thm. 3 represents the state-of-the-art for general statements concerning growth.

---

1We thank an anonymous referee for pointing out that our results can be extended in this way, and for sketching the proof.
in $\text{GL}_r(K)$; getting polynomial dependencies here would require proving the Freiman-Ruzsa theorem with polynomial dependencies over abelian groups – and that is a difficult open problem [Gre05].

1.2. Methods and structure of the paper. Our main result is ultimately based on Prop. 2.11, which is an improved version of a result of the second author’s ([Hel11, Cor. 3.2]). This result has sometimes been called a “sum-product result for group actions”. This is correct in a historical sense, in that it has its roots in the sum-product theorems of the type in [BKT04, GK07, BK03]. At the same time, it does not use these theorems, but rather translates the underlying idea into the context of groups acting on groups: a group operation replaces the sum, while the action replaces the product. This is a basic theme in this paper: our solvable group must be separated into a maximal torus, which acts, and a unipotent group, which is acted upon.

In order to apply Prop. 2.11 our first job is to reduce the question of proving growth for an abstract solvable subgroup of $\text{GL}_r(K)$ to the question of proving growth in a subgroup of a connected solvable linear algebraic group $G$. This reduction is done in §4. Thus we can assume that $A \subseteq G(K) \leq \text{GL}_r(K)$ where $G = UT$ with $U$ the unipotent radical of $G$ and $T$ a maximal torus of $G$. Our method will be to apply Prop. 2.11 to the natural conjugation action of $T$ on $U$.

Our task is to show that if $A$ does not grow rapidly, then we have two subgroups $S$ and $U_R$ with the given properties. By choosing $G$ suitably we can take $S$ to be $G(K)$, the group $U_R$ is defined at (3.4). Our job is to show that the group $U_R$ is contained in $A_k$ for some $k \ll r$. In the case where $U$ is abelian this fact follows quite easily from an application of Prop. 2.11 (see §5). We make use of the property that all elements of $G(K)$ act on $U(K)$ like elements of the torus. More precisely, for all $g \in G(K)$, there exists $t \in T(K)$ such that $gug^{-1} = tut^{-1}$ for all $u \in U(K)$.

When $U$ is not abelian this property does not hold and we cannot apply Prop. 2.11 directly. Instead we resort to a “descent” argument, which we describe in §6 (this is the first point where we use the fact that our finite field has prime order). Roughly speaking we obtain the group $U_R$ level-by-level: writing $U = U^0 > U^1 > \cdots$ for the lower central series of $U$, we observe first that $G/U^1$ has an abelian unipotent radical and so we can apply Prop. 2.11 naively, à la §5, to obtain the group $U_R/U^1(K)$. Next we consider the quotient $G/U^2$ and we seek to obtain the group $U_R/U^2(K)$. There are three components to this task: we must first construct a set of elements in $A_k$ which act like elements of the torus on $U(K)/U^2(K)$; we then use these elements with Prop. 2.11 to obtain part of $U_R/U^2(K)$; finally there are some elements of $U_R/U^2(K)$ which cannot be obtained this way, but can be obtained as commutators of elements in $U_R/U^1(K)$.

Now we repeat this process for subsequent quotients $G/U^3$, $G/U^4$, and so on. Since the nilpotency rank of $U$ is bounded above by $r$ this process terminates after $r$ steps and the result follows. The details of the inductive argument are given in §7 where Thm. 1 is proved. In that section we also give a proof of the stronger statement in which $U_R$ is normal in $\langle A \rangle$.

In order to nail down the details of the argument just described we have made use of machinery from the theory of linear algebraic groups. In particular it turns out the
exponential map is a very convenient tool, particularly for keeping track of commutators. The theory that we need is given in §3.

The final two sections are devoted to proving the stronger statements given in §1.1. In §8, we prove Thm. 2; this section is joint work with László Pyber and Endre Szabó. In §9, we prove Thm. 3.

1.3. Generalizations. Growth in groups over general finite fields. One natural plan is to extend Thm. 1 to the case where $K$ is any finite field $\mathbb{F}_q$. Indeed, all results in Sections 2 to 5 of the current document apply in this more general setting. The difficulties involved in generalizing the rest of the paper to the case $K = \mathbb{F}_q$, $q = p^\alpha$, $\alpha > 1$, seem mostly technical; as usual, it may happen that a second-generation proof will deal with the case $\alpha > 1$ automatically (as was the case for finite simple groups ([BGT11], [PS])).

Growth of finite sets in infinite groups. One possible generalization consists in proving Thm. 1 again, as stated, with $K = \mathbb{Z}/p\mathbb{Z}$ replaced by an infinite field. For $K$ of characteristic zero, this is in several ways easier than for $K = \mathbb{Z}/p\mathbb{Z}$: (a) the present proof largely goes through, with simplifications due to the fact that the finite subgroup structure is much simpler; (b) real and complex methods are also applicable – see, e.g., [Cha08, BG11b]. Here (b) reflects in part the situation in additive combinatorics, where results on growth in $\mathbb{R}$ are generally older and more direct than results on growth in $\mathbb{Z}/p\mathbb{Z}$: over $\mathbb{R}$, one can exploit an ordering, a metric and a topology that do not exist over $\mathbb{Z}/p\mathbb{Z}$.

The case of infinite $K$ with positive characteristic cannot really be easier than the case of $K$ finite, since it contains it as a subcase: for $K = (\mathbb{Z}/p\mathbb{Z})(T)$ and an algebraic group $G$, a subset $A \subset G(K)$ could be contained in $G(\mathbb{Z}/p\mathbb{Z})$. A possible strategy in that case could be to aim to prove a “reduction” result, much like Theorem 1 in the present paper: either $A$ grows or it is essentially contained in $G(K')$, $K' < K$, $K'$ finite (a case which would then be dealt by a generalisation of the present paper to all finite fields).

In general, in the present paper, finiteness is a challenge to be coped with, rather than any sort of key assumption. Non-finiteness, whether of local or global fields, generally entails additional structure that can do away with essential difficulties and make multiple approaches possible. The point here – as in [Hel08] and much work since then – is to use and develop new techniques that yield growth results even when such additional structure is not available.

Flattening of measures in infinite groups. The other possible generalization of Theorem 1 to infinite fields is of a stronger kind, viz., the kind of generalization pioneered by Bourgain-Gamburd in [BG08]. This involves proving results on the “flattening” of measures under convolution rather than on the growth of sets under the group operation. Such results on measures are particularly useful in proofs of expansion.

In finite fields, statements on growth for sets and the statements on convolutions of measures are essentially equivalent, as was shown in [BG08b, §3] (“$\ell_2$ flattening”) by means of the Balog-Gowers-Szemerédi theorem. In infinite fields, results on convolutions of measures are harder. The point of [BG08] (on the group SU_2) is that [Hel08] is robust enough that, even though its main result is on finite subsets of finite groups, its proof can be modified to give a theorem on convolution of measures on an infinite group of the same Lie algebra type, provided that the distances among the new elements being constructed are kept track of throughout the modified proof.
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It is our intuition that the ideas in the present paper will yield fruit in this stronger sense under a treatment similar to that in [BG08], though we have not attempted to do this ourselves.

1.4. Relation to the previous literature. There has been plenty of recent work on growth in solvable and nilpotent groups. Fisher, Katz and Peng [FKP10] relate growth in a nilpotent Lie group to growth in its Lie algebra; standard facts about nilpotent algebraic groups (which we outline in Section 3) immediately imply analogous results in the context of nilpotent algebraic groups. Breuillard and Green [BG11a] generalised the work of Freiman-Ruzsa and Chang to the torsion-free nilpotent case. Finally Tointon [Toi] has recently proved a Freiman-Ruzsa-type theorem for arbitrary nilpotent groups which, in particular, yields the result of Breuillard and Green as a corollary. As our result is essentially a reduction to the nilpotent case, it complements rather than overlaps with these three articles; indeed we will combine our main result with that of Tointon to prove Thm. 3.

While [BG11b] treats solvable groups, it is limited to subgroups of $\text{GL}_n(\mathbb{C})$, where the problem yields fairly easily to a direct application of the sum-product theorem in its classical form. The setting of the work of Sanders [San12] is fairly general, but its conditions are very strong, being of Gromov type.

T. Tao proved [Tao10] a structure statement on slowly growing sets in solvable groups. The main two issues are the following: first, as Tao directly incorporates ideas from Freiman’s theorem, the growth he proves is at best logarithmic; second, the structure whose presence he proves (“coset nilprogressions”, [Tao10, Def. 1.11]), besides being somewhat complicated, involves a series of subgroups $H_{i,0}$ that cannot be easily quotiented out. A simpler structure (a “nilprogression”) is also shown to exist [Tao10, Thm. 1.17] but only for totally torsion-free groups.\footnote{We caution the reader that there are a number of slightly differing definitions of nilprogressions, and coset nilprogressions, in the literature. In particular the definitions used by Tao in his work on solvable groups (which were the first such definitions to appear in the literature) are slightly different from the definitions we require for Thm. 3. For that theorem we use the definitions of [BGT12]; see §9 for full details.}

Using model theory, Hrushovski proved results on slowly growing sets in $\text{GL}_n(K)$, $K$ any field (see in particular [Hru12, Cor. 5.10]). These results were - like [San12] - both impressively general and quantitatively very weak. Hrushovski’s Cor. 5.10 is in some sense orthogonal to most of the work in this paper: it is a reduction to the solvable setting, whereas our focus will be to reduce the solvable setting to the nilpotent case.

(The situation is somewhat similar in the case of [BGT12] (based partly on [Hru12]), which appeared after the first version of the present paper was made publicly available as a preprint. The results in [BGT12] are very general, to the extent of proving what its authors call the “Helfgott-Lindenstrauss conjecture” in a qualitative sense. However their results are, again, quantitatively very weak. Roughly speaking, they show that, when some necessary conditions are met, $|AAA| \geq C|A|$ for $C$ an arbitrarily large constant and $A$ sufficiently large; in contrast we prove, under stronger conditions including, in particular, an embedding in $\text{GL}_r(K)$, that $|AAA| \geq C|A|$ with $C = |A|^\delta$, $\delta > 0$ a constant. Indeed it is...
this form of result that was conjectured by the second author; see the remarks immediately following [Hel11, Thm. 1.1].

It is clear that, given our limited state of knowledge on the constants in Freiman’s theorem even in the group $\mathbb{Z}$, any result that includes cases of relatively rapid growth ($|A|^{1+\delta} \ll |A|^3 \ll |A|^{1+\delta'}$, $\delta, \delta' > 0$) must either be a reduction to the nilpotent case (like Theorems 1 and 2) or have worse-than-polynomial dependence (like Thm. 3). A possibility for improvement that might be within reach could be to strengthen Thm. 3 to give $O_r(\exp((\log C)^{O(1)}))$-control, as does Sanders’ result [San12] over abelian groups; this would, of course, involve strengthening Tointon’s result to give the same kind of control.

Cases $r = 2, 3$ of Thm. 1 were proven in [Hel11, §7].
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2. Background from additive combinatorics

Let us establish some notation from additive combinatorics. Our notation in this area is standard and, in particular, is identical to that of [Hel11]. In this section $G$ is an arbitrary group.

Given a positive integer $k$ and a subset $A$ of a group $G$, we define

$$A_k = \{g_1 \cdot g_2 \cdots g_k \mid g_i \in A \cup A^{-1} \cup \{1\}\}.$$ 

Given real numbers $a, b, x_1, \ldots, x_n$, we write

$$a \ll_{x_1, \ldots, x_n} b \text{ or } O_{x_1, \ldots, x_n}(b)$$

to mean that the absolute value of $a$ is at most the real number $b$ multiplied by a constant $c$ depending only on $x_1, \ldots, x_n$. When we omit $x_1, \ldots, x_n$, and write $a \ll b$ (or $a = O(b)$), we mean that the constant $c$ is absolute.

2.1. Growth in subgroups and quotients. The following basic lemmas relate growth in a group $G$ to growth in subgroups of $G$, and in quotients of $G$. Citations to [Hel11] are given in part for the sake of ease of reference; no doubt many of these results may have been known to specialists for a long time.

We introduce some abuse of notation: For $S, T$ two sets, we write $S \setminus T$ where we mean $S \setminus (S \cap T)$. Similarly if $G$ is a group with $W \subset G, N \triangleleft G$, then we write $W/N$ where we mean $WN/N$. 
The following lemma was first stated and proven in the abelian case by Ruzsa and Turjányi [RT85]. The proof carries over to the nonabelian case; the lemma was stated and proven in full generality in [Hel08] and [Tao08].

**Lemma 2.1.** [Hel11, Lem. 2.2] (Tripling Lemma). Let \( k > 2 \) be an integer; let \( A \) be a finite subset of a group \( G \).

(a) \( \frac{|A_3|}{|A|} \leq \left( \frac{3|A \cdot A \cdot A|}{|A|} \right)^3 \)

(b) \( \frac{|A_k|}{|A|} \leq \left( \frac{|A_3|}{|A|} \right)^{k-2} \)

**Lemma 2.2.** [Ols84] Let \( A \) be a generating set of a finite group \( G \), \( B \) a subset of \( G \). Suppose that \( A \) contains 1 and \( B \) is non-empty. Then \( |AB| \geq \min(|B| + \frac{1}{2}|A|, |G|) \). In particular, if \( A \cdot A \cdot A \neq G \) then \( |A \cdot A \cdot A| \geq 2|A| \).

**Lemma 2.3.** Let \( H \leq G \) and let \( A, B \subset G \) be non-empty finite sets. Let \( l \) be the number of left cosets of \( H \) intersecting \( A \). Then

\[
|A \cdot B| \geq l|B \cap H|.
\]

**Proof.** Let \( x_1, x_2, \ldots, x_l \in A \) be representatives of distinct left cosets of \( H \). Then

\[
|A \cdot B| \geq |A \cdot (B \cap H)| \geq \left| \bigcup_{1 \leq j \leq l} x_j \cdot (B \cap H) \right| = l \cdot |B \cap H|.
\]

**Lemma 2.4.** [Hel11, Lem. 7.2] Let \( G \) be a group and \( H \) a subgroup thereof. Let \( A \subset G \) be a non-empty finite set. Then

\[
|A^{-1} \cap H| \geq \frac{|A|}{l},
\]

where \( l \) is the number of left cosets of \( H \) intersecting \( A \).

**Proof.** By the pigeonhole principle, there is at least one coset \( gH \) of \( H \) containing at least \( |A|/l \) elements of \( A \) (and thus, in particular, at least one element of \( A \)). Choose an element \( a_0 \in gH \cap A \). Then, for every \( a \in gH \cap |A| \), the element \( a_0^{-1} a \) lies both in \( H \) and in \( A^{-1} \). As \( a_0 \) is fixed and \( a \) varies, the elements \( a_0^{-1} a \) are distinct.

The following is a slight generalization of [Hel11, Lem. 7.3].

**Lemma 2.5.** Let \( H \leq G \) and let \( A \subset G \) be a non-empty finite set. Then, for any \( k \geq 2 \),

\[
|A_k^{k+1}| \geq \frac{|A_k \cap H|}{|A^{-1} \cap H|} |A|.
\]

**Proof.** Let \( l \) be the number of left cosets of \( H \) intersecting \( A \). By Lem. 2.3 with \( B = A_k \),

\[
|A_{k+1}| = |A \cdot A_k| \geq l \cdot |A_k \cap H|.
\]

Now, by Lem. 2.4,

\[
|A^{-1} \cap H| \geq \frac{|A|}{l}. \quad \text{Hence}
\]

\[
|A_{k+1}| \geq |A \cdot (A_k \cap H)| \geq l \cdot |A_k \cap H| \geq \frac{|A_k \cap H|}{|A^{-1} \cap H|} |A|.
\]

\[\square\]
We note some other basic results that will be of use later.

**Lemma 2.6.** [Hel11, Lem. 7.4] Let $H \trianglelefteq G$ and let $\pi : G \to G/H$ be the quotient map. Then, for any finite non-empty subsets $A_1, A_2 \subseteq G$,

$$|(A_1 \cup A_2)| \geq \frac{|\pi(A_1 A_2)|}{|\pi(A_1)|} |A_1|.$$  

**Lemma 2.7.** Let $N \trianglelefteq G, R$ a subset of $G$ satisfying $R = R^{-1}$, and $A$ a non-empty finite subset of $G$. Then, for any $C > 0$,

$$|AN/N \cap RN/N| \geq \frac{1}{C} |AN/N| \implies |A_3 \cap RN| \geq \frac{1}{C} |A|.$$  

**Proof.** Define $E = A^{-1}A \cap N$. Let $g$ be some element of $G$. Given a fixed element $a_0 \in A \cap gN$, every distinct element $a \in A \cap gN$ determines a distinct element $a^{-1}a_0$ of $E = A^{-1}A \cap N$. Therefore $|E| \geq |A \cap gN|$. Thus, for any set $S$ of representatives of the cosets $gN$ with $A \cap gN$ non-empty,

$$|A| = \sum_{g \in S} |A \cap gN| \leq |S||E| = |AN/N| \cdot |E|.$$  

Hence

$$|A_3 \cap RN| \geq |AN/N \cap RN/N| \cdot |E| \geq \frac{1}{C} |AN/N| \cdot |E| \geq \frac{1}{C} |A|.  \quad \Box$$

The following lemma is in the spirit of the Cauchy-Davenport theorem [TV06, Thm. 5.4].

**Lemma 2.8.** [Hel11, Lem. 2.1] Let $A \subseteq G$ with $|A| > \frac{1}{2}|G|$. Then $A \cdot A = G$.

**Lemma 2.9.** [Hel11, Lem. 7.6] Let $R \subseteq G$ be a subset with $R = R^{-1}$. Let $A \subseteq G$ be finite; then there is a subset $Y \subseteq A$ with

$$|Y| \geq \frac{|A|}{|A^{-1}A \cap R|}$$

such that no element of $Y^{-1}Y$ (other than possibly the identity) lies in $R$.

The next result is a version of Schreier’s lemma [Ser03, §4.2].

**Lemma 2.10.** Let $G$ be a group. Let $A \subseteq G$, $H \triangleleft G$. Suppose $AH/H = G/H$. Then $\langle A \rangle = A \cdot \langle A_3 \cap H \rangle$.

**Proof.** Since $AH/H = G/H$, there is an element $a \in A$ lying in $H$, and thus $e = a \cdot a^{-1}$ is an element of $A \cdot \langle A^{-1} \cap H \rangle \subseteq A \cdot \langle A_3 \cap H \rangle$. It remains to show that, if $a_1 \in A \cup A^{-1}$ and $g = a_2 h$, where $a_2 \in A \cup \{1\}$ and $h \in \langle A_3 \cap H \rangle$, then $a_1 g = a_1 a_2 h$ lies in $A \cdot \langle A_3 \cap H \rangle$.

Because $AH/H = G/H$, there is an $a_3 \in A$ such that $a_1 a_2 h = a_3 H$. Hence $a_3^{-1}a_1 a_2 \in H$, and so $a_3^{-1}a_1 a_2 \in A_3 \cap H$. Therefore $a_1 a_2 h = a_3 a_3^{-1} a_1 a_2 h$ lies in $A \cdot \langle A_3 \cap H \rangle$.  \quad \Box
2.2. Pivoting. The following result is connected to the idea behind a sum-product theorem; it relies on the usage in groups of the technique of pivoting, which can in some sense already be found in some proofs of sum-product (for instance [GK07]) and was developed further in [Hel11, §3]. (The same underlying idea was later used in [BGT11, Lem. 5.3].) Note that we never use a sum-product theorem as such.

This proposition is a strengthening of [Hel11, Cor 3.2].

Proposition 2.11. Let $G$ be a group and $\Gamma$ an abelian group of automorphisms of $G$. Let $X \subset \Gamma$, and set

$$x = \{y \in X^{-1}X : y \text{ has a fixed point other than } e \in G\}.$$  

Then, for any $W \subset G$, either

$$(2.1) \quad |(X_2(W))_6| \geq \frac{|X|}{x}|W|$$

or

$$(2.2) \quad (X(W))_8 = \langle \langle X(\langle W \rangle) \rangle \rangle.$$  

Given $A \subset \Gamma$, $B \subset G$, we write $A(B)$ for $\{a(b) : a \in A, b \in B\}$. Thus, $\langle \langle X(\langle W \rangle) \rangle \rangle$ is the group generated by all elements of the form $y(w)$ with $w \in \langle W \rangle$ and $y \in \langle X \rangle$.

Proof. For $\xi \in G$, we define the map $\phi_\xi : G \times \Gamma \to G$ by

$$\phi_\xi(g, \gamma) = g\gamma(\xi).$$

We call $\xi \in G$ a pivot if, for $g_1, g_2 \in W$, $\gamma_1, \gamma_2 \in X$, we can have $\phi_\xi(g_1, \gamma_1) = \phi_\xi(g_2, \gamma_2)$ only if $\gamma_1^{-1}\gamma_2$ acts on $G$ with at least one fixed point other than the identity $e \in G$.

By Lem. 2.9, there exists a subset $Y \subset X$ with $|Y| \geq |X|/x$ such that no element of $Y^{-1}Y$ (other than possibly the identity) has a fixed point in $G$ other than the identity. It is clear that, if $\xi$ is a pivot, then $|\phi_\xi(A, \gamma_2) - X| = |Y||A|$ for any $A \subset G$, and, in particular, for $A = W$.

Case 0: There is a pivot $\xi \in W$. Then $\phi_\xi(W, \gamma) \subset \langle \langle Y(\langle W \rangle) \rangle_2 \rangle$, and, at the same time, $|\phi_\xi(W, Y)| = |Y||W|$. Hence $|Y(\langle W \rangle)_{2}| \geq |Y||W|.$

Case 1a: There is a $\xi \in G$, $\xi$ not a pivot, and an $a \in W$ such that $a\xi$ is a pivot.

Then $|\phi_a(\xi, Y)| = |Y||W|$. It remains to construct a subset in $\langle \langle Y(\langle W \rangle) \rangle_6 \rangle$ of cardinality $\langle Y||W|$. (We can’t assume $\phi_{a\xi}(W, Y) \subset \langle \langle Y(\langle W \rangle) \rangle_6 \rangle$ because $\xi$ may not be in $W$.)

Since $\xi$ is not a pivot, there are $g_1, g_2 \in W$, $\gamma_1, \gamma_2 \in X$ such that $\phi_\xi(g_1, \gamma_1) = \phi_\xi(g_2, \gamma_2)$ (and so $\gamma_1^{-1}(\gamma_2) = g_1^{-1}g_2$) and $\gamma_1^{-1}\gamma_2$ has $e \in G$ as its only fixed point in $G$.

Now, if $x, x' \in G$ satisfy $\gamma_1(x)(\gamma_2(x))^{-1} = \gamma_1(x')(\gamma_2(x'))^{-1}$, then $(x')^{-1}x$ is a fixed point of $\gamma_2^{-1}\gamma_1$. Hence $x^{-1}x = e$, i.e., the map $x \to \gamma_1(x)(\gamma_2(x))^{-1}$ from $G$ to $G$ is injective.

Hence

$$|(\gamma_1(x)(\gamma_2(x))^{-1} : x \in \phi_a(\xi, Y))| = |Y||W|.$$
Now, for any \( g \in W, \gamma \in Y, \)
\[
(2.3) \quad \gamma_1(\phi_\alpha(g, \gamma))(\gamma_2(\phi_\alpha(g, \gamma)))^{-1} = \gamma_1(g\gamma(a\xi))(\gamma_2(g\gamma(a\xi)))^{-1}
= \gamma_1(g)\gamma(\gamma_1(a\xi))(\gamma_2(a\xi))^{-1}(\gamma_2(g))^{-1}
= \gamma_1(g)\gamma(\gamma_1(a))\gamma(\gamma_1(\xi))(\gamma_2(\xi))^{-1}(\gamma_1(\alpha))^{-1}(\gamma_2(\alpha))^{-1}(\gamma_2(g))^{-1}
= \gamma_1(g)\gamma(\gamma_1(a))\gamma(\gamma_1(\xi))(\gamma_2(\xi))^{-1}(\gamma_2(g))^{-1}
\in (Y_2(W))_6 \subset (X_2(W))_6,
\]
where we have used the fact that \( \Gamma \) is abelian. (What we have done in (2.3) is apply the map \( x \to \gamma_1(x)(\gamma_2(x))^{-1} \) to \( \phi_\alpha(g, \gamma) \) so as to get rid of \( \xi \).

Therefore, \( |(X_2(W))_6| \geq |Y||W|\).

Case 1b: There is a \( \xi \in G, \xi \) not a pivot, and a \( y \in X \) such that \( y(\xi) \) is a pivot. Then
\[
|\phi_{y(\xi)}(W, Y)| = |Y||W|.
\]
Much as in the previous case, we have Hence
\[
|\{(\gamma_1(x)(\gamma_2(x))^{-1} : x \in \phi_{y(\xi)}(W, Y))\}| = |Y||W|.
\]
Now, for any \( g \in W, \gamma \in Y, \)
\[
(2.4) \quad \gamma_1(\phi_{y(\xi)}(g, \gamma))(\gamma_2(\phi_{y(\xi)}(g, \gamma)))^{-1} = \gamma_1(g)\gamma(\gamma_1(y(\xi))(\gamma_2(y(\xi)))^{-1}(\gamma_2(g))^{-1}
= \gamma_1(g)\gamma(\gamma_1(\xi)\gamma_2(\xi))^{-1}(\gamma_2(g))^{-1}
= \gamma_1(g)\gamma(\gamma_1(y_1^{-1}g_2))(\gamma_2(g))^{-1} \in (Y_2(W))_4 \subset (X_2(W))_4.
\]
Therefore, \( |(X_2(W))_4| \geq |Y||W|\).

Case 2: No element \( \xi \in \langle \langle X \rangle \rangle(\langle W \rangle) \) is a pivot. This means that for every \( \xi \in \langle \langle X \rangle \rangle(\langle W \rangle) \) there are \( g_1, g_2 \in W, \gamma_1, \gamma_2 \in X \) such that \( \gamma_1(\xi)(\gamma_2(\xi))^{-1} = g_1^{-1}g_2 \) and \( \gamma^{-1}\gamma_2 \) has \( e \in G \) as its only fixed point in \( G \).

As said before, the map \( x \to \gamma_1(x)(\gamma_2(x))^{-1} \) is injective provided \( \gamma^{-1}\gamma_2 \) has \( e \in G \) as its only fixed point in \( G \). Hence, given \( g_1, g_2 \in W, \gamma_1, \gamma_2 \in Y, \gamma_1 \neq \gamma_2, \) there is at most one \( \xi \in \langle \langle X \rangle \rangle(\langle W \rangle) \) such that \( \gamma_1(\xi)(\gamma_2(\xi))^{-1} = g_1^{-1}g_2 \). This, together with the fact that there are such \( g_1, g_2, \gamma_1, \gamma_2 \) for every \( \xi \in \langle \langle X \rangle \rangle(\langle W \rangle) \), already implies that
\[
(2.5) \quad |Y||W| \geq \left|\langle \langle X \rangle \rrangle(\langle W \rangle)\right|,
\]
i.e., \( Y \) and \( W \) are large.

We can prove more. Let
\[
R_\xi = \{(g_1, g_2, \gamma_1, \gamma_2) \in W \times W \times Y \times Y : \gamma_1 \neq \gamma_2, g_1\gamma_1(\xi) = g_2\gamma_2(\xi)\}
\]
We have already shown that the sets \( R_\xi \) are disjoint as \( \xi \) ranges in \( G \). Choose \( \xi_0 \in \langle \langle X \rangle \rangle(\langle W \rangle) \) such that \( |R_{\xi_0}| \) is minimal. Then
\[
|R_{\xi_0}| \leq \frac{|W|^2|Y|(|Y| - 1)}{\left|\langle \langle X \rangle \rangle(\langle W \rangle)\right|} < \frac{|W|^2|Y|^2}{\left|\langle \langle X \rangle \rangle(\langle W \rangle)\right|}
\]
and so
\[
\{|(g_1, g_2, \gamma_1, \gamma_2) \in W \times W \times Y \times Y : g_1\gamma_1(\xi_0) = g_2\gamma_2(\xi_0)\}| < \frac{|W|^2|Y|^2}{\left|\langle \langle X \rangle \rangle(\langle W \rangle)\right|} + |W||Y|.
\]
By Cauchy-Schwarz,
\[
(|W||Y|)^2 = \left( \sum_{r \in W Y(\xi_0)} |\{(g, \gamma) \in W \times Y : g \gamma(\xi_0) = r\}| \right)^2 \\
\leq |W Y(\xi_0)| \cdot \sum_{r \in W Y(\xi_0)} |\{(g, \gamma) \in W \times Y : g \gamma(\xi_0) = r\}|^2 \\
= |W Y(\xi_0)||\{(g_1, g_2, \gamma_1, \gamma_2) \in W \times W \times Y : g_1 \gamma_1(\xi_0) = g_2 \gamma_2(\xi_0)\}|,
\]
and so
\[
|W Y(\xi_0)| > \frac{|W|^2|Y|^2}{|\langle X(\langle W \rangle) \rangle|^2} + |W||Y| \geq \frac{|W|^2|Y|^2}{2|\langle X(\langle W \rangle) \rangle|^2} = \frac{1}{2} \langle \langle X(\langle W \rangle) \rangle \rangle,
\]
where we are using (2.5).

Now, recall that \(\xi_0\) is not a pivot. Hence there are \(g_1, g_2 \in W\), \(\gamma_1, \gamma_2 \in X\) such that \(\gamma_1(\xi_0)(\gamma_2(\xi_0))^{-1} = g_1^{-1} g_2\) and \(\gamma_1^{-1} \gamma_2\) has \(e \in G\) as its only fixed point in \(G\). Proceeding as before, we have
\[
|\{(\gamma_1(x)(\gamma_2(x))^{-1} : x \in \phi_{\xi_0}(W, Y)\}| = |\phi_{\xi_0}(W, Y)| > \frac{1}{2} \langle \langle X(\langle W \rangle) \rangle \rangle.
\]

Now, much as before, we see that, for any \(g \in W\), \(\gamma \in Y\),
\[
\gamma_1(\phi_\xi(g, \gamma))(\gamma_2(\phi_\xi(g, \gamma)))^{-1} = \gamma_1(g) \gamma_1(\gamma_1(y(\xi))(\gamma_2(y(\xi)))^{-1})(\gamma_2(g))^{-1} \\
(2.6)
= \gamma_1(g) \gamma(\gamma_1(\gamma_1(y(\xi))(\gamma_2(y(\xi)))^{-1})(\gamma_2(g))^{-1} \\
= \gamma_1(g) \gamma(\gamma_1(y(\xi))(\gamma_2(y(\xi)))^{-1})(\gamma_2(g))^{-1} \in (Y(W))_4 \subset (X(\langle W \rangle))_4.
\]

Hence
\[
|\langle X(\langle W \rangle) \rangle_4| > \frac{1}{2} \langle \langle X(\langle W \rangle) \rangle \rangle
\]
and so, by Lem. 2.8,
\[
(X(\langle W \rangle))_8 = \langle \langle X(\langle W \rangle) \rangle \rangle.
\]
\[
\square
\]

3. Background on solvable groups

Let \(K\) be a finite field of characteristic \(p\) and \(K'\) some finite extension of \(K\). If \(H\) is an algebraic group defined over \(K'\), then we call \(H\) a \(K'\)-group. Now let \(G\) be a connected solvable algebraic \(K'\)-subgroup of \(\text{GL}_r\). We are interested in studying \(G(K') \cap \text{GL}_r(K)\).

Recall that a Borel subgroup of \(\text{GL}_r\) is a closed, connected, solvable subgroup \(B\) of \(\text{GL}_r\), which is maximal for these properties. So, in particular, \(G\) is contained in a Borel subgroup of \(\text{GL}_r\). Let \(B\) and \(B_1\) be two Borel subgroups of \(G\); a classic result of algebraic groups says that, \(B(K)\) and \(B_1(K)\) are conjugate in \(\text{GL}_r(K)\), and in particular are conjugate into the set of upper triangular matrices (see for instance [Spr09, 6.2.7]).

We say that \(G\) is called \(K'\)-split if it has a composition series \(G = G_0 \supset G_1 \supset \cdots \supset G_a = \{1\}\) consisting of connected \(K'\)-subgroups such that \(G_i/G_{i+1}\) is \(K'\)-isomorphic to \(G_a\) or \(\text{GL}_1\) [Bor91, 15.1].

We say that \(G\) is trigonalizable over \(K'\) if there exists \(x \in \text{GL}_r(K')\) such that \(xGx^{-1}\) consists of upper-triangular matrices. Since \(K'\) is finite, \(G\) is trigonalizable over \(K'\) if and
only if \( G \) is \( K' \)-split. What is more, every image of \( G \) under a \( K' \)-morphism is \( K' \)-split [Bor91, 15.4].

We can write \( G = UT \), where \( U \) is unipotent (it is the unipotent radical of \( G \)), \( T \) is a torus, and both are defined over \( K' \) [Bor91, 10.6]. The groups \( U \) and \( T \) are \( K' \)-split if and only if \( G \) is \( K' \)-split. Furthermore, if \( U \) is \( K' \)-split, then any subgroup of \( U \) that is defined over \( K' \) is \( K' \)-split. Note too that \( U \) is connected [Spr09, 6.3.3].

We introduce two assumptions for this section: firstly we assume that \( G \) is trigonalizable (and hence \( K' \)-split) over \( K' \) (recall that \( K' \) is a finite extension of \( K \)). Secondly we assume that \( p > r \); this implies that \( U(K) \) is a group of exponent \( p \); that is to say, \( u^p = 1 \) for all \( u \in U(K) \).

Before we proceed we note an abuse of notation: for a variety \( V \) defined over \( K \), and a subvariety \( W/K \) defined over the algebraic completion \( \overline{K} \) of \( K \), we will write \( W(K) \) for \( W(\overline{K}) \cap V(K) \). (We will even speak of the points of \( W \) over \( K \), meaning \( W(K) := W(\overline{K}) \cap V(K) \).

3.1. Central series, and a more general definition of \( G \). For subgroups \( A \) and \( B \) of an abstract group \( H \) we define

\[
[A, B] = \langle [a, b] \mid a \in A, b \in B \rangle.
\]

Define the lower central series of \( H \) to be the series

\[
H = H^0 \geq H^1 \geq H^2 \geq \cdots,
\]

where \( H^{i+1} = [H, H^i] \) for \( i = 0, \ldots \).

In this way we can define a lower central series for \( U(\overline{K}) \); each member of the resulting series of abstract groups turns out to be the set of points over \( \overline{K} \) of a family of \( K' \)-groups, \( U^0, U^1, \ldots \) [Bor91, 2.3]. We therefore define \( U = U^0 \geq U^1 \geq \cdots \) to be the lower central series of \( U \).

Let \( s \) be the nilpotency rank of \( U \); i.e., \( s \) is the smallest number such that \( U^s = \{1\} \).

Since \( G(K) \) lies inside \( B(\overline{K}) \), and \( B(\overline{K}) \) has nilpotency rank \( r - 1 \), we conclude that \( G(K) \) has nilpotency rank at most \( r - 1 \). Note that \( T \) normalizes \( U^i \) for all \( i \), and \( U^i \) is \( K' \)-split for every \( i \).

By definition the quotient \( U^i/U^{i+1} \) is an abelian group that is \( K' \)-split. It is, therefore, isomorphic to \( G_{a_i} \times \cdots \times G_{a_t} \) [Spr09, 14.3.7]. If \( G = B \) it is obvious that \( t = r - i - 1 \) for \( i = 0, \ldots, r - 2 \). Since \( G < B \), we conclude that \( t < \frac{1}{2}r^2 \) for all \( i \).

It will be useful to prove results when \( G \) is not just a subgroup of \( \text{GL}_r \), but a quotient of subgroups. Specifically, let \( H \) be a connected solvable subgroup of \( \text{GL}_r \) defined over a finite extension \( K' \) of \( K \). Write \( H = UT \), as above; define \( G = H/U^i \), where \( U^i \) is a group in the lower central series of \( U \). Then \( G \) is connected and solvable, and defined over \( K' \).

The statements that we have made so far in this section all apply in this more general setting. We work in this more general setting for the remainder of the section.

3.2. The Lie algebra and \( \exp \). We can associate to our linear algebraic group \( G \) (resp. \( U, T \)) a Lie algebra \( \mathfrak{g} \) (resp. \( \mathfrak{u}, \mathfrak{t} \)) in the usual way. We will make frequent use of the adjoint representation \( \text{Ad} : G \to \text{GL}(\mathfrak{g}) \).
Write $U_r$ for the unipotent radical of $B,$ the Borel subgroup containing $G;$ let $u_r$ be the Lie algebra of $U_r.$ We are able to define the exponential and logarithm map

\[ \exp : u_r \to U_r, \quad X \mapsto \sum_{i=0}^{\infty} \frac{X^i}{i!}, \quad \text{and} \quad \log : U_r \to u_r, \quad x \mapsto \sum_{i=1}^{\infty} \frac{(-1)^{i+1}(x-1)^i}{i} \]

in the usual way. Observe that all elements $X$ in $u$ satisfy $X^r = 0$ and all elements $x$ in $U$ satisfy $(x-1)^r = 0.$ Thus these maps are polynomials defined over $\mathbb{Z}[\frac{1}{r}]$; in particular, since $p > r$, exp and log are defined over $\mathbb{Z}/p\mathbb{Z}.$

The Lie algebra $u_r$ is, by definition, a vector space over $K$; the Lie algebra, $u$, is a subalgebra of $u_r$ and is also a vector space; in particular, $u$ is an affine algebraic variety defined by a finite set of linear equations. We can, therefore, write $u(L)$ for the set of points of $u$ over some field $L.$ Note, then, that $u$ and $u(K)$ coincide.

We list some standard properties of the exponential map; since we are working with matrix groups, these may be verified directly using (3.1). (In the context of Lie groups, these properties can be used to define the exponential map c.f. [Kir08, Thm. 3.7].)

**Lemma 3.1.** Take $X \in u_r(K)$, $c_1, c_2 \in K$. Then

(a) $\exp((c_1 + c_2)X) = (\exp(c_1 X))(\exp(c_2 X));$
(b) $\exp(-X) = (\exp X)^{-1};$
(c) The map $\exp : u_r(K) \to U_r(K)$ is a bijection, with inverse equal to log.

For fixed $X \in u_r(K)$, define the map

\[ \phi_X(t) : K \to U_r, \quad t \mapsto \exp(tX). \]

Item (a) implies that this map is a morphism of linear algebraic groups (a so-called 1-parameter subgroup); the image of $\phi_X$ is a 1-dimensional subgroup $R$ of $U$ and, differentiating with respect to $t$ one sees that, $d\phi_X(0) = X$. Simple matrix calculations yield that this property uniquely defines the 1-parameter subgroup. (Note that, from here on, we will refer to both $\phi_X$ and the image of $\phi_X$, as a 1-parameter subgroup.)

Choosing $X$ in $u(K')$, for some field $K'$, and using the fact that $\exp$ is defined over $\mathbb{Z}/p\mathbb{Z}$, we conclude that $R$ is a $K'$-group. We will use [Bor91, 2.2] to generalize this observation to groups generated by (the images of) 1-parameter subgroups.

The restriction of $\exp$ to the Lie algebra $u$ is not, in general, a map into $U.$ However, for a sufficiently “nice” embedding of $G$ in $\text{GL}_r$ this property can hold; we follow McNinch [McN02] in referring to this as an exponential type representation. Note that, in this case, the map $\exp : u \to U$ is injective since it is a restriction of the injective map $\exp : u_r \to U_r$.

**Lemma 3.2.** Suppose that $G$ is of exponential type in $\text{GL}_r$ and let $\phi : U \to U$ be a morphism of algebraic groups defined over a field $K'$; write $d\phi : u \to u$ for the derivative at the identity. Then

\[ \phi(\exp X) = \exp(d\phi(X)). \]

In particular, for $t \in T(K),$ 

\[ t(\exp X)t^{-1} = \exp(\text{Ad}(t)(X)). \]

\[ ^3\text{Our thanks to Simon Goodwin for pointing this out.} \]
In other words associated with a weight subgroup \( R \) is normalized by \( T \), the maximal unipotent subgroup of \( GL_r \). We allow the possibility that \( \alpha \in u \) and observe that \( \Phi \) contains non-trivial weights in \( \Phi \), we call \( \Phi \) the set of weights. \( \Phi \) is called the weight subgroup of \( GL_r \). A weight subgroup of \( U \) is a 1-parameter subgroup \( R \) that is defined over \( K' \), and is normalized by \( T \). Since \( R \) is normalized by \( T \), the Lie algebra \( r \) of \( R \) is also \( T \)-invariant. In other words \( r \) lies inside \( u_\alpha \) for some weight \( \alpha \) of \( T \) in \( u \). We write \( \alpha(R) \) for the weight associated with a weight subgroup \( R \).

If \( \alpha(R) \in \Phi^* \) (i.e., \( \alpha(R) \) is a root), then we call \( R \) a root subgroup.
Lemma 3.4. Let $U = V^0 > V^1 > V^2 > \cdots V^s = \{1\}$ be a series of closed connected normal $K'$-subgroups of $G$ of exponential type in $GL_r$ such that $V^i/V^{i+1}$ is abelian for $i = 0, \ldots, s - 1$. There exist a finite set of weight subgroups $R_l, \ldots, R_d$ in $U$ where $d = \dim U$, such that any element $u \in U(K)$ can be written $u = r_1 \cdots r_d$ and $r_i \in R_i(K)$ for $i = 1, \ldots, d$.

The weight subgroups can be chosen so that

1. $R_l \cdots R_d$ is a normal subgroup of $G$ for $l = 1, \ldots, d$;
2. $R_i(K) \cap (R_l(K) \cdots R_d(K)) = \{1\}$ for $j < l$;
3. the representation of $u$ is unique.
4. there exist integers $1 = d_0 < d_1 < \cdots < d_{s-1} \leq d$ so that

$$U^i = R_{d_i}R_{d_i+1} \cdots R_d,$$

for $i = 0, \ldots, s$.

Proof. If $U$ has dimension 1, then define $R_1 = U$, and we are done. Now proceed by induction on the dimension of $U$. Then we can assume that root groups exist for $V^1$ satisfying the four given properties; label these weight groups $R_{e+1}, \ldots, R_d$. In addition write $v^1$ for the Lie algebra of $V^1$.

For each $\alpha \in \Phi$ we can write $v_\alpha = r_\alpha \oplus w_\alpha$ where $r_\alpha = v_\alpha \cap v^1$ and $w_\alpha$ is a complement. Define

$$\Phi^1 = \{ \alpha \in \Phi \mid v_\alpha \neq r_\alpha \},$$

i.e., the set of roots whose root spaces do not lie wholly within $v^1$. Then we can decompose $v$ as follows:

$$v = v^1 \bigoplus \left( \bigoplus_{\alpha \in \Phi^1} w_\alpha \right).$$

Now we construct our root groups: we choose a basis for each $w_\alpha$, we let $\{v_1, \ldots, v_e\}$ be the union of these bases and then set $w_i = \langle v_i \rangle$ for $i = 1, \ldots, e$. Define $R_i$ to be the 1-parameter subgroup given by $v_i$, i.e., $R_i(K) = \exp(w_i(K))$ is a closed 1-dimensional subgroup with $w_i$ as a Lie algebra.

Now observe that the subgroups $R_i$ are normalised by $T$; then, since $U/V^1$ is abelian, we obtain that

$$R_lR_{l+1} \cdots R_{e-1}V^1/V^1$$

is a group for any $i \geq 0$, $l \geq 1$ with $d_l \leq l < d_{l+1}$. Now, since $V^1 = R_eR_{e+1} \cdots R_d$, we obtain that (a) holds.

Let us now prove property (b). If a closed (i.e., algebraic) subgroup $H_1$ of an algebraic group $H$ normalizes a closed subgroup $H_2$ of $H$, and both $H_1$ and $H_2$ are connected, then $H_1H_2 = H_2 \ltimes H_1$ is a closed, connected subgroup of $H$ [Hum75, §7.5]. Hence $R_l \cdots R_d$ is a closed connected subgroup of $U$. Now apply the inverse of exp to $R_j(K)$ (with $j < l$) and to $R_l \cdots R_d(K)$ to yield the respective Lie algebras. By construction the intersections of these Lie algebras is $\{0\}$. Since the exp map is one-to-one, we conclude that $R_j(K) \cap R_l \cdots R_d(K) = \{1\}$ as required.

We need to prove uniqueness. We proceed by induction on the dimension of $U$. Clearly the statement is true if this dimension is equal to 1; now suppose that $\dim U = d$, and
suppose that \( r_1 \cdots r_{d-1} r_d = r_1' \cdots r_{d-1}' r_d' \); then
\[
(r_1')^{-1} r_1 r_2 \cdots r_{d-1} = r_2' \cdots r_{d-1}' \in R_2 \cdots R_d.
\]
Now \( r_1 (r_1')^{-1} \in R_2 \cdots R_d \cap R_1 \), thus \( r_1 = r_1' \) by property (b). This implies that \( r_2 \cdots r_d = r_2' \cdots r_d' \), and the result follows by induction.

Finally (d) follow by construction. \( \square \)

**Corollary 3.5.** Let \( R \) be a weight subgroup of \( G \) defined over a field extension \( K' \) of \( K \).

Then

(a) \( |R(K)| \leq |K| \);
(b) Define a character \( \beta : T \to \text{GL}_1 \) via
\[
(t x_R(s)) t^{-1} = x_R(\beta(t)s).
\]

Then \( \beta = \alpha(R) \).

**Proof.** Let \( r \) be the Lie algebra of \( R \). Lem. 3.3 implies that the exp map induces a one-to-one correspondence between the number of points in \( \mathfrak{t}(K) \) and \( R(K) \). Now \( r \) is a 1-dimensional subspace of \( \mathfrak{u} \), hence there is a \( v \in \mathfrak{u} \) such that
\[
\mathfrak{t}(K) = \{kv | k \in \overline{K} \} \cap \mathfrak{u}(K).
\]
Clearly it is not possible for there to be more than \( |K| \) elements in this set.

The second property is a consequence of Lem. 3.2. \( \square \)

### 3.5. Height and standard form.

Lem. 3.4 allows us to make a number of useful definitions. We apply the Lem. 3.4 to the group \( G \); the groups \( V^i \) in (d) are prescribed to be members of the lower central series of \( U \); in other words \( V^i = U^i \) for \( i = 0, 1, \ldots \). We now define \( \Phi_R \) to be a set of weight subgroups for \( G \) that satisfy Lem. 3.4 in this setting.

Note that, to apply Lem. 3.4 in this way we need to be sure that \( U^i \) is of exponential type in \( \text{GL}_r \) for each \( i \). This is clear enough: for some (finite) \( s \), \( U^s \) is trivial, and the result holds. Then, the result holds for \( U^{s-1} \) by an argument similar to that given in Lem. 3.12. A repetition of this argument in the quotient \( U/U^{s-1} \) achieves the same result for \( U^{s-2} \), and so on.

Write \( \Phi_R^* \) for the set of root subgroups in \( \Phi_R \). Recall that \( d = \dim U \), and note that there may be more than \( d \) weight subgroups in \( U \); \( \Phi_R \) does not necessarily contain all of them.

Lem. 3.4 yields a natural notion of height in \( \Phi_R \); let the height \( \text{ht}(R) \) of a weight subgroup \( R \) be \( \text{ht}(R) = i \), where \( i \) is the first member of the derived series of \( U \) that does not contain \( R \). Thus we will have weight subgroups of heights \( 1, \ldots, s \). Observe that, by construction, the weight subgroups \( R_1, \ldots, R_d \) are ordered by increasing height: in other words, they satisfy \( \text{ht}(R_i) \leq \text{ht}(R_{i+1}) \) for \( i = 1, \ldots, d-1 \). If \( \Sigma \) is a subset of \( \Phi_R \) then write
\[
\Sigma^i = \{ R \in \Sigma_R \mid \text{ht}(R) = i \}.
\]

The lemma also allows us to consider a standard form for an element \( g \in G(\overline{K}) \). We write
\[
g = x_{R_1}(s_1) \cdots x_{R_d}(s_d)t
\]
where \( t \in T(\overline{K}) \), \( s_i \in \overline{K} \) and \( x_{R_i}(s_i) = \exp(s_i v_i) \in R_i(\overline{K}) \) for \( i = 1, \ldots, d \). It will be convenient for us to define a function
\[
t_{R_i} : G \rightarrow \overline{K}, \quad g \mapsto s_i,
\]
where \( s_i \) is the corresponding element of \( \overline{K} \) given in the standard form for \( g \), as in (3.3).

### 3.6. The groups \( U_L, U_\Lambda, U_R, \) and \( E \).
Consider the lower central series for \( G \); once again this is a series of connected normal \( K^i \)-subgroups of \( G \):
\[
G = G_0 > G_1 > G_2 > \cdots.
\]
Note that \( G_i \leq U \) for all \( i \geq 1 \). Since \( G \) is not in general nilpotent, we define \( U_L \) to be the last term in the lower central series for \( G \); that is \( U_L = G^i \) where \([G, G^i] = G^i\). Alternatively \( U_L \) can be thought of as the smallest normal subgroup of \( G \) such that \( G/U_L \) is nilpotent. By definition \( U_L \) is \( K^i \)-split and connected.

Define \( \Lambda = \Phi_R \setminus \Phi_R^* \); in other words \( \Lambda \) is the set of weight subgroups in \( \Phi_R \) that are not root subgroups:
\[
\Lambda = \{ R_i \mid \alpha(R_i) = 1 \}.
\]
Now we define
\[
U_\Lambda = \{ R \mid R \text{ is a weight subgroup, and } \alpha(R) = 1 \}.
\]
The next couple of results give information about the group \( U_\Lambda \).

**Lemma 3.6.** Take \( u \in U_\Lambda \). Let \( R \) be a weight subgroup of \( G \). Then \( uRu^{-1} \) is a weight subgroup of \( G \) and \( \alpha(R) = \alpha(uRu^{-1}) \).

**Proof.** Consider \( tuRu^{-1}t^{-1} \) for \( t \in T \):
\[
tuRu^{-1}t^{-1} = (tu^{-1})(tRt^{-1})(tu^{-1})t = uRu^{-1}.
\]
Thus \( uRu^{-1} \) is a weight subgroup of \( U \).

Recall that we write \( x_R(s) \) for an element of the weight subgroup \( R \), with \( s \) an element of \( \overline{K} \). The weight subgroup \( uRu^{-1} \) has elements \( ux_R(s)u^{-1} \), with the map
\[
\overline{K} \rightarrow uRu^{-1}, \quad s \mapsto ux_R(s)u^{-1}
\]
an isomorphism. Then \( t(ux_R(s)u^{-1})t^{-1} = ux_R(\alpha(t)s)u^{-1} \), and so \( \alpha(R) = \alpha(uRu^{-1}) \) as required. \( \square \)

Given a group \( G \) and \( H_1, H_2 < G \), we write \( C_{H_1}(H_2) \) for the intersection \( H_1 \cap C_G(H_2) \) of \( H_1 \) with the centraliser \( C_G(H_2) \) of \( H_2 \).

**Lemma 3.7.** \( C\{U(\overline{K})\} = U_\Lambda(\overline{K}) = R_{i_1}(\overline{K}) \cdots R_{i_\lambda}(\overline{K}) \) where \( \Lambda = \{ R_{i_1}, \ldots, R_{i_\lambda} \} \).

**Proof.** Lem. 3.6 implies that \( R_{i_1} \cdots R_{i_\lambda} \) is a group. Since \( R_{i_j} \in \Lambda \) implies that \( R_{i_j}(\overline{K}) \) clearly centralizes \( T(\overline{K}) \) we conclude that
\[
R_{i_1}(\overline{K}) \cdots R_{i_\lambda}(\overline{K}) \leq U_\Lambda(\overline{K}) \leq C\{U(\overline{K})\}(T(\overline{K}))
\]
Hence it is sufficient to prove that \( C\{U(\overline{K})\}(T(\overline{K})) \leq R_{i_1}(\overline{K}) \cdots R_{i_\lambda}(\overline{K}) \).

Now suppose that \( u \in C\{U(\overline{K})\}(T(\overline{K})) \) and \( u \not\in R_{i_1}(\overline{K}) \cdots R_{i_\lambda}(\overline{K}) \). Then, by Lem. 3.4, \( u = x_{R_{i_1}}(s_1) \cdots x_{R_{i_k}}(s_k) \) for some \( s_i \in \overline{K} \). By assumption \( s_j \neq 0 \) for some \( j \) such that
Lemma 3.10. Let $\alpha(R_j) \neq 1$. But this implies that $tut^{-1} = x_{R_1}(s'_1) \cdots x_{R_k}(s'_k)$ with $s_j \neq s'_j$. Since the expression for $tut^{-1}$ is unique, we conclude that $tut^{-1} \neq u$ which is a contradiction. \hfill $\square$

Now consider $C_{G(\overline{K})}(T(\overline{K}))$; it turns out that this group is the set of points over $\overline{K}$ for a $K'$-subgroup of $G$ [Bor91, 18.2]. We denote this $K'$-subgroup of $G$ by $E$; it is a Cartan subgroup of $G$, and is a maximal connected nilpotent $K'$-subgroup in $G$ [Bor91, 12.1].

Corollary 3.8. The Cartan subgroup $E$ satisfies $E = T \times U_\Lambda$.

Note that, since $E$ is a $K'$-group, we conclude that $U_\Lambda$ is a $K'$-group (both are, therefore, $K'$-split) [Bor91, 15.4, 15.5]. Furthermore, Lem. 3.7 implies that $U_\Lambda$ is of exponential type in $GL_r$; the same can be said, therefore, of $E$.

Now we turn our attention from those weight subgroups that are not root subgroups, to those that are. We define $U_R$ to be the subgroup of $U$ that is generated by root subgroups:

$$U_R = \langle R \mid R \in \Phi_R^* \rangle.$$

Lemma 3.9. $U_R$ is normal in $G$.

Proof. Take $g \in G$ and write $g$ in standard form:

$$g = x_{R_1}(s_1) \cdots x_{R_d}(s_d)t.$$

Let $R_i$ be a root subgroup, and take $r \in R_0$; it is sufficient to prove that $grg^{-1} \in U_R$.

It is easy to see that this reduces to showing that $x_{R_1}(s_1)x_{R_2}(s_2)x_{R_3}(-s_3)$ is in $U_{R_1}$, where $R_i \in \Lambda$, and $R_j \in \Phi_{R_i}^*$. This result follows from Lem. 3.6. \hfill $\square$

We want to connect our understanding of the groups $U_L, U_R,$ and $E$; first an easy technical lemma.

Lemma 3.10. Let $U_1, U_2$ be connected unipotent $K'$-subgroups of $G$. Then $U_1(\overline{K}) \cap U_2(\overline{K})$ is the set of points over $\overline{K}$ for a connected unipotent $K'$-subgroup of $G$.

Proof. It is clear that $U_1(\overline{K}) \cap U_2(\overline{K})$ is the set of points over $\overline{K}$ for a unipotent $K'$-subgroup of $G$, which we denote by $U_1 \cap U_2$. We need to show connectedness.

Write $u_1$ (resp. $u_2$) for the Lie algebra of $U_1$ (resp. $U_2$). Let $X$ be an element of $u_1(\overline{K}) \cap u_2(\overline{K})$; then $\exp X \in (U_1 \cap U_2)(\overline{K})$. Conversely if $X \notin (U_1 \cap U_2)(\overline{K})$, then either $\exp X \notin U_1(\overline{K})$ or $\exp X \notin U_2(\overline{K})$. We conclude that $\exp(u_1(\overline{K}) \cap u_2(\overline{K})) = (U_1 \cap U_2)(\overline{K})$. Now Lem. 3.1 implies that $U_1 \cap U_2$ is connected. \hfill $\square$

Define $G^i = U^iT$; since $U_i, T,$ and the action of $T$ on $U_i$ are defined over $K'$, we conclude that $G^i$ is also defined over $K'$, and hence is $K'$-split. We can define $(U^i)_\Lambda$ with respect to the $G_i$; then Lem. 3.7 implies that

$$(U^i)_\Lambda = U_\Lambda \cap U^i.$$

On the other hand we can define $(U^i)_R$ with respect to the group. Observe that $(U^i)_R \leq U^i \cap U_R$.

Let $U_L$ be the last term in the lower central series of $G$. The next lemma asserts that $U_L$ and $U_R$ are equal: this will be important later as it implies that $G(K)/U_R(K)$ is nilpotent.

Lemma 3.11. $U_R = U_L$ and $G = U_RE$, where $E = C_G(T)$, a Cartan subgroup of $G$. 

Proof. By definition \( G/U_L \) is nilpotent and so, by [Bor91, 10,6], \( G/U_L \cong U/U_L \times T \). Let \( R \) be a root subgroup; then \([R,T] \neq \{1\}\).

Now suppose that \( R \cap U_L = \{1\} \). Then \( G/U_L \) contains a normal subgroup that does not commute with \( T \). This is a contradiction.

Thus \( R \cap U_L \) is non-trivial. Since \( R \) is 1-dimensional, Lem. 3.10 implies that \( R < U_L \).

We conclude that all root subgroups lie in \( U_L \) and, in particular, \( U_L \) contains \( U_R \).

Conversely we want to prove that \( U_R \) contains \( U_L \); equivalently we can show that \( G/U_R \) is nilpotent. Since \( E \) is nilpotent, it is sufficient to prove that \( G = U_RE \); equivalently, we show that \( U = U_RU_A \).

This is immediate if \( U \) is abelian. Now suppose that the result holds for \( U \) of nilpotency rank less than \( s \). Write \( u = x_{R_1}(s_1) \cdots x_{R_k}(s_k) \). Observe that

\[
uU^1 = \prod_{R_i \in (\Phi_R)^1} x_{R_i}(s_i) \prod_{R_j \in \Lambda^1} x_{R_j}(s_j)U^1.
\]

for some \( s_i, s_j \in K \). By induction we can write \( U^1 = (U^1)_R(U^1)_A \). Thus we can write

\[
u = \prod_{R_i \in (\Phi_R)^1} x_{R_i}(s_i') \prod_{R_j \in \Lambda^1} x_{R_j}(s_j)vRV_A,
\]

where \( v_R \in (U^1)_R \) and \( v_A \in (U^1)_A \). Now Lem. 3.6 implies that, for \( R_j \in \Lambda^1 \), and \( R_i \) a root subgroup in \( U^1 \), the group \( x_{R_i}(s_i')R_j(x_{R_j}(s_j))^{-1} \) is a root subgroup in \( U^1 \), and so must lie in \((U^1)_R \). Thus, in particular,

\[
u = \left( \prod_{R_i \in (\Phi_R)^1} x_{R_i}(s_i')v_R \right) \left( \prod_{R_j \in \Lambda^1} x_{R_j}(s_j)v_A \right),
\]

for some \( v'_R \in (U^1)_R \). But now observe that

\[
\prod_{R_i \in (\Phi_R)^1} x_{R_i}(s_i')v'_R \in U_R, \text{ and } \prod_{R_j \in \Lambda^1} x_{R_j}(s_j)v_A \in U_A;
\]

the result follows.

The above result should be compared with [BS68, 9.7]. We have seen already that \( U_L \) is defined over \( K' \); hence \( U_R \) is also. In particular \( U_R \) is \( K' \)-split.

3.7. Commutators. For \( A, B \) two \( K' \)-subgroups of \( G \), define

\[
M = \langle [a,b] \mid a \in A(K), b \in B(K) \rangle.
\]

If \( A \) is connected, then [Bor91, 2.3] implies that the abstract group \( M \) is in fact the set of points over \( K \) for a \( K' \)-subgroup of \( G \); we denote this \( K' \)-group \([A,B] \). We investigate the group \([A,B] \) for \( A, B \) weight subgroups of \( G \).

Lemma 3.12. Let \( A, B \) be connected closed 1-dimensional subgroups of \( G \) such that \([A,B] \) is central and non-trivial in \( G \). Then \([A,B] \) is a 1-dimensional \( K' \)-subgroup of \( G \). Furthermore, for a field \( K \),

\[
[A,B](K) = \{ [a,b] \mid a \in A(K), b \in B(K) \}.
\]
Proof. Write a (resp. b) for the Lie algebra of A (resp. B); let H = [A, B] and write h for the Lie algebra of H; these are Lie subalgebras of g, the Lie algebra of G, which is in turn a Lie subalgebra of glr.

Note that, since H is central in G, h is central in g. Now A (resp. B) is the image of a (resp. b) under the exp map. Take a ∈ a(K), b ∈ b(K) and consider
\[
[\exp(a), \exp(b)] = \exp(a) \cdot \exp(b) \cdot \exp(-a) \cdot \exp(-b)
\]
\[
= (1 + a + \frac{a^2}{2} + \cdots)(1 + b + \frac{b^2}{2} + \cdots)(1 - a + \frac{a^2}{2} + \cdots)(1 - b + \frac{b^2}{2} + \cdots)
\]
\[
= 1 + [a, b] + \cdots
\]
Note that we are using [ , ] in two ways here - as a commutator in the group, and as the Lie bracket. Note too that 1 is the identity matrix in glr. Finally note that, in the last line, 1 + [a, b] + ⋯ means 1 + [a, b] plus higher order Lie brackets. Since h is central in g we conclude that
\[
[\exp(a), \exp(b)] = 1 + [a, b].
\]

Now observe that for k, l ∈ K
\[
(1 + [a, b])(1 + [ka, lb]) = 1 + (kl + 1)[a, b] + \cdots
\]
Again we can ignore the higher order Lie brackets. In particular this implies that the set of commutators
\[
\{[u, v] \mid u ∈ A(K), v ∈ B(K)\}
\]
is a group, and so is equal to [A, B](K). Moreover, for fixed a ∈ a(K), b ∈ b(K), this group is equal to
\[
\{1 + k[a, b] \mid k ∈ K\}
\]
Clearly the map
\[
G_a \to [A, B], k \mapsto 1 + k[a, b]
\]
is a morphism of algebraic groups, and we conclude that [A, B] is one-dimensional as required. If A and B are defined over K', then a, b can be chosen to be in a(K') and b(K'), respectively, and so [A, B] is defined over K'. □

Note that the Baker-Campbell-Hausdorff formula yields an alternative proof of Lem. 3.12.

Corollary 3.13. Suppose that A, B are weight subgroups of G such that [A, B] is non-trivial and central in U. Then [A, B] is a weight subgroup of G.

Proof. The previous lemma implies that [A, B] is the set of commutators of A and B. Now take u ∈ A(K), v ∈ B(K), t ∈ T(K). Observe that
\[
t[u, v]t^{-1} = [tut^{-1}, tvt^{-1}].
\]
Since A and B are weight groups, T normalizes A and B and we conclude that t[u, v]t^{-1} ∈ [A, B](K) as required. □

Lemma 3.14. Either G is nilpotent, or (Φ* )1 is non-empty.
Proof. Suppose that $(\Phi^*)^1$ is empty; in other words $\alpha(R) = 1$ for all $R \in \Phi^1$. Since $U(\overline{K})$ is generated by \{ $R(\overline{K}) \mid R \in \Phi^1$\}, this implies that $U$ is centralized by $T$. So $G = U \times T$ and [Bor91, 10.6] implies the result. \qed

3.8. Root kernels. Recall that the action of $T$ on a root subgroup $R$ induces a character $\alpha : T \to GL_1$. We note first of all that this character (which we call a root) is a regular map over $K'$.

Now given such a root $\alpha : T \to GL_1$ we can extend to a character $\alpha : G \to \overline{K}$ simply by defining $\alpha(g) = \alpha(t)$ where $g = ut$ for $u \in U$, $t \in T$.

In what follows the kernel of a root will be important; to ensure that there is no confusion we write $\ker_G(\alpha)$ (resp. $\ker_T(\alpha)$) when we want to think of $\alpha$ as a function from $G$ (resp. $T$) to $\overline{K}$. Note that the group $\ker_G(\alpha)$ is a solvable linear algebraic group defined over $K'$.

We will require that root kernels are connected; this fact is not true in general. However if we restrict the structure of the group $G$, then this fact holds. We clarify how we make this restriction in the following lemma.

Lemma 3.15. Let $U_0$ be a unipotent $K'$-subgroup of a Borel subgroup $B = U_rT_r$ of $GL_r$, with $B$ also defined over $K'$. Then $N_{T_r(\overline{K})}(U_0(\overline{K}))$ is the set of points over $K$ of $T_0$, a connected $K'$-subgroup of $T$.

Note that a connected $K'$-subgroup of $T$ is, precisely, a subtorus of $T$.

Proof. Write $T_r(\overline{K})$ as the set of invertible diagonal matrices. Let $\Phi_R = \{ R_1, \ldots, R_d \} = \Phi_R'$ be a set of weight groups for the group $B = U_rT_r$; let $\phi_i : T(\overline{K}) \to \overline{K}$ be the root associated with $R_i$ for $i = 1, \ldots, d$. Let $\tau_i$ be an element of $u(\overline{K})$ such that $\exp(\tau_i) \in R_i(\overline{K})$; then $\{ \tau_1, \ldots, \tau_d \}$ is a basis for $u(\overline{K})$.

Now write $N$ for $N_{T_r(\overline{K})}(U_0(\overline{K}))$ and observe that $N$ is a subgroup of $T(\overline{K})$; one can therefore apply Lem. 3.4 to the group $U_0 \times N$. (Although Lem. 3.4 is stated for a closed connected solvable group $G$; the proof follows through for any simultaneously diagonalizable abstract group (such as $N$), diagonalizing a closed unipotent group (such as $U_1$).) Write $E_1, \ldots, E_{d_1}$ for the resulting set of weight subgroups in $U_1$; choose $\epsilon_i \in u(\overline{K})$ such that $\exp(\epsilon_i) \in E_i(\overline{K})$ for $i = 1, \ldots, d_1$.

The condition that $E_\ell$ is a weight subgroup can now be translated into a statement about the expansion of vector $\epsilon_\ell$ in terms of the basis $\{ \tau_1, \ldots, \tau_d \}$. Write

$$\epsilon_\ell = a_1\tau_1 + \cdots + a_d\tau_d$$

for $a_1, \ldots, a_d \in \overline{K}$. Define

$$\Phi_R^\ell = \{ R_i \in \Phi_R \mid a_i \neq 0 \}.$$ 

Then $E_\ell$ is a weight subgroup if and only if for all $g \in N$, for all $R_i, R_j \in \Phi_R^\ell$, we have

$$(3.5) \quad \phi_i(g) = \phi_j(g).$$

Thus the group $N$ satisfies a number of equations of the form (3.5) for various $i, j \in \{ 1, \ldots, n \}$. Conversely, these equations define a closed, connected $K'$-subgroup $T_0$ of $T_r$ such that $T_0(\overline{K})$ normalizes $U_1(\overline{K})$. We conclude, therefore, that $N = T_0(\overline{K})$ as required. \qed
Corollary 3.16. The roots $T_0 \rightarrow \text{GL}_1$ with respect to the group $U_0 T_0$ are restrictions of the roots $T_r \rightarrow \text{GL}_1$ with respect to the group $U_r T_r$.

Proof. Using the notation of the previous proof it is clear that $\alpha(E_i) = \alpha(R_j)$ where $R_j \in \Phi_R$.

Corollary 3.17. Let $\xi_1, \ldots, \xi_m : T_0 \rightarrow \text{GL}_1$ be a subset of a set of roots with respect to the group $U_0 T_0$. Then the group

$$T_m = \ker T_0(\xi_1) \cap \cdots \cap \ker T_0(\xi_m)$$

is a subtorus of $T_0$. Furthermore if $m \geq 1$, then $\dim T_m < \dim T_0$ and if $\xi_1, \ldots, \xi_m$ are all the roots with respect to the group $U_0 T_0$, then $U_0 T_m$ is nilpotent.

Proof. The previous corollary implies that $\xi_1, \ldots, \xi_m$ can be extended to roots $T_r \rightarrow \text{GL}_1$ with respect to the group $U_r T_r$. Let $\phi_1, \ldots, \phi_d : T_r \rightarrow \text{GL}_1$ be a full set of roots for the group $B = U_r T_r$; then the group $T_m$ is defined by a finite set of equations of the form

$$\phi_i = \phi_j, \quad \phi_l = 1,$$

for various choices of $i, j$ and $l$. Clearly these equations define a subtorus of $T$ as required.

If $m \geq 1$, then $T_m$ is a proper subgroup of $T_0$; then, since $T_0$ is connected, we have $\dim T_m < \dim T_0$. Finally, if $\xi_1, \ldots, \xi_m$ are all the roots with respect to the group $U_0 T_0$, then $T_m$ centralizes $U_0$, and so $U_0 T_m = U_0 \times T_m$ is nilpotent as required. \hfill \Box

4. From abstract solvable groups to linear algebraic solvable groups

In order to prove Thm. 1 we need to establish the connection (in the context of growth) between abstract solvable subgroups of $\text{GL}_r(K)$ and connected solvable linear algebraic subgroups of exponential type in $\text{GL}_r$ that are defined over a finite field $K'$. Establishing this connection is the aim of this section; specifically we prove the following result:

Proposition 4.1. Let $G$ be a subgroup of $\text{GL}_r(K)$. Let $H < G$ be a subgroup of finite index.

Suppose that, for every finite subset $A \subset H$ and every $C \geq 1$ there is an integer $k \ll_r 1$ such that either

(a) $|A_3| \geq C|A|$, or else
(b) $\langle A \rangle$ contains a subgroup $U_R$ and a normal subgroup $S$ such that

- $U_R$ is unipotent and $S$ is solvable,
- $U_R < S$ and $S/U_R$ is nilpotent,
- $A_k$ contains $U_R$, and
- $A$ is contained in the union of at most $O_r(1)$ cosets of $S$.

Then, for every finite subset $A \subset G$ and every $C \geq 1$, we have the same conclusion: either (a) holds or (b) holds (with $O_r(1)$ replaced by $O_r(1)$).

We remark that if we add the requirement that $\langle A \rangle = H$ to the conditions, then we obtain the conclusion above provided the set $A$ satisfies the condition that $\langle A \rangle = G$. (This is so because, in Prop. 4.4, (4.2) gives us that $\langle A \rangle = G$ implies $\langle A_H \rangle = H$.)

To prove Prop. 4.1 we will need, first, a classical result of Mal’cev [Mal51] (see also [LR04, (3.1.6)]) concerning the structure of solvable subgroups of $\text{GL}_r(F)$ where $F$ is an algebraically closed field.
Proposition 4.2. Let $S$ be an abstract solvable subgroup of $\text{GL}_r(F)$ where $F$ is an algebraically closed field. Then $S$ contains a subgroup $H$ such that $[S : H] \ll_r 1$ and $H$ is trigonalizable over $F$.

Proposition 4.3. Let $S$ be an abstract solvable subgroup of $\text{GL}_r(K)$. Then $S$ has a normal subgroup $H$ such that $[S : H] \ll_r 1$, and $H$ lies in $B(K)$ where $B$ is a Borel subgroup of $\text{GL}_r$ defined and trigonalizable over $K'$, a field extension of $K$ of degree at most $r$.

Proof. Observe first that if $S$ admits a subgroup $H$ satisfying all conditions except for normality, then we are done (we simply take the core of $H$ - the intersection of its conjugates in $S$ - to be the normal subgroup we are looking for). This observation and Prop. 4.2 imply that it is sufficient to prove the following: if $H$ is a subgroup of $\text{GL}_r(K)$ that is trigonalizable over $K$, then $H$ lies in $B(K)$ where $B$ is a Borel subgroup of $\text{GL}_r$ defined and trigonalizable over $K'$, a field extension of $K$ of degree at most $r$.

The result is trivial for $r = 1$ since $\text{GL}_r(K) = B(K)$ in this case. Assume then that $r > 1$. Suppose first that $H$ contains no non-trivial unipotent elements. Then $H$ lies inside a maximal torus $T$ of $\text{GL}_r(K)$ and the result follows immediately from the standard classification of maximal tori in $\text{GL}_r(K)$ (see, for instance, chapter 3 of [Car93]).

If, on the other hand, $H$ contains a unipotent element, then, in particular, $H$ contains a normal unipotent subgroup. Now the Borel-Tits theorem ([BT71]; see also [GLS98, Theorem 3.1.3]) implies that $H$ lies inside a proper parabolic subgroup $P$ of $\text{GL}_r(K)$. Since $P$ is conjugate in $\text{GL}_r(K)$ to a group of block-diagonal matrices and since the Levi complement of $P$ is isomorphic to a direct product $\text{GL}_{r_1}(K) \times \text{GL}_{r-r_1}(K)$ for some $r_1 > 1$, the result follows by induction on $r$. □

The next set of results are designed to show that “if we have growth in a subgroup of bounded index, then we have growth in the group.”

Proposition 4.4. Let $G$ be a group. Let $H \triangleleft G$ be a normal subgroup of finite index. Let $A \subset G$ such that $\langle A \rangle = G$.

Then there is a subset $A_H \subset A_k \cap H$, $k \ll |G:H|$, such that

(4.1) $A \subset \bigcup_{g \in J} gA_H$,

(4.2) $\langle A \rangle = \bigcup_{g \in J} g\langle A_H \rangle$,

where $J \subset A_k$ is a subset of a full set of coset representatives of $G/H$, and $\langle A_H \rangle$ is normal in $\langle A \rangle$.

Moreover, $|A| \ll |G:H| |A_H| \ll |G:H| |A|$. Furthermore, given any $H' \triangleleft \langle A_H \rangle$,

$$\left( \bigcap_{g \in J} gH'g^{-1} \right) \triangleleft \langle A \rangle.$$ 

Lastly, for every $g \in J \cup J^{-1}$, $gA_Hg^{-1} \subset (A_H)_3$. 


Proof. We can assume without loss of generality that \( \{a \cdot H : a \in A\} \) generates \( G/H \). Thus, for every left coset of \( H \), we can find a \( g \in A_k \) \((k \leq |G : H|)\) contained in that coset. Write \( A = \bigcup_{g \in J} gC_g \), where \( J \subset A_k \) is a full set of coset representatives of \( G/H \) and \( C_g \subset H \) for every \( g \in J \). We can choose \( J \) so that \( e \in J \) and \( J = J^{-1} \).

Let

\[
A_H = \bigcup_{g \in J} g(C_g \cup C^{-1}_{g'})g^{-1} \cup \bigcup_{g \in J} \left\{ g^{-1}g, gg^{-1} \right\},
\]

where, for \( g \in G \), \( \bar{g} \) denotes the element of \( J \) in the same left coset of \( H \) as \( g \). Since \( H \triangleleft G \) and \( C_g \subset H \) for every \( g \in J \), \( A_H \) is contained in \( H \). It is clear that \( A_H \subset A_{k'} \cap H \) with \( k' = 5k + 1 \). It is also clear that \( |A| \ll |G : H| |A_H| \ll |G : H| |A| \). We also have (4.1) because

\[
A = \bigcup_{g \in J} gC_g \quad \text{and} \quad C_g \subset A_H \quad \text{for every} \quad g \in J \quad \text{(by definition (4.3))}.
\]

Let us now check that \( gA_Hg^{-1} \subset (A_H)_{g} \) for every \( g \in J \cup J^{-1} \). Let \( a \in A_H \). If \( a \in g_0(C_{g'} \cup C^{-1}_{g'})g_0^{-1} \) for some \( g_0 \in J_g \), then \( gag^{-1} \in g_2g_1(C_{g'} \cup C^{-1}_{g'})g_1^{-1} \) for some \( g_1 \in J \cup J^{-1} \cup \{ e \} \), \( g_2 \in J_g \). Let \( g_3 = g_2^{-1}e \) \( \in J^{-1} \). Then

\[
gag^{-1} \in g_2g_1^{-1} \cdot g_3g_1(C_{g'} \cup C^{-1}_{g'})g_1^{-1} \cdot g_3^{-1} \cdot (g_2g_2^{-1})^{-1} \in (A_H)_{g_3},
\]

as was desired.

It remains to show that \( \langle A \rangle = \bigcup_{g \in J} g(A_H) \). The inclusion \( g(A_H) \subset \langle A \rangle \), \( g \in J \), is easy. To show that \( \langle A \rangle = \bigcup_{g \in J} g(A_H) \), it is enough to show that, if \( x \in \bigcup_{g \in J} gC_g \) and \( y \in \bigcup_{g \in J} g(A_H) \), then \( xy \) and \( x^{-1}y \) are in \( \bigcup_{g \in J} g(A_H) \).

Let us see: for \( x \) and \( y \) as above, \( xy = gcg'a \) for some \( g, g' \in J \), \( c \in C_g \), \( a \in (A_H) \), and so

\[
xy = gcg'a = gg'(g')^{-1}cg'a \in gg'(A_H)
\]

for some \( g'' \in J \). Similarly,

\[
x^{-1}y = c^{-1}g^{-1}g'y = g^{-1}g'(g^{-1}g')^{-1}c^{-1}g^{-1}g'a \in g^{-1}(A_H)
\]

for some \( g'' \in J \). Hence \( \langle A \rangle \subset \bigcup_{g \in J} g(A_H) \), and so \( \langle A \rangle = \bigcup_{g \in J} g(A_H) \).

To show that \( \langle A_H \rangle \) is normal in \( \langle A \rangle \), it is enough to show that \( gA_Hg^{-1} \subset \langle A_H \rangle \) for every \( g \in J \cup J^{-1} \). First, note that, for all \( g'' \in J \), \( g \in J_g \), \( g' \in J \cup J^{-1} \), \( c \in C_g \cup C^{-1}_{g'} \),

\[
g''gc(g''g)^{-1} = g''gg'(g''g)\left((g''g)^{-1}\right)^{-1}c(g''g)^{-1}(g''g)^{-1}a \in A_H \cdot A_H \cdot A_H \subset \langle A_H \rangle,
\]

where we recall that \( \overline{g} \in J \) for every \( g \in G \). Next, we see that, for \( g_1, g_2, g_3 \in J \cup J^{-1} \),

\[
g_1(g_2g_3)^{-1}g_2g_3g_1^{-1} = g_1\left(g_2g_3\right)^{-1}(g_1(g_2g_3)^{-1})^{-1}g_1(g_2g_3)^{-1}t_{g_2g_3g_1^{-1}}g_2g_3g_1^{-1}A_H.
\]

Now

\[
(g_2g_3g_1^{-1})^{-1} = (g_3g_1^{-1})^{-1}g_2^{-1} = g_1g_3^{-1}h_2^{-1} = g_1g_3^{-1}h' = g_1(g_2g_3)^{-1}h''h'.
\]
for some \( h, h', h'' \in H \). Hence \( (g_2g_3g_1^{-1})^{-1} = g_1(g_2g_3)^{-1} \), and so
\[
\frac{g_1(g_2g_3)^{-1}}{g_2g_3g_1^{-1}} = A_H.
\]
We conclude that \( g_1(g_2g_3)^{-1}g_2g_3g_1^{-1} \in \langle A_H \rangle \). By a similar argument, \( g_1g_2g_3(g_2g_3)^{-1}g_1^{-1} \in \langle A_H \rangle \). Hence \( g_1A_Hg_1^{-1} \subset \langle A_H \rangle \) for every \( g_1 \in J \cup J^{-1} \), as desired.

Let us now examine \( H'' \) where \( J \) is fixed, \( g \in H \) and any \( g' \in N \) left cosets of \( J \) are isomorphic to a subgroup of \( H/H' \).\( \) As was desired.

The following lemma is basic.

**Lemma 4.5.** Let \( H \) be a group. Let \( H_1 \triangleleft H \), \( H' \triangleleft H \). Then \( (H_1 \cap H') \triangleleft H' \). Moreover, \( H'/\langle H_1 \cap H' \rangle \) is isomorphic to a subgroup of \( H/H_1 \).

**Proof.** For any \( g \in H' \) and any \( h \in H_1 \cap H' \), we have \( ghg^{-1} \in H_1 \) (because \( H_1 \) is normal) and \( ghg^{-1} \in H' \) (because \( g \) and \( h \) are in \( H' \)). Thus, \( H_1 \cap H' \triangleleft H' \).

We define a map \( \iota : H'/\langle H_1 \cap H' \rangle \rightarrow H/H_1 \) as follows: \( \iota(g(H_1 \cap H')) = gH_1 \). It is easy to see that the map is a well-defined homomorphism. Since its kernel is \( \{e\} \), it is also injective.

The following is a slight generalisation of [Hel11, Lem. 7.16].

**Lemma 4.6.** Let \( M \) be a group. Let \( N_1, N_2, \ldots, N_k \triangleleft M \). Let \( A \subset M \) be such that \( A \) is contained in the union of \( \leq n_j \) left cosets of \( N_j \) for \( j = 1, 2, \ldots, k \). Then \( A \) is contained in the union of \( \leq n_1n_2\cdots n_k \) left cosets of \( N_1 \cap N_2 \cap \cdots \cap N_k \).

**Proof.** The map \( \iota : M/(N_1 \cap N_2 \cap \cdots \cap N_k) \rightarrow M/N_1 \times M/N_2 \times \cdots \times M/N_k \) given by \( \iota(g(N_1 \cap N_2 \cap \cdots \cap N_k)) = (gN_1, gN_2, \ldots, gN_k) \) is a well-defined homomorphism; since its kernel is trivial, it is also injective. The image of \( \iota(A \cdot (N_1 \cap N_2 \cap \cdots \cap N_k)) \) is of size at most \( n_1 \cdot n_2 \cdots n_k \); hence \( A \cdot (N_1 \cap N_2 \cap \cdots \cap N_k) \subset M/(N_1 \cap N_2 \cap \cdots \cap N_k) \) is of size at most \( n_1 \cdot n_2 \cdots n_k \).

We are now able to prove the main result of this section.
Proof of Prop. 4.1. It is well-known that a subgroup of a group $G$ of index $m$ always contains a normal subgroup of $G$ of index $\leq m!$ (take the kernel of the representation of $G$ by left multiplication on $G/H$). Thus, we may assume without loss of generality that $H$ is normal in $G$.

Let $A \subset G$ and $C \geq 1$ be given. Suppose that $|A_3| \leq 2|A|$; then Lem. 2.2 implies that $A_3 = \langle A \rangle$ and (b) follows immediately with $U_R = S = \langle A \rangle$. So assume that $C \geq 2$.

Let $A_H$ and $J$ be as in Prop. 4.4. Suppose conclusion (a) in the statement of the present proposition does not hold for $A_H$, as otherwise (a) for $A$ follows immediately. Then conclusion (b) must hold for $A_H$; denote the subgroups we obtain by $U_{R,H}$ and $S_H$.

Let $S = \bigcap_{g \in J} gS_H g^{-1}$. By Prop. 4.4 (with $H' = S_H$), we have $S \subset \langle A \rangle$. Let $U_R = S \cap U_{R,H}$. By Lem. 4.5, $U_R$ is a normal subgroup of $S$ and $S/U_R$ is isomorphic to a subgroup of $S_H/U_{R,H}$. Hence $S/U_R$ is nilpotent. Since $(A_H)_k$ contains $U_{R,H}$, it is obvious that $A_k$ (which contains $(A_H)_k$) contains $U_R \subset U_{R,H}$.

It remains to bound the number of cosets occupied by $A$. We are given that $A_H$ lies in at most $C^{O_r(1)}$ cosets of $S_H$. By Prop. 4.4, $g^{-1}A_H g \in (A_H)_3$ for every $g \in J$. Hence $g^{-1}A_H g$ lies in at most $C^{3O_r(1)}$ left cosets of $S_H$. (Recall that $S_H \subset \langle A_H \rangle$.) Thus $A_H$ lies in at most $C^{3O_r(1)}$ cosets of $gS_H g^{-1}$. Therefore, by Lem. 4.6, $A_H$ is contained in at most $C^{3J|O_r(1)} \leq C^{3|G:H|}$ cosets of $S = \bigcap_{g \in J} gS_H g^{-1}$. Thus, by (4.1), $A$ is contained in at most $|J|C^{O_r(|G:H|)} \leq |G : H|C^{O_r(|G:H|)} \leq C^{O_r(|G:H|)}(1)$ cosets of $S$.

□

5. Growth when $U$ is abelian

As we shall see when we come to prove Thm. 1 in Section 7, the results of the previous section allow us to work under some extra assumptions.

For this section we let $A_0$ be a set contained in $G_0(K)$, where $G_0$ is a connected solvable linear algebraic subgroup of $GL_r$ that is defined, and trigonalizable, over a finite extension $K'/K$. We require, in addition, that $G_0$ is of exponential type in $GL_r$.

We write $G_0 = U_0T_0$. We assume that

$$(5.1) \quad \langle A_0 \rangle = (\langle A_0 \rangle \cap U_0(K)) \rtimes (\langle A_0 \rangle \cap T_0(K)).$$

We are able to do this since $G_0(K) = U_0(K) \rtimes T_0(K)$; then the Schur-Zassenhaus theorem implies that there exists $g \in G_0(K)$ such that $\langle a^g | a \in A_0 \rangle$ satisfies (5.1). We can then study the set $\{a^g | a \in A_0\}$ in order to establish all the results we need concerning $A_0$.

Our focus for this section is on the group $G = G_0/(U_0)^1$. Write $G = UT$, and observe that $U$ is abelian. Define $\Phi, \Phi^*, \Phi_R = \{R_1, \ldots, R_d\}, \Phi^*_R, \Lambda, U_R$, and $U_\Lambda$ as per Section 3. Write $A$ for the set $A_0/(U_0)^1(K)$; thus $A$ is a subset of $G(K)$.

Let us note two easy consequences [BS68, 9.7] of the fact that $U$ is abelian:

$$(5.2) \quad [G, T] = U_R.$$ 

In fact, we can do a little better:

Proof. In light of the fact that \([G, T] = U_R\) it is sufficient to prove that \([G, G] \leq U_R\). Take \(g, h \in G(K)\) and write these in standard form:
\[ g = x_{R_1}(s_1) \cdots x_{R_d}(s_d)t, \quad h = x_{R_1}(s'_1) \cdots x_{R_d}(s'_d)t'. \]
Then observe that, since \(U\) and \(T\) are abelian,
\[ [g, h] = ghg^{-1}h^{-1} = x_{R_1}(s_1)(x_{R_1}(-s_1))^t(x_1(s'_1))^t x_{R_1}(-s'_1) \cdots x_{R_d}(s_d)(x_{R_d}(-s_d))^t(x_d(s'_d))^t x_{R_d}(-s'_d). \]
If \(R \in \Lambda\) then the action of \(T\) on \(R\) is trivial. Thus we obtain
\[ [g, h] = \prod_{R \in \Phi^*_R} x_R(t_R) \]
for some \(t_R \in \overline{K}\). Clearly \([g, h] \in U_R(K)\). □

Lemma 5.2. Assume \(U\) is abelian. Let \(g \in G(K)\) lie outside the kernel of every root. Then
\[ \phi_g : x \mapsto [g, x] \]
is an injective map from \(U_R(K)\) to \(U_R(K)\).

Proof. By Lem. 5.1, \(\phi_g(U_R) \subset U_R\). Now suppose that \(g x g^{-1} x^{-1} = y g y^{-1} y^{-1}\) for \(x, y \in U_R(K), x \neq y\). Then \(g^{-1} x^{-1} y g^{-1} y^{-1}\) has a fixed point in \(U_R(K)\) other than the identity. For \(U\) abelian, this contradicts the assumption that \(g\) lie outside the kernel of every root. □

Proposition 5.3. Let \(K, A, G\) be as defined at the start of this section. There exists a positive integer \(k \ll_r 1\) such that, for \(C \geq 1\), one of the following holds:
\[ \begin{align*}
(\text{a}) & \quad |A_k \cap \ker_G(\alpha(R))(K)| \geq \frac{1}{C}|A| \text{ for some } R \in \Phi^*_R; \\
(\text{b}) & \quad |A_k| \geq C|A|; \\
(\text{c}) & \quad A_k \text{ contains a normal subgroup } H \text{ of } U(K) \text{ such that } [A]/H \text{ is abelian.}
\end{align*} \]

Proof. We apply Lem. 2.7 to the set \(A\) with \(G = G(K), N = U(K)\), and
\[ R = \bigcup_{R \in \Phi^*_R} \ker_G(\alpha(R))(K). \]
We obtain that either
\[ |A/U(K) \cap \bigcup_{R \in \Phi^*_R} \ker_G(\alpha(R))(K)/U(K)| \leq \frac{1}{C}|A/U(K)| \tag{5.3} \]
or \( |A_3 \cap \bigcup_{R \in \Phi^*_R} \ker_G(\alpha(R))(K)/U(K)| \geq \frac{1}{C}|A|. \) The latter option implies (a). Assume, instead, that (5.3) holds.

Apply Prop. 2.11 with \(G = U_R(K), \Gamma = G(K)/U(K), X = A/U(K)\) and \(W = [A, A_2]\). (Note that, by Lem. 5.1, \(W \subset U_R(K)\).)

Suppose first that conclusion (2.1) holds. Then
\[ |A_{48} \cap U(K)| \geq C||A, A_2||, \tag{5.4} \]
where we are using (5.3) and the fact that an element not in the kernel of any root acts without fixed points on \(U_R(K)\) (for \(U\) abelian). Now, by (5.3), \(A\) contains at least one
element $g$ not in the kernel of any root. By Lem. 5.2, this implies that $|[A, A_2]| \geq |[g, A_2 \cap U_R(K)]| \geq |A_2 \cap U_R(K)|$. Hence, by (5.4) and Lem. 2.5,
\[ |A_{49}| \geq C|A|, \]
and so (b) holds.

Suppose now that conclusion (2.2) holds. Then $A_{56}$ contains a subgroup $V$ of $U_R(K)$ containing $[A, A]$. This subgroup is normal in $\langle A \rangle$ since $U(K)$ is abelian and by construction $V$ is normalized by $\langle A \rangle / U(K)$. Clearly, for any $a, a' \in A$, the images $a \mod V$ and $a' \mod V$ commute. Hence $\langle A \rangle / V$ is abelian, and thus (c) holds. \( \square \)

6. DESCENT

In this section we investigate what happens when possibility (c) of Prop. 5.3 holds. The results of this section apply only in the specific situation when $K = \mathbb{Z}/p\mathbb{Z}$. We begin with some background results.

**Lemma 6.1.** Let $u_1$ be an ideal of a unipotent Lie algebra $u$ of nilpotency class $r$, defined over a field of characteristic $p > r$. For all $u_1 \in u_1, u \in u$ there exists $u'_1 \in u_1$ such that
\[ u + u_1 = u + u'_1 + \frac{1}{2}[u, u'_1] + \frac{1}{12}[u, [u, u'_1]] - \frac{1}{12}[u'_1, [u, u'_1]] + \cdots. \]

The right hand side of (6.1) corresponds to the Baker-Campbell-Hausdorff formula which, since $u$ is nilpotent, is a finite sum. The formula is well-defined by virtue of the fact that $p > r$.

**Proof.** If $u$ is abelian the result is trivial. We proceed by induction on the nilpotency class of $u$: suppose that the result is true for Lie algebras of nilpotency class $\leq r - 1$. We apply the inductive hypothesis to $u/Z(u)$ which is of class $\leq r - 1$; then we can find $u'_1$ such that
\[ u + u_1 + z = u + u'_1 + \frac{1}{2}[u, u'_1] + \frac{1}{12}[u, [u, u'_1]] - \frac{1}{12}[u'_1, [u, u'_1]] + \cdots \]
for some $z \in Z(u)$. But now replace $u'_1$ by $u'_1 - z$ and we obtain (6.1) as required. \( \square \)

**Lemma 6.2.** Let $H \leq U_r(K)$, where $K = \mathbb{Z}/p\mathbb{Z}$ and $U_r$ is a maximal unipotent subgroup of $GL_r$ with $r < p$. Write $H = \langle g_1, \ldots, g_c \rangle$ such that, for all $e = 1, \ldots, c - 1$, the group $\langle g_1, \ldots, g_{e+1} \rangle$ is of order $p^e$ and is normal in the group $\langle g_1, \ldots, g_{e+1} \rangle$ which is of order $p^{e+1}$.

Let $e_i = \log(g_i)$ for $i = 1, \ldots, c$ and define $u$ to be the $K$-span of $\{e_1, \ldots, e_c\}$ in $u_r$, the Lie algebra of $U_r$. Then

(a) $u$ is a Lie algebra;
(b) $U = \exp(u)$ is a $K$-group;
(c) $u$ is the Lie algebra of $U$;
(d) $H = U(K)$.

Note that (b) and (c) imply that $U$ is of exponential type in $GL_r$.

**Proof.** If $|H| = p$ then $H = \langle g \rangle$ and $u$ is equal to the $K$-span of $e = \log(g)$. This is clearly a Lie algebra so (a) follows; it is obvious that $U = \exp(u)$ is a group; what is more $U$ is defined by the equations $f_e(\log X) = 0$ where $f_e(T) = 0$ are the set of equations defining the linear subspace $u$, thus $U$ is a $K$-group and (b) follows. Now since $U$ is defined by the
equations $f_i(\log X) = 0$, it follows easily that $f_i(T) = 0$ defines the tangent space to $U$, and so this tangent space is $u$, and (c) follows. Now (d) follows from Lem. 3.3.

Proceed by induction and assume that the result holds for groups of order less than $p^{c-1}$ and let $H$ have order $p^c$. Write $u_1$ for the $\overline{K}$-span of $\{e_1, \ldots, e_{c-1}\}$, $U_1$ for the group $\exp(u_1)$, $\mathfrak{e}$ for the $\overline{K}$-span of $\{e_c\}$ and $E$ for the group $\exp(\mathfrak{e})$. Observe that, by assumption, for all $i = 1, \ldots, c-1$,

$$g_i g_i g_i^{-1} \in U_1(\overline{K}) \Rightarrow \exp(\text{Ad}(g_i)(e_i)) \in U_1(\overline{K});$$

$$\Rightarrow \text{Ad}(g_i)(e_i) \in u_1(\overline{K});$$

$$\Rightarrow \text{Ad}(g_i)(l e_i) \in u_1(\overline{K}), \forall l \in \overline{K};$$

$$\Rightarrow \text{Ad}(\exp e_c)(l e_i) \in u_1(\overline{K}), \forall l \in \overline{K};$$

$$\Rightarrow \exp([e_c, l e_i]) \in U_1(\overline{K}), \forall l \in \overline{K};$$

$$\Rightarrow [e_c, l e_i] \in u_1(\overline{K}), \forall l, m \in \overline{K};$$

$$\Rightarrow [e, l u] \in u_1(\overline{K}), \forall e \in \mathfrak{e}(\overline{K}), u \in u_1(\overline{K}).$$

It follows immediately that $u$ is a Lie algebra (thereby yielding (a)) and $u_1$ is an ideal of $u$. By reversing up the equivalences in (6.2) we see that

$$g h g^{-1} \in U_1(\overline{K}), \forall g \in E(\overline{K}), h \in U_1(\overline{K}),$$

thus $U^* = U_1(\overline{K}) E(\overline{K})$ is a group.

Now (b) will follow if we can show that $U^* = U = \exp(u)$. To do this we prove that the following functions are well-defined

$$\exp : u \rightarrow U^*$$

and $\log : U^* \rightarrow u$.

Then (b) will follow from the injectivity of $\exp$ and $\log$.

Consider $u_1 e \in U^* = U_1(\overline{K}) E(\overline{K})$; by assumption $u_1 = \exp(v_1), e = \exp(f)$ for some $v_1 \in u_1, f \in \mathfrak{e}$. But now

$$\log(u e) = \log(\exp(v_1) \cdot \exp(f)) = v_1 + f + \frac{1}{2} [v_1, f] + \frac{1}{12} [v_1, [v_1, f]] + \cdots$$

by the Baker-Campbell-Hausdorff formula. Since $u_1$ is an ideal in $u$ this implies that $\log(u e) \in u$ as required.

Now for $\exp$: take $v = v_1 + f$ where $v_1 \in u_1$ and $f \in \mathfrak{e}$. Then Lem. 6.1 implies that there exists $v'_1 \in u_1$ such that

$$\exp(v_1 + f) = \exp(v'_1 + f + [v_1, f] + \frac{1}{12} [v_1, [v_1, f]] + \cdots)$$

$$= \exp(v'_1) \exp(f) \in U_1(\overline{K}) E(\overline{K}) = U^*$$

as required. Thus (b) is proved.

Just as in the abelian case (b) implies that $U$ is defined by the equations $f_i(\log X) = 0$ where $f_i(T) = 0$ are the set of equations defining the linear subspace $u$; it follows easily that $f_i(T) = 0$ defines the tangent space to $U$, and so this tangent space is $u$, and (c) follows.
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Finally Lem. 3.3 gives (d). \qed

**Lemma 6.3.** Let $A \subseteq B(K)$, where $K = \mathbb{Z}/p\mathbb{Z}$ and $B$ is a Borel subgroup of $GL_r$ with $p > r$. Then there is a connected, solvable $K'$-group $G = UT$ of exponential type in $GL_r$, where $K'$ is a finite extension of $K$, such that $A \subseteq G(K)$, $U$ is a $K$-group, and $U(K) \subseteq \langle A \rangle$.

What is more if $\xi_1, \ldots, \xi_m : T \to GL_1$ are roots with respect to $G$, then the group

$$T_m = \ker_T(\xi_1) \cap \cdots \cap \ker_T(\xi_m)$$

is a subtorus of $T$.

**Proof.** Recall that $B$ is a Borel subgroup of $GL_r$ such that $B(K)$ contains $A$; write $B = U_rT_r$ for the decomposition into unipotent part and torus. Without loss of generality we assume (5.1) with respect to the embedding of $A$ in $B(K)$.

Write $J$ for the group $\langle A \rangle$; define $H = J \cap U_r(K)$ and apply Lem. 6.2 to $H$. We obtain a $K$-group $U$ of exponential type in $GL_r$ such that $U(K) = H \subseteq \langle A \rangle$.

Consider $N_{r'}(\Gamma(U(K))$: Lem. 3.15 implies that this group is the set of points over $\overline{K}$ of a connected $K'$-group $T$. Now $T(\overline{K})$ clearly contains $J \cap U_r(K)$; what is more, the action of $T$ on $U$ is defined over $K'$, thus we set $G = UT$ and are done.

Now the statement concerning root kernel intersections follows from Cor. 3.17. \qed

Note that, in particular, Lem. 6.3 implies that (5.1) holds (with respect to the embedding of $A$ in $G(K)$); it also implies that $U_R(K) \subseteq \langle A \rangle$. With this in mind we can establish the hypotheses under which we operate.

**6.1. Hypotheses.** Take $A$ inside $B(K)$ where $B$ is a Borel subgroup of $GL_r$. Let $G = UT$ be a connected solvable linear algebraic subgroup of $B$ satisfying all the properties given in Lem. 6.3.

Define $\Phi, \Phi_R = \{R_1, \ldots, R_d\}$ (with the ordering compatible with the height function), $\Phi_R^*, A, U_R$, and $U_\Lambda$ as per Section 3. Let $(\Phi_R^*)^j = \{S_{j1}, \ldots, S_{j\ell_j}\}$; observe that $\ell_j \leq r^2$ for all $j$.

Now we can apply Prop. 5.3 to the set $AU^1(K)/U^1(K)$ inside the group $G(K)/U^1(K)$; we are interested in what happens when (c) of Prop. 5.3 holds. Thus we assume that $A$ contains a set $W^1$ such that $W^1/U^1(K)$ is a normal subgroup of $\langle A \rangle/U^1(K)$ such that $(\langle A \rangle/U^1(K))/(W^1/U^1(K))$ is abelian.

Lem. 3.14 implies that either $G$ is nilpotent or $(\Phi_R^*)^1$ is non-empty. We assume the latter situation; then the fact that $U(K) \subseteq \langle A \rangle$ implies that $W^1/U^1(K)$ is non-trivial and is equal to $U_R(K)/U^1(K)$.

We assume that $p > r$ and fix a constant $C > 1$; we assume that

\[(6.3) \quad |A_k \cap \ker_G(\alpha(R_j))(K)| \leq \frac{1}{C}|A|\]

for all $j = 1, \ldots, d$, and that

\[(6.4) \quad |A_k| \leq C|A|\]

for all $R_j \in \Phi_R^*$ and all $k \ll_r 1$. We reiterate that the results of this section apply only when $|K| = \mathbb{Z}/p\mathbb{Z}$. 
The idea of this section is the following: we will “descend” down the lower central series of the group $U$ in order to prove that, for each $j = 1, 2, \ldots$, there exists $k \ll r$ such that $A_k$ contains a set $W^j$ with $W^j/U^j(K) = (A \cap U^j(R))/U^j(K)$. Since we are assuming that (c) of Prop. 5.3 holds, the statement is true for $j = 1$; thus, our “base case” is satisfied.

We should note that our terminology is a little counter-intuitive: as we “descend” down $U$, the height of the root groups in $U^j/U^{j+1}$ is seen to increase!

6.2. Capturing $U^j(K)$. The result we are aiming for is Cor. 6.10 which states that $A_k$ contains $U^j(K)$ for some $k \ll r$. Our first job is to show that all we need to do is obtain the product of root subgroups at each level; this is the content of Lem. 6.6.

Note that Lem. 6.3 implies that there exists a connected unipotent $K$-group $V$ such that $V(K) = U^*_R(K)$. Write $V = V^0 > V^1 > V^2 > \cdots$ for the lower central series of $V$. Since $V$ is defined over $K$ we have

$$V^0(K) = U^*_R(K), V^1(K) = [U^*_R(K), U^*_R(K)], \ldots, V^{i+1}(K) = [V^i(K), V^0(K)], \ldots$$

where $i \geq 1$. In particular the nilpotency rank of $U^*_R(K)$ (as an abstract group) coincides with the nilpotency rank of $V$ (as an algebraic group). Write $e$ for this quantity and note that $e \leq s \leq r$, where $s$ is the nilpotency rank of $U$ (as an algebraic group). The first lemma allows us to “descend” the lower central series of $V$.

**Lemma 6.4.** Fix an integer $i \geq 2$. Suppose that a set $A^* \subset U^*_R(K)$ satisfies

$$A^*/V^{i-1}(K) = U^*_R(K)/V^{i-1}(K).$$

Then $(A^*)_k/V^i(K) = U^*_R(K)/V^i(K)$ for some $k \ll r$.

**Proof.** For $i = 2, \ldots, e$, define the map

$$f^i : U^*_R(K)/V^{i-1}(K) \times (U^*_R(K) \cap V^{i-2}(K))/V^{i-1}(K) \to U^*_R(K)/V^i(K);$$

$$(aV^{i-1}(K), bV^{i-1}(K)) \mapsto [a, b]V^i(K).$$

Write $F^i$ for $(f^i(U^*_R(K)/V^{i-1}(K), (U^*_R(K) \cap V^{i-2}(K))/V^{i-1}(K)))$. By the definition of the lower central series, $F^i = V^{i-1}(K)/V^i(K)$. Now observe that $F^i$ is an elementary $p$-group; then $F^i \cong \langle \mathbb{Z}/p\mathbb{Z}\rangle^{c_i}$ for some positive integer $c_i \leq r^2$. We may choose a basis for $F^i$ in the image of $f^i$; thus the basis has form $\{[h_1, k_1], \ldots, [h_{c_i}, k_{c_i}]\}$, where $h_l, k_l \in U^*_R(K)/V^{i-1}(K)$ for $l = 1, \ldots, c_i$.

Now choose $a_t, b_t \in u$ such that $\exp(a_t)V^{i-1}(K) = h_t$ and $\exp(b_t)V^{i-1}(K) = k_t$ for $l = 1, \ldots, c_i$. We proceed similarly to the proof of Lem. 3.12. Then

$$f^i(h_t, k_t) = [\exp(a_t), \exp(b_t)]V^i(K) = (1 + [a_t, b_t])V^i(K).$$

What is more, for $s, t \in \mathbb{Z}/p\mathbb{Z}$,

$$[\exp(sa), \exp(tb)]V^i(K) = (1 + st[a, b])V^i(K).$$

As $s, t$ range over $\mathbb{Z}/p\mathbb{Z}$, the set of these elements forms a subgroup $F_t^i$ of $U^*_R(K)/V^i(K)$ of size $p$. Now observe that

$$(A^*)_{A_t}V^i(K) \supset f(A^*/V^{i-1}(K), (A^* \cap V^{i-2}(K))/V^{i-1}(K)).$$

We conclude that $(A^*)_{A_t}V^i(K)$ contains $F_t^i$ for $l = 1, \ldots, c_i$. 
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Now, since \([b_1, k_1], \ldots, [b_{c_i}, k_{c_i}]\) is a basis for \(F^i\), it follows that \(F^i = F^i_1 \cdots F^i_{c_i}\). Since \(c_i \leq r^2\), we conclude that \((A^*)_{4r^2+1}/V^i(K) \supseteq V^{i-1}(K)/V^i(K)\). Then \((A^*)_{4r^2+1}/V^i(K) = U_R(K)/V^i(K)\) as required.

\[\square\]

**Lemma 6.5.** Suppose that a subset \(A^*\) of \(U_R(K)\) satisfies

\[
(S^1_i S^2_j \cdots S^i_{e_i})(K)/U^i(K) \subset A^*/U^i(K)
\]

for all \(i = 1, \ldots, s\). Then \((A^*)_k/V^1(K) = U_R(K)/V^1(K)\) for some \(k \ll_r 1\).

**Proof.** We prove the result by “descending” the lower central series of \(U\). Observe first that \(A^*/U^1(K)U^i(K)\) equals

\[
A^*/U^1(K) = (S^1_i \cdot S^1_{e_i})(K)/U^1(K) = U_R(K)/U^1(K) = U_R(K)/V^1(K)U^1(K).
\]

Now fix an integer \(i \geq 1\), and assume that \(A^*/V^1(K)U^j(K) = U_R(K)/V^1(K)U^1(K)\). Since the nilpotency rank of \(U\) is at most \(r - 1\), it is sufficient to prove that

\[
(A^*)_k/V^1(K)U^{i+1}(K) = U_R(K)/V^1(K)U^{i+1}(K)
\]

for some \(k \ll_r 1\).

Observe that

\[
(U_R(K) \cap U^j(K))/V^1(K)U^{i+1}(K) \leq (S^i_{e_i+1} S^1_2 \cdots S^i_{e_i+1})(K)/V^1(K)U^{i+1}(K).
\]

Now \(V^1(K) < U_R(K) \leq U(K)\) and \(V^1(K) \ll U(K)\); this means, in particular, that \((U_R(K) \cap U^i(K))/V^1(K) = U_R(K) \cap U^i(K)/V^1(K)\). It follows that

\[
(U_R(K) \cap U^i(K)V^1(K))/V^1(K)U^{i+1}(K) = (U_R(K) \cap U^i(K))/V^1(K)U^{i+1}(K).
\]

Since \(A^*/V^1(K)U^{i+1}(K)\) contains \((S^i_{e_i+1} S^1_2 \cdots S^i_{e_i+1})(K)/V^1(K)U^{i+1}(K)\), (6.5) and (6.6) imply that

\[
(A^*)_2/V^1(K)U^{i+1}(K) = U_R(K)/V^1(K)U^{i+1}(K)
\]

as required. \(\square\)

**Lemma 6.6.** Let \(j \geq 1\) be an integer. Suppose that a set \(A^*\) is such that \(A^*/U^j(K)\) is a subset of \(U_R(K)/U^j(K)\) and

\[
(S^1_i S^2_j \cdots S^i_{e_i})(K)/U^i(K) \subset A^*/U^i(K)
\]

for all \(i = 1, \ldots, j\). Then \((A^*)_k/U^j(K)\) contains \(U_R(K)/U^j(K)\) for some \(k \ll_r 1\).

**Proof.** Observe first that \(U_R/U^1\) is equal to \(S^1_i S^2_j \cdots S^i_{e_i}\). Thus the statement is true for \(j = 1\) (\(k\) is equal to 1 in this case).

Now assume the statement is true for \(j - 1\). Thus there exists \(k \ll_r 1\) such that \((A^*)_k/U^{j-1}(K)\) contains \(U_R(K)/U^{j-1}(K)\). Note that \((A^*)_k/U^1(K) \subseteq U_R(K)/U^j(K)\).

We prove that the statement is true for \(j\), and the result follows by induction.

To make matters more transparent, we work inside \(G/U^j\); in other words we assume that \(U^j\) is trivial. Then, by assumption, the following are true:

(a) \(A^* \subseteq U_R(K)\);
(b) \((A^*)_k/U^{j-1}(K) = U_R(K)/U^{j-1}(K)\);
(c) \(A^* \supseteq (S^1_i S^2_j \cdots S^i_{e_i})(K)\).
We are required to prove that \((A^*)_{k'} = U_R(K)\) for some \(k' \ll_r 1\). Observe first that Lem. 6.5 implies that \((A^*)_{k'}/V^1(K) = U_R(K)/V^1(K)\) for some \(k' \ll_r 1\).

We apply Lem. 6.4 with \(i = 2\). We conclude that \((A^*)_{k''}/V^2(K) = U_R(K)/V^2(K)\) for some \(k'' \ll_r 1\).

Now we iterate this procedure for \(i = 3, \ldots, e\); since \(e \leq r\) we obtain, as required, that
\[(A^*)_{k'''} = U_R(K)\]for some \(k''' \ll_r 1\). \(\square\)

The next lemma allows us to assume that we have elements that “almost lie on the torus”. Recall the definition of \(t_R(g)\) given in §3.5.

**Lemma 6.7.** Suppose that a set \(A^* \subseteq G(K)\) contains a set \(W_j\) such that \(W^j/U^j(K) = U_R(K)/U^j(K)\). Then there exists a set \(A^1\) in \((A^*)^1\), such that \(A^1/U = A^*/U\), and \(t_R(g) = 0\) for all \(g \in A^1\), and all root subgroups \(R\) of height at most \(j - 1\).

**Proof.** Take \(g \in A^*\), and write \(g\) in terms of weight subgroup elements:
\[g = x_{R_1}(s_1)x_{R_2}(s_2) \cdots x_{R_k}(s_k)t\]
where \(x_{R_i}(s_i) \in R_i, t \in T\), and the weights are written in order of increasing height.

Then, by assumption, there exists \(h \in A^1\) such that
\[hU^j(K) = x_{S_1}(-s_1) \cdots x_{S_e}(-s_e)U^j(K)\]
Now \(hg\) has the property that \(hgU = gU\), and \(t_R(hg) = 0\) for all \(R \in (\Phi_r^*)^1\).

We perform the above procedure \(j - 1\) times, and we obtain an element \(g_0 \in (A^*)_r\) such that \(g_0U = gU\) and \(t_R(hg) = 0\) for all root subgroups \(R\) of height at most \(j - 1\). \(\square\)

The next step is to show that, under our hypotheses, we can obtain the product of root subgroups of any given height. First a technical lemma similar to Lem. 5.2.

**Lemma 6.8.** Write \(G = UT\), and let \(E\) be the Cartan subgroup such that \(E(\overline{K}) = C_{G(\overline{K})}(T(\overline{K}))\). Let \(g \in G(K)\) be such that \(g\) is outside the kernel of every root. Consider the map
\[\phi_g : G(\overline{K}) \rightarrow U(\overline{K}), \ h \mapsto [g, h]\]
Then,
\[(a) \ \phi_g(((S_1 \cdots S_i)(K))/U^j(K)) = (((S_1 \cdots S_i)(K))/U^j(K)\) for every \(i \geq 1\);\n\[(b) \ \phi_g((U_RU^{j-1})(K)) \subset (U_RU^j)(K)\) for every \(j \geq 1\);\n\[(c) \ If we assume that \(U^j\) is trivial, and \(g, h \in (EU^{j-1})(K)\), then we have that \(\phi_g(h(U_A \cap U^j)(K)) \subseteq \phi_g(h)(U_A \cap U^{j+1})(K)\)\]
for every \(i, j \geq 1\).

**Proof.** Note first that \([G, G] = U\), hence the function \(\phi_g\) is well-defined.

Consider (a): we are required to prove that the map \(\phi_g\) induces a bijection from the group \((S_1 \cdots S_i)(K)/U^j(K)\) to itself. Suppose that \(\phi_g\) were to map two elements \(g_1, g_2\) to the same element, then \(g\) would commute with \(g_1g_2^{-1}\), and this can only happen if \(g_1g_2^{-1}\) is the trivial element of \((S_1 \cdots S_i)(K)/U^j(K)\).
For (b) and (c) note first that, for \( h, h' \in G(\overline{K}) \),
\[
\phi_g(hh') = [g, hh'] = ghh'g^{-1}(h')^{-1}h^{-1} = ghg^{-1}[g, h']h^{-1} = ghg^{-1}h^{-1} \cdot h[g, h']h^{-1} = \phi_g(h) \cdot h[g, h']h^{-1}.
\]
(6.7)

Now for (b): take \( h \in (U_RU^{j-1})(K) \). We can write \( h = h_1h_2 \), where \( h_1 \in U_R(\overline{K}) \) and \( h_2 \in U^{j-1}(\overline{K}) \). Since \( U_R \) is normal in \( G \) we have \( \phi_g(h) \in U_R(K) \). Further
\[
[g, h_1] \in (S_i^1 \cdots S_i^j U^j)(K).
\]
Since \( (S_i^1 \cdots S_i^j U^j)(K) \) is normal in \( G \), we conclude that
\[
\phi_g(h) \in (U_R S_i^1 \cdots S_i^j U^j)(K) = U_R U^j(K)
\]
as required.

Finally (c): take \( g, h \in (EU^{j-1})(K) \). Observe that, since \( U^{j-1}(\overline{K}) \) is central in \( G(\overline{K}) \), \( U_A(\overline{K}) \) is normal in \( (EU^{j-1})(\overline{K}) \).

Now consider (6.7) with \( h' \in (U_A \cap U^j)(K) \) for some \( i \leq j \). We need to show that \( h[g, h']h^{-1} \in (U_A \cap U^{i+1})(K) \). Since \( [U^i, U^j] = U^{i+1} \) and \( U_A(\overline{K}) \) is normal in \( (EU^{j-1})(\overline{K}) \), we conclude that \( [g, h'] \in (U_A \cap U^{i+1})(K) \); the result follows. 

**Lemma 6.9.** Fix \( j \geq 1 \) an integer. There exists \( k \ll 1 \) such that \( A_k \) contains a set \( A^* \) such that \( A^*/U^j(K) \) is a subset of \( U_R(K)/U^j(K) \) and \( A^* \) projects surjectively onto
\[
(S_i^1 S_i^2 \cdots S_i^j)(K)/U^i(K)
\]
for all \( i = 1, \ldots, j \).

**Proof.** Our hypotheses imply that the lemma is true when \( j = 1 \). We assume that \( j > 1 \) and apply induction, assuming that the statement holds for \( j - 1 \). Thus we assume that there exists \( l \ll 1 \) such that \( A_l/U^{j-1}(K) \) contains a set \( A^* \) such that \( A^*/U^{j-1}(K) \) is a subset of \( U_R(K)/U^{j-1}(K) \) and \( A^* \) projects surjectively onto
\[
(S_i^1 S_i^2 \cdots S_i^j)(K)/U^i(K)
\]
for all \( i = 1, \ldots, j - 1 \).

In fact, by working in \( G/U^j \) rather than \( G \), it is sufficient to assume (as we do from here on) that \( U^j \) is trivial. Lem. 6.6 implies that there exists \( k \ll 1 \) such that \( A_{kl} \cap U_R(K) \) contains a set \( X \) such that \( X/U^{j-1}(K) = U_R(K)/U^{j-1}(K) \).

**Root subgroups of height \( j \).** Define the algebraic group \( H = E^{U^j-1} \), where \( E \) is a fixed Cartan subgroup \( E = T \times U_A \). Observe that, by [Hum75, §7.5], \( H \) is connected. Now apply Lem. 2.10 with \( G = G(K) \) and \( H = H(K) \) (We know that \( AH/H = G/H \) because we know that (a) \( AU^{j-1}(K)/U^{j-1}(K) \) contains \( U_R(K)/U^{j-1}(K) \) (and so \( AH/H = U_R(K)H/H \) and (b) \( U_R(K)E(K) = G(K) \) (Lem. 3.11). We obtain \( A = A \cdot (A_3 \cap H(K)) \); thus \( A \cap H(K) = (A \cap H(K))(A_3 \cap H(K)) \subset (A_4 \cap H(K)) \)).

Now observe that Lem. 6.7 implies that there exists \( k \ll 1 \) such that \( A_k \) contains a set \( A^\dagger \) such that \( A^\dagger/U(K) = A/U(K) \), and \( t_R(g) = 0 \) for all \( R \in (\Phi_R^{\dagger})^{\leq j} \) and \( g \in A^\dagger \); in particular, \( A^\dagger \) is a subset of \( H(K) \). Without loss of generality we assume that \( k \geq 4 \), and take \( A^* = A_k \cap H(K) \).
We write $H$ as a product of unipotent radical and torus, $H = U_HT$, in the usual way. Note that $U_H/U_HT = U_AU_j^{-1}$ and, in particular, $H$ is of exponential type. Write $H_0 = H/(U_H)^1$, and apply Prop. 5.3 to the set $A^*/(U_H)^1(K)$.

If (a) holds, then Lem. 2.7 implies a contradiction to (6.3). If (b) holds, then, by Lem. 2.6, $|A^n|/k ≥ C|A^n|$ for some $k ≪ r$ and so, by Lem. 2.5, $|A^n| ≥ C|A|$ for some $k' ≺ r$. This is a contradiction to (6.4).

Thus we conclude that (c) holds: $(A^*)_k/(U_H)^1(K), k ≺ r, 1$, contains a normal subgroup $H$ of $U_H/(U_H)^1(K)$ such that $(A^*)/(U_H)^1(K)/H$ is abelian.

We are assuming that $U(K) ⊂ ⟨A⟩$ (by Lem. 6.3). In particular, $(S_1^j \cdots S_{e_j}^j)(K) ⊂ ⟨A⟩$; hence $(S_1^j \cdots S_{e_j}^j)(K) ⊆ ⟨A \cap H⟩ ⊆ ⟨A^*⟩$.

Observe that $(U_H)^1 ≤ U_A$ since $U_A$ is normal in $U_H$ and $U_H/U_A$ is abelian. Observe, furthermore, that no element of $(S_1^j \cdots S_{e_j}^j)(K)$ centralizes $T(K)$. We conclude that $A^*/(U_H)^1(K) ⊇ (S_1^j \cdots S_{e_j}^j)(K)/(U_H)^1(K)$, and so $A^*/U_A(K) ⊇ (S_1^j \cdots S_{e_j}^j)(K)/U_A(K)$.

Now (6.3) implies that there exists $g ∈ A$ lying outside the kernel of every root; Lem. 6.7 implies that we can take $g$ to lie in $A^* ⊆ H(K)$. By Lem. 6.8 (a) and (c), this implies that $φ_g(A_k \cap H(K))$ contains a representative of $h(U_A(K) ∩ U^j(K))$ for every $h ∈ (S_1^j \cdots S_{e_j}^j)(K)$ and, iterating, that $φ_g(A_k \cap H(K))$ contains a representative of $h(U_A(K) \cap U^j(K))$ for every $h ∈ (S_1^j \cdots S_{e_j}^j)(K)$. Since $U^j$ is trivial, this means that $φ_g(A_k \cap H(K))$ contains $(S_1^j \cdots S_{e_j}^j)(K)$; since $φ_g(A_k \cap H(K)) ⊂ A_k$, $k' ≺ r$, 1, we are done.

**Root subgroups of height** $< j$. We must now examine the groups $(S_1^j \cdots S_{e_j}^j)(K)$ for $i = 1, \ldots, j - 1$. We know that for some $k' ≺ r, 1$, $A_k'$ contains a subset $A^*$ such that $A^*/U^{j-1}(K)$ is a subset of $U_R(K)/U^{j-1}(K)$ and $A^*/U^j(K)$ contains $(S_1^j \cdots S_{e_j}^j)(K)/U^j(K)$ for all $i = 1, \ldots, j - 1$. We need to deal with the possibility that $A^*$ is not a subset of $U_R(K)/U^j(K)$.

Let $g$ be an element of $A$ such that $g$ is outside the kernel of every root. By Lem. 6.8, $φ_g(A^*) ⊂ A_{k' + 2}$ satisfies (a) $φ_g(A^*)/U^j(K) ⊇ (S_1^j \cdots S_{e_j}^j)(K)/U^j(K)$ for all $i ≤ j - 1$, (b) $φ_g(A^*) ⊂ U_RU^j$. We set $k = 2k' + 2$ and are done.

**Corollary 6.10.** Under the hypotheses of this section, there exists $k ≺ r, 1$ such that $A_k$ contains $U_R(K)$.

**Proof.** Take $j$ to be the length of the lower central series for $U$; so $U^j = \{1\}$; note that $j < r$. Then we apply Lem. 6.9 using this value of $j$; this implies that there exists $k ≺ r, 1$ such that $A_k$ contains $(S_1^j \cdots S_{e_j}^j)(K)$ for $i = 1, \ldots, j$. Now Lem. 6.6 implies that there exists $k'$ such that $A_k'$ contains $U_R(K)$.

7. The proof

We are now ready to prove Thm. 1. We abandon all previous hypotheses, except for those given in the statement of the theorem.

**Proof of Thm. 1.** Take $A ⊂ GL_r(K)$ such that $⟨A⟩$ is solvable. By Prop. 4.3, $⟨A⟩$ has a subgroup $H$ such that $[⟨A⟩ : H] ≺ r, 1$, and $H$ lies in $B(K') \cap GL_r(K)$ for some Borel
subgroup $B/K'$ and some finite field $K'$. By Prop. 4.1, we can assume (as we do) that $\langle A \rangle = H$.

If $p \leq r$ then $|\langle A \rangle| < r^2$, and so (b) holds with $S = \langle A \rangle$ and $U_R = O_p(S)$. Assume from here on that $p > r$.

Let $G$ be as in Lem. 6.3. In particular, $G = UT$ is a connected, solvable linear algebraic subgroup of $GL_r$ defined (and trignolizable) over a finite extension of $K$; moreover $G$ is of exponential type in $GL_r$ and $U(K) \subseteq \langle A \rangle \subseteq G(K)$. Define $\Phi_R$ and $\Phi_R^*$ as usual.

Let $D$ be a positive number (we will fix its value in terms of $C$ in due course). Suppose that $|A_2 \cap \ker_G(\alpha(R_j))(K)| \geq \frac{1}{D}|A|$ for some $R_j \in \Phi_R^\ast$. Then redefine $A$ to equal $A_2 \cap \ker_G(\alpha(R_j))(K)$, and redefine $G$ to equal $\ker_G(\alpha(R_j))$; note that, by Cor. 3.17, the dimension of a maximal torus in $G$ has decreased.

Now test to see whether $U(K) \subseteq \langle A \rangle$; if not, redefine $G$ in line with Lem. 6.3 so that $U(K) \subseteq \langle A \rangle$. Next test, as before, for a large intersection with a root kernel. Repeat until we have a set $A^\ast$ and a group $G = UT$ such that $U(K) \subseteq A^\ast$, and $|A^\ast \cap \ker_G(\alpha(R_j))(K)| \leq \frac{1}{D}|A|$ for all $R_j \in \Phi_R^\ast$.

Since $|U(K)| < p^r$ and $\dim T < r$, this process must terminate after less than $r^3$ repeats. This means in particular that $|A^\ast| \geq \frac{1}{D^3}|A|$. If $G$ is nilpotent, then we are done; thus we suppose that this is not the case. Observe that the assumptions of Section 5 are satisfied for $A^\ast/U_1^1(K)$ in $(G/U_1^1)(K)$. We apply Prop. 5.3.

If (a) holds, then Lem. 2.7 implies that $|(A^\ast)_k \cap \ker_G(\alpha(R))(K)| \geq \frac{1}{D}|A|$, for some $R \in \Phi_R^\ast$ and some $k \ll r 1$; this is a contradiction.

If (b) holds, then $|(A^\ast/U_1(K))_k| \geq D|A^\ast/U_1^1(K)|$. An application of Lem. 2.6 implies that

$$|(A^\ast)_4k| \geq D|A^\ast| \geq D|A A^{-1} \cap G(K)|.$$ 

Then Lem. 2.5 implies that $|A_{4k+1}| \geq D|A|$, and finally Lem. 2.1 implies that

$$|A_3| \geq D^5|A|$$

for some $\delta \ll r 1$. Now fix $D = C^\frac{1}{2}$ and Thm. 1 is proved.

Finally we assume that (c) holds. Then $(A^\ast)_k/U_1^1(K)$ contains the non-trivial subgroup $U_R(K)/U_1^1(K)$ for some $k \ll r 1$, and the hypotheses of Section 6.1 are all fulfilled for the set $(A^\ast)_k$ lying in $G(K)$.

Cor. 6.10 implies that there exists $k' \ll r 1$ such that $(A^\ast)_{kk'}$ contains $U_R(K)$. Now $U_R(K)$ is normal in $G(K)$, and Lem. 3.11 implies that $G(K)/U_R(K)$ is nilpotent. Set $S = (A) \cap G(K)$; we know that $|A^\ast| \geq \frac{1}{D^r}|A|$ and so $|A_k \cap G(K)| \geq C^{-\frac{3}{r}}|A|$ with $k \ll r 1$.

We are almost done: we know that $U_R(K)$ is normal in $S$; if $U_R(K)$ is normal in $\langle A \rangle$, then set $U_R := U_R(K)$ and we are finished. Suppose instead that $U_R(K)$ is not normal in $\langle A \rangle$.

Prop. 4.3 implies that $\langle A \rangle$ contains a subgroup $H$ such that $|\langle A \rangle : H| \ll r 1$, and $H$ lies in $B(K') \cap G(K)$ for some Borel subgroup $B/K'$ and some finite field $K'$.

If $p$ is bounded above by a function of $r$ then the same is true for the order of a Borel subgroup of $GL_r(K)$. Now Prop. 4.3 implies that the same is true for the order of any abstract solvable subgroup in $GL_r(K)$. This in turn implies that (b) holds with $S = \langle A \rangle$ and $U_R = O_p(S)$.
We assume, therefore, that $p$ is not bounded above by a function of $r$; in particular we take $p$ to be greater than $[\langle A \rangle : H]$. This implies that a Sylow $p$-subgroup of $H$ is a Sylow $p$-subgroup of $\langle A \rangle$. Since $H$ lies in a Borel subgroup of $\text{GL}_r(K)$, a Sylow $p$-subgroup of $H$ is normal in $H$; it is equal to $O_p(H)$. All Sylow $p$-subgroups of $\langle A \rangle$ lie in $H$, hence they all coincide with $O_p(H)$; we conclude that $O_p(H)$ is normal in $\langle A \rangle$ and is equal to $O_p(\langle A \rangle)$.

For $a \in A$ and $H \leq S$ we write $H^a$ to mean the conjugate $aHa^{-1}$. We give an algorithm to produce the required group $U_R$. Start by setting $U_R := U_R(K)$ and fix $a \in A$ so that $U_R \neq U_R^a$. Since $O_p(H)$ is normal in $\langle A \rangle$ and $U_R \leq O_p(H)$ we have that $U_R^a \leq O_p(H)$ for all $a \in A$. In particular $|U_R \cdot U_R^a| = p|U_R|$. Furthermore, since $U_R \leq S$, we have that $U_R^a \leq S^a = S$ and so $U_R \cdot U_R^a \leq S$. Finally, observe that $U_R \cdot U_R^a \leq A_{2k+2}$.

If $U_R \cdot U_R^a$ is normal in $\langle A \rangle$ then we are done: we redefine $U_R$ to be $U_R \cdot U_R^a$ and $k$ to be $2k + 2$, and (b) holds with $U_R \leq \langle A \rangle$. If $U_R \cdot U_R^a$ is non-normal in $\langle A \rangle$ then we may repeat the above argument - choosing $a'$ such that $(U_R \cdot U_R^a)^{a'} \neq U_R \cdot U_R^a$ to yield a still larger group $(U_R \cdot U_R^a)^{a'} \cdot (U_R \cdot U_R^a) \subseteq A_{2(2k+2)+2}$. Now a chain of unipotent subgroups of $\text{GL}_r(K)$, $U_1 > U_2 > \ldots$, has length less than $r^2$, and so we can repeat the above process less than $r^2$ times before we yield a subgroup $U_R$ which lies in $A_{k'}$ for some $k'' < r$, 1, which is normal in $\langle A \rangle$ and which, along with the subgroup $S$, satisfies all the conditions of Thm. 1.

\[ \square \]

8. Theorem 2

In this section we prove Thm. 2, which is an extension of Thm. 1 to the situation where $\langle A \rangle$ is not necessarily solvable. Our proof uses Thm. 1 as well as a result of Pyber and Szabó. Thm. 2 should be considered joint work with them. We begin with the key result of Pyber and Szabó.

**Theorem 4.** [PS, Cor. 103] Let $K = \mathbb{Z}/p\mathbb{Z}$ and let $A$ be a subset of $\text{GL}_r(K)$ such that $A = A^{-1}$. Then, for every $C \geq 1$, either

(a) $|A \cdot A \cdot A| \geq C|A|$, or else

(b) there are two subgroups $P \leq H \leq \text{GL}_r(K)$, both normal in $\langle A \rangle$, such that

- $P$ is perfect, and $H/P$ is solvable;
- a coset of $P$ is contained in $A \cdot A \cdot A$; and
- $A$ is covered by $C^{O_r(1)}$ cosets of $H$.

We can drop the condition that $A = A^{-1}$ provided we replace occurrences of $A \cdot A \cdot A$ in the statement with $A_3$. Thm. 4 effectively reduces the study of growth in $\text{GL}_r(K)$ to the study of growth in solvable sections of $\text{GL}_r(K)$.

Next we reproduce [PS, Prop. 105] (including a proof for completeness):

**Proposition 8.1.** Let $H$ be a finite group and $P$ a normal subgroup with $H/P$ solvable. If $F$ is a minimal subgroup such that $PF = H$ then $F$ is solvable.

**Proof.** Let $M$ be a maximal subgroup of $F$. If $M$ does not contain $F \cap P$ then $(F \cap P)M = F$ which implies $PM = PF = H$, a contradiction. Hence all maximal subgroups of $F$, and therefore $\Phi(F)$, the Frattini subgroup of $F$, contain $F \cap P$. But $\Phi(F)$ is nilpotent [Rob82, 5.2.15] and so $P \cap F$ is nilpotent. Now $F/F \cap P \cong PF/P = H/P$ is solvable; we conclude that $F$ is solvable.

\[ \square \]
We need some simple technical lemmas; the first is a strengthening of Lem. 2.4 for normal subgroups.

**Lemma 8.2.** Let $G$ be a group and $H$ a normal subgroup thereof. Let $A \subseteq G$ be a non-empty finite set. Let $l$ be the number of cosets of $H$ intersecting $A$, and set $B = AA^{-1} \cap H$. There are $l$ elements $a_1, \ldots, a_l \in A$ such that $A$ is contained in $a_1B \cup \cdots \cup a_lB$.

**Proof.** Let $c \in G$ so that $cH \cap A$ is non-empty. Fix $a_1 = ch \in cH \cap A$; for any element $ch' \in cH \cap A$ we have
\[
ch' = (ch')(ch)^{-1}(ch) = (ch'h^{-1}c^{-1})(ch) \in B(ch) = (ch)B.
\]
We can repeat this process for each coset such that $cH \cap A$ is non-empty; since there are only $l$ of these, the result follows. 

**Lemma 8.3.** Let $R, R'$ be subgroups of a group $G$. Let $A, B$ be subsets of $G$. Then
\[
|AB| \geq \frac{|A \cap R| \cdot |B \cap R'|}{|AA^{-1} \cap R \cap R'|}.
\]

**Proof.** It is obvious that $|AB| \geq |(A \cap R) \cdot (B \cap R')|$. Now if distinct pairs $(x, y), (x', y') \in (A \cap R) \times (B \cap R')$ have the same image under the multiplication map $(x, y) \mapsto xy$, then $x^{-1}x' = y(y')^{-1}$, and so $x^{-1}x'$ lies in both $R$ and $R'$. 

**Lemma 8.4.** Let $R$ be a subgroup of a group $G$. Let $A$ be a subset of $G$, and $a$ an element of $A$. Then
\[
|A^4| \geq \frac{|A \cap R|^2}{|AA^{-1} \cap R \cap aRa^{-1}|}.
\]

**Proof.** First of all, notice that
\[
|AAA^{-1} \cap aRa^{-1}| \geq |aAa^{-1} \cap aRa^{-1}| = |A \cap R|.
\]
Now apply Lem. 8.3 with $R' = aRa^{-1}$ and $B = AAA^{-1}$. 

For the final part of the proof of Thm. 2 we will need the concept of the degree of an algebraic variety. Rather than give a full treatment of this concept we refer the reader to [Hel11, §2.5.2] where, for an affine algebraic variety $V$, the degree $\deg(V)$ is defined as a vector
\[
(d_0, d_1, \ldots, d_k, 0, 0, 0, \ldots),
\]
where $k = \dim(V)$ and $d_j$ is the degree of the union of the irreducible components of $V$ of dimension $j$. If $V$ is pure-dimensional, then $\deg(V)$ has only one non-zero entry which we write $\deg(V)$.

We will need the version of Bezout’s theorem given as [Hel11, Lem. 2.4] and proved in [Dan94, p. 251]:

**Lemma 8.5.** Let $X_1, X_2, \ldots, X_k$ be pure-dimensional varieties in $\mathbb{P}_n$; let $Z_1, Z_2, \cdots, Z_l$ be the irreducible components of the intersection $X_1 \cap X_2 \cap \cdots \cap X_k$. Then
\[
\sum_{j=1}^l \deg(Z_j) \leq \prod_{i=1}^k \deg(X_i).
\]
In order to state some consequences of this result we need some notation. Write $\overrightarrow{d}$ to mean a vector of integers $(d_1, \ldots, d_k, 0, 0, \ldots)$ for which all entries are zero after some finite index $k$. We say that the vector $\overrightarrow{d}$ is bounded above in terms of a variable $r$ if $k \ll_r 1, d_1 \ll_r 1, \ldots$, and $d_k \ll_r 1$. Similarly, a vector $(d_1, \ldots, d_k, 0, 0, \ldots)$ is bounded above in terms of vectors $\overrightarrow{d_1}, \ldots, \overrightarrow{d_k}$ if the numbers $k, d_1, d_2, \ldots, d_k$ are bounded above by functions depending only on the number of non-zero entries in $\overrightarrow{d_1}, \ldots, \overrightarrow{d_k}$, and on the value of those entries.

It is easy to see that Bezout’s theorem implies that, for any varieties $V_1, V_2, \ldots, V_k$ (pure-dimensional or otherwise), the degree $\deg(W) = (d_1, \ldots, d_k, 0, 0, \ldots)$ of the intersection $W = V_1 \cap V_2 \cap \cdots \cap V_k$ is bounded above in terms of $\deg(V_1), \deg(V_2), \ldots, \deg(V_k)$ alone.

We will apply Bezout’s theorem via the following two results; the proof of the first is based on the proof of [Hel11, Prop. 4.1]. We need one more definition: for an algebraic variety $X$ of dimension $d$ define the dimension vector of $X$ to be the vector $(s_0, s_1, \ldots, s_d, 0, 0, \ldots)$ where $s_i$ is the number of components of $X$ of dimension $i$.

**Lemma 8.6.** Let $X$ and $Y$ be varieties in $\mathbb{P}_n$ such that $X \subsetneq Y$. Write
\[(s_0, s_1, \ldots, s_k, 0, 0, \ldots)\]
(resp. $(t_0, t_1, \ldots, t_l, 0, 0, \ldots)$) for the dimension vector of $X$ (resp. $Y$). There exists a non-negative integer $m$ such that if $n > m$ then $t_n = s_n$, and $t_m < s_m$.

**Proof.** For $i \in \mathbb{N}$ write $X_i$ (resp. $Y_i$) for the union of components of $X$ (resp. $Y$) of dimension $i$. Let $m$ be the minimum integer such that $X_n = Y_n$ for all $n > m$; since $X \neq Y$ are distinct we know that $m \geq 0$. Clearly $t_n = s_n$ for $n > m$. Clearly $Y$ does not contain all of $X_m$, thus the number of components of $Y_m$ is $t_m < s_m$.

**Corollary 8.7.** Let $\{X_i : i \in \mathbb{N}\}$ be a set of distinct varieties in $\mathbb{P}_n$ whose degree vectors are bounded above uniformly in terms of some variable $r$. There exists an integer $N \ll_r 1$ such that if
\[(8.1) \quad X_0 \supseteq X_0 \cap X_1 \supseteq X_0 \cap X_1 \cap X_2 \supseteq \cdots \supseteq X_0 \cap X_1 \cap X_2 \cap \cdots \cap X_n,\]
then $n < N$.

**Proof.** Suppose that (8.1) holds for some $n$. Since the degree vector of $X$ is bounded above in terms of $r$, so too is the dimension vector of $X$. Now apply Lem. 8.6 repeatedly, first with $X = X_0$ and $Y = X_0 \cap X_1$, then with $X = X_0 \cap X_1$ and $Y = X_0 \cap X_1 \cap X_2$, etc. Lem. 8.5 (and the comments after it) implies that, after $m \ll_r 1$ iterations, either $X = Y$ (and the result follows) or the dimension vector of $Y$ has form $(t_0, 0, \ldots, 0)$; what is more $t_0 \ll_r 1$. In this case the variety $X$ consists of $t_0$ points. We can apply Lem. 8.6 at most a further $t_0$ times; either $X = Y$ holds before we complete these iterations (and the result follows), or else $X_0 \cap X_1 \cap \cdots \cap X_N$ is the empty variety, and the result follows.

In order to apply Bezout’s theorem we will need information about the degree of some varieties that we have already encountered.

**Lemma 8.8.** Let $A \subset B(K)$, where $K = \mathbb{Z}/p\mathbb{Z}$ and $B$ is a Borel subgroup of $GL_n$. Let $G$ be the connected, solvable $K'$-group $G = UT$ defined in Lem. 6.3. Let $\Phi_K$ be a set of roots for $G$. Then
• $G$ is an affine algebraic variety of degree bounded above in terms of $r$;

• Let $\eta_1, \ldots, \eta_m \subset \Phi^*_R$; then $G_I = \ker_G(\eta_1) \cap \cdots \cap \ker_G(\eta_m)$ is an affine algebraic variety of degree bounded above in terms of $r$.

Proof. The group $G = UT$ where $U$ and $T$ are varieties lying in affine subspaces $A_1$ and $A_2$ which intersect only in $\{e\}$; thus, to bound the degree of $G$, it is sufficient to bound the degree of $U$ and $T$.

The group $U$ is constructed in Lem. 6.2; it is defined by equations $f_i(\log X)$ for some linear functions $f_i$; thus, in particular, $U$ has degree bounded above in terms of $r$.

Write $B = U_rT_r$ for the decomposition into torus and unipotent radical; then the group $T = N_{T_r}(U)$; this group is considered in Lem. 3.15. The group $T_r$ is conjugate to the set of invertible diagonal matrices; this set is defined by equations of degree at most $r + 1$. Then the proof of Lem. 3.15 implies that to define $T$ we require only the equations defining $T_r$ as well as some linear equations; we conclude that $T_r$ and hence $G$, has bounded degree.

Now the proof of Cor. 3.17 implies that the group $G_I$ is defined as a subset of $G$ by linear equations; hence it too has bounded degree.

We are ready to prove Thm. 2.

Proof. Take $A$ as prescribed, and apply Thm. 4 to $A \cup A^{-1} \cup \{1\}$. If (a) holds, then $|A_3| \geq C|A|$ and we are done. Suppose instead that (b) holds; then we have two subgroups $P \leq H \leq \text{GL}_r(K)$ with the given properties. Note that the group $P$ is a subset of $A_3A_3^{-1}$.

Next apply Prop. 8.1 to the two subgroups $P$ and $H$; we obtain a solvable subgroup $F \leq \text{GL}_r(K)$ such that $PF = H$. Define $A' = A_3A_3^{-1} \cap H$ and consider the natural projection map

$$\pi : H \to H/P = PF/P \cong F/F \cap P.$$ 

Now $\pi(A')$ can be thought of as a subset of $F/F \cap P$; write $D$ for the full pre-image of $\pi(A')$ in $F$.

We apply Thm. 1 to $D$ with constant $C^{47}$. If (a) holds, then $|D_3| \geq C^{47}|D|$. Since $D$ is the full pre-image of $\pi(A')$ this implies that $|\pi(A')_3| \geq C^{47}|\pi(A')|$. Now Lem. 2.6 implies that $|\pi(A')_8| \geq C^{47}|A'|$; since $(A')_8 \subseteq A_8 \cap H$ and $A' \geq A^{-1}A \cap H$, Lem. 2.5 implies that $|A_4| \geq C^{47}|A|$; finally the Tripling Lemma yields that $|A_3| \geq C|A|$ and we are done.

Suppose that (a) of Thm. 1 does not hold with respect to $D$. Then (b) holds and we obtain two groups, $S \leq F$ and $U_R \leq F$, with the given properties. In particular, since $K = \mathbb{Z}/p\mathbb{Z}$ we know that both $S$ and $U_R$ are normal in $(D)$.

Let $\phi : F \to F/F \cap P$ be the natural projection map; observe that $\phi(D) = \pi(A')$. It is easy to check that the conclusions of Thm. 1 apply to $\pi(A')$ as a subgroup of $F/F \cap P$; that is to say the subgroups $\phi(S)$ and $\phi(U_R)$ are normal subgroups of $(\pi(A'))$, such that $\phi(S)/\phi(U_R)$ is nilpotent, $(\pi(A'))_{k'}$ contains $\phi(U_R)$ and $\pi(A')$ is contained in $C^{O_r(1)}$ cosets of $\phi(S)$. Here $k'$ depends only on $r$.

Now we take the preimage, $\pi^{-1}$, of all of these objects in $H$. We obtain groups $S' = \pi^{-1}(\phi(S))$ and $U'_R = \pi^{-1}(\phi(U_R))$ such that $S'/U'_R$ is nilpotent and $A'$ lies in $C^{O_r(1)}$ cosets of $S'$. What is more, since $A'$ contains $P$ and $(\pi(A'))_{k'}$ contains $\phi(U_R)$, we conclude that $U'_R$ lies in $(A')_{k'+1}$. Recall that $A$ lies in $C^{O_r(1)}$ cosets of $H$ by Thm. 4; hence, by Lem.
8.2. A lies in $C^{O_r(1)}$ translates of $A'$; together these facts imply that $A$ lies in $C^{O_r(1)}$ cosets of $S'$.

There is one problem remaining: the groups $U'_R$ and $S'$ need not be normal in $\langle A \rangle$. Observe that $\langle A \rangle$ acts as an automorphism group of the group $H/P$ (since $H$ and $P$ are both normal in $\langle A \rangle$). Recall that $H/P \cong F/F \cap P$ where $F$ is a solvable subgroup of $\text{GL}_r(K)$.

1. The group $H_1$ can be chosen to be normal. By Prop. 4.3 we know that $F$ intersects $B(K)$ for some Borel subgroup $B$ such that $F_0 = F \cap B(K)$ is normal in $F$ and $|F:F_0| < r$. Note that the group $P_0 = O_p(F_0)$ is a $p$-group normal in $F_0$, and $F_0/P_0$ is abelian of order coprime to $p$. We may assume that $p$ is larger than any function of $r$ (since, otherwise, Thm. 2 follows trivially - (b) holds with $F_0$ normal in $F$; indeed we have that $(|F/P_0|, p) = 1$ and so $F_0$ is a normal Sylow $p$-subgroup of $F$).

Since the group $U_R$ specified in Thm. 1 is unipotent, it is a $p$-group, and we know that $U_R$ is a subgroup of $P_0$. Since $P_0$ is characteristic in $F$, the action of $\langle A \rangle$ on $H/P \cong F/F \cap P$ induces an action on $P_0/(F \cap P)$. Let $aU_R^{-1}/(F \cap P)$ be a conjugate of $U_R/(F \cap P)$ by an element of $A$ that is not equal to $U_R/(F \cap P)$. Then $U_RaU_R^{-1}$ is a subgroup of $P_0$ that is strictly larger than $U_R$. Since $P_0$ has subgroup chains $P_0 > P_1 > \cdots$ of length at most $r^2$, we can only repeat this process at most $r^2$ times until we obtain a subgroup $H'_1$ of $P_0/(F \cap P)$ that is normalized by $\langle A \rangle$ (in the induced action on $P_0/(F \cap P)$). The preimage in $S$ of $H'_1$ is a normal subgroup, $H_1$, of $\langle A \rangle$ lying in $A_{k''}$ for some $k'' \ll 1$. Since it is strictly greater than $U'_R$ we know that $S'/H_1$ is nilpotent.

2. The group $H_2$ can be chosen to be normal. We begin with a claim: The group $S$ in $F$ is equal to $\langle D_B \rangle \cap G_0(K)$ where $G_0$ is an algebraic group of degree bounded above in terms of $r$, $D_B$ is some subset of $D_l \cap B(K)$ for some $l \ll 1$, and $G_0(K)/U_R$ is nilpotent.

To prove the claim, we must recall how the group $S$ was constructed in the proof of Thm. 1. The first reduction comes via Prop. 4.1 in which $S$ is constructed as the intersection of $\ll 1$ conjugates of $S_H$, a subgroup of $\langle D_B \rangle$ for $D_B$ some subset of $D_l \cap B(K)$. Lem. 8.5 implies that it is sufficient to prove that $S_H = \langle D_B \rangle \cap G_1$ where $G_1$ is a linear algebraic group of degree bounded above in terms of $r$.

Let $G$ be the linear algebraic group from Lem. 6.3 with $A = D_B$. The proof of Thm. 1 given in §7 defines $S$ to be $\langle D_B \rangle \cap G_1(K)$ where $G_1$ is the intersection of a number of root kernels in $G$; now Lem. 8.8 implies that $G_1$ has degree bounded above in terms of $r$.

Finally observe that the group $U_R$ is constructed with respect to $G_1$ so that $G_1(K)/U_R$ is nilpotent. Since $G_0 \leq G_1$ we conclude that $G_0(K)/U_R$ is nilpotent and the claim is proved.

Now suppose that $G_0$ is not normalized by the action of $\langle A \rangle$ on $H/P$. Thm. 1 implies that there exists $\delta \ll r$ and $k \ll r$ such that $|D_k \cap S| \geq C^{-\delta}|D|$.

Suppose that $|D_kD_k^{-1} \cap S \cap aSa^{-1}| \leq C^{-2\delta-4k/15}|D|$ for some $a \in \langle A \rangle$. We apply Lem. 8.4 with $R = S$ and $A = D_k$ to obtain that

$$|D_k| \geq \frac{|D_k \cap S|^2}{|D_kD_k^{-1} \cap S \cap aSa^{-1}|} \geq \frac{C^{-2\delta}|D_k|^2}{C^{-2\delta-4k/15}|D_k|} = C^{4k-2/15}|D|.$$
An application of Lem. 2.1 implies that $|D_3| \geq \frac{\sqrt{3}}{16}C|D|$ and, just as before, this implies that $|A_3| \geq C|A|$ and so (a) holds and we are done.

Suppose, instead, that $|D_kD_{k-1}^\perp \cap S \cap aSa^{-1}| \geq C^{-2k-\frac{4k-2}{15}}|D|$ for all $a \in \langle A \rangle$. Then $|D_{2k}\cap(S\cap aSa^{-1})| \geq C^{-2k-\frac{4k-2}{15}}|D|$, and (b) of Thm. 1 holds with $S$ replaced by $S\cap aSa^{-1}$, $k$ replaced by $2k$, and $\delta$ replaced by $2\delta + \frac{4k-2}{15}$.

We iterate this procedure, choosing elements $a_1, a_2, \ldots$ so that

$$G_0 > G_0 \cap a_1G_0a_1^{-1} > G_0 \cap a_1G_0a_1^{-1} \cap a_2G_0a_2^{-1} > \cdots.$$  

Note that all containments here are strict. If, at any point, we obtain growth, i.e., $|A_3| \geq C|A|$, then we are done as (a) of Thm. 2 holds. Suppose that this does not happen. Then we apply Cor. 8.7 with $X_0 = G_0, X_1 = a_1G_0a_1^{-1}, X_2 = a_2G_0a_2^{-1}$ and so on. We conclude that there are at most $m \ll k$, $1$ elements $a_1, \ldots, a_m$ which satisfy (8.2). Thus the intersection $G_0 \cap a_0G_0a_0^{-1} \cap a_1G_0a_1^{-1} \cap \cdots \cap a_mG_0a_m^{-1}$ is normalized by the action of $\langle A \rangle$. We call this intersection $H$ and note that, in particular, $D$ lies in $C^{O_k(1)}$ cosets of $H(K)$.

Now write $D_1 = \langle D^a \mid a \in \langle A \rangle \rangle$, and set $H'_2 = D_1 \cap H(K)$. This is normalized by the action of $\langle A \rangle$ on $H/P$, and hence $H_2 = \pi^{-1}(H'_2)$ is a normal subgroup of $\langle A \rangle$. Since $G_0(K)/U_R$ is nilpotent we know that $H_2/H_1$ is nilpotent. Finally, since $D$ lies in $C^{O_k(1)}$ cosets of $G_0(K)$, we conclude that $A'$ lies in $C^{O_k(1)}$ cosets of $H_2$, and Lem. 8.2 implies that $A$ lies in $C^{O_k(1)}$ cosets of $H_2$.  

9. **Theorem 3**

In this section we prove Thm. 3. Before we do this, we must explain the three new pieces of terminology that were used in the statement of Thm. 3; the first two are due to Tao [Tao10, Tao08]; the third was also first defined by Tao [Tao10], however we prefer to work with the slightly different definition of [Toi], which is in line with that in [BGT12].

In what follows we set $G$ to be a group and $C > 1$, a real number.

We define a subset $A \subseteq G$ to be a $C$-approximate group if $A = A^{-1}$ and there exists $X \subseteq G$ such that $X = X^{-1}$, $|X| \leq C$ and $AA \subseteq XA$.

For two subsets $A, B \subseteq G$, we say that $A$ is $C$-controlled by $B$ if $|B| \leq C|A|$ and there exists $X \subseteq G$ such that $|X| \leq C$ and $A \subseteq XB \cap BX$.

Finally we need the notion of a coset nilprogression, which we define in two stages as follows.

Let $x_1, \ldots, x_r$ be elements that generate a nilpotent group of nilpotency class $s$ and let $L = (L_1, \ldots, L_r)$ be a vector of positive integers. Then the set of all products in the $x_i$ and their inverses, in which each $x_i$ and its inverse appear at most $L_i$ times between them, is called a nilprogression of rank $r$ and step $s$.

Now a coset nilprogression of rank $r$ and step $s$ is a subset of $G$ of the form $\pi^{-1}(Q)$, where $G_0$ is a subgroup of $G$, $H$ is a finite normal subgroup of $G_0$, $\pi : G_0 \to G_0/H$ is the quotient map, and $Q$ is a nilprogression of rank $r$ and step $s$ in $G_0/H$.

In what follows we will denote a coset nilprogression of this form by $HP$, in order to emphasise that it is a collection of cosets of the subgroup $H$. The set $P$ appearing in this notation is not, in general, uniquely defined, a fact that will not affect anything that follows.
We need to connect these new notions to growth, and the next two results do just that. The first is due to Tao [Tao08]; the formulation given here can be found as part of [BG11a, Prop. 3.1].

**Lemma 9.1.** Let $A$ be a set in a group $G$ and $C > 1$, a real number.

(a) If $|AAA| \leq C|A|$, then the set

$$B := \{ a_1a_2a_3 \mid a_1, a_2, a_3 \in A \cup A^{-1} \}$$

is a $C^{O(1)}$-approximate group and $A$ is $C^{O(1)}$-controlled by $B$.

(b) If $1 \in A$ and $A$ is a $C$-approximate group, then $|A_3| \leq C^2|A|$. 

(c) If $A$ is a $C$-approximate group, then $A^n$ is $C^{n+1}$-controlled by $A$.

We now state the key result of Tointon [Toi, Thm. 1.4]

**Theorem 5.** Let $G$ be a nilpotent group of nilpotency class $s$, and let $A \subseteq G$ be a $C$-approximate group. Then there exists a coset nilprogression $HP$ of rank $C^{O(1)}$ such that

$$A \subseteq HP \subseteq A^{C^{O(1)}}.$$

**Corollary 9.2.** Let $G$ be a nilpotent group of nilpotency class $s$, and let $A \subseteq G$ be a $C$-approximate group. Then $A$ is exp$(C^{O(1)})$-controlled by a coset nilprogression of rank $C^{O(1)}$ contained in $A^{C^{O(1)}}$.

**Proof.** Lem. 9.1 implies that $A^{C^{O(1)}}$ is $C^{O(1)}$-controlled by $A$, i.e., $A^{C^{O(1)}}$ is exp$(C^{O(1)})$-controlled by $A$. Now Thm. 5 tells us that $A^{C^{O(1)}}$ contains a coset nilprogression $HP$ of rank $C^{O(1)}$ containing $A$. It follows that $A^{C^{O(1)}}$ is exp$(C^{O(1)})$-controlled by $HP$, and so $A$ is exp$(C^{O(1)})$-controlled by $HP$ as well.  

We need one final lemma due to Tao [Tao08, Lem. 3.6]; it is the non-abelian analogue of Ruzsa’s covering lemma.

**Lemma 9.3.** Let $A, B$ be finite subsets of a group $G$ and $C > 1$. If $|B : A| \leq C|B|$ (resp. $|A \cdot B| \leq C|B|$), then there exists a finite set $Y \subseteq A$ such that $|Y| \leq C$ and $A \subseteq B^{-1}YB$ (resp. $A \subseteq YBB^{-1}$).

We can now prove the main result of this section.

**Proof of Thm. 3.** We assume, without loss of generality, that $1 \in A$; since $A$ is symmetric this implies that $A_3 = AAA$. Now Lem. 9.1 implies that $|A_3| \leq C^2|A|$.

It will be convenient to assume that $C^2 > 2$. If this were not the case, then Lem. 2.2 implies that $A_3 = \langle A \rangle$ and the result holds with the coset nilprogression taken to be $\langle A \rangle$.

Now we apply Thm. 2 with constant $C^2$ and conclude that (b) holds - let $H_1$ and $H_2$ be the given subgroups, $k$ the given positive integer such that $A_k \supseteq H_1$.

Let $A' = A_{2k} \cap H_2$. Then Lem. 2.5 and Lem. 2.1(b) imply that

$$\frac{|A'|^2}{|A'|} = \frac{|(A_{2k} \cap H_2)^3|}{|A_{2k} \cap H_2|} \leq \frac{|A_{6k} \cap H_2|}{|A_{2k} \cap H_2|} \leq \frac{|A_{6k+1}|}{|A|} \leq (C^2)^{6k-1}.$$

We apply Prop. 8.1 to obtain a solvable subgroup $F < \text{GL}_r(K)$ such that $H_1F = H_2$. Consider the natural projection

$$\pi : H_2 \to H_2/H_1 = H_1F/H_1 \cong F/(F \cap H_1).$$
Then Lem. 2.6 implies that
\begin{equation}
\frac{|\pi(A')_3|}{|\pi(A')|} = \frac{|\pi(A'_2)|}{|\pi(A')|} \leq \frac{|A'_3|}{|A'|} = C^{O_r(1)}.
\end{equation}

Prop. 4.3 implies that $F$ has a normal subgroup $Q_F$ such that $|F : Q_F| \ll r$ and $Q_F$ is a subgroup of $B(K)$, where $B$ is a Borel subgroup of $GL_r$ defined and trigonalizable over $K'$, a field extension of $K$ of degree at most $r$. Since $B(K)$ has abelian Sylow $t$-subgroups for $t \neq p$, and a unique Sylow $p$-subgroup of nilpotency class at most $r$, any nilpotent section of $Q_F$ has nilpotency class at most $r$.

Write $D$ for the set $\pi(A')$ and write $Q$ for the image in $H_2/H_1$ of $Q_F(F \cap H_1)/(F \cap H_1)$ under the isomorphism $F/(F \cap H_1) \to H_2/H_1$. In particular, since $Q_F(F \cap H_1)/(F \cap H_1) \cong Q_F/(F \cap H_1 \cap Q_F)$, $Q$ is nilpotent of class at most $r$.

Prop. 4.4 implies that there are subsets $D_{Q,1}, D_{Q,2} \subset D_k \cap Q$, $J_1, J_2 \subset D_k$, where $k \leq O_r(1)$ such that
\begin{equation}
\bigcup_{g \in J_2} gD_{Q,2} \supset D \subset \bigcup_{g \in J_1} D_{Q,1}g
\end{equation}
and $|D_{Q,1}|, |D_{Q,2}| \gg_r |D|$ and $|J_1|, |J_2| \ll |F : Q| \ll r$. Let $E = D_{Q,1} \cup D_{Q,2}$. Then (9.1) implies that $|EEE| \leq C^{O_r(1)}|E|$; by Lem. 9.1, this means that $E_3$ is a $C^{O_r(1)}$-approximate group.

We apply Cor. 9.2 to conclude that $E_3$ is $\exp(C^{O_r(1)})$-controlled by a coset nilprogression $HP$ of rank $C^{O_r(1)}$ contained in $(E_3)^{C^{O_r(1)}}$. In other words, there is a set $X$ with $|X| \leq \exp(C^{O_r(1)})$ such that $E_3 \subset HPX \cap XHP$. Then $D \subset HPXJ_2 \cap J_1XHP$. Since
\begin{equation}
|J_1|X \cup XJ_2 | \leq |X||J_2| + |J_1||X| \leq O_r(1) \cdot \exp \left( C^{O_r(1)} \right) = \exp \left( C^{O_r(1)} \right),
\end{equation}
and so $D$ is $\exp(C^{O_r(1)})$-controlled by a coset nilprogression $HP$ of rank $C^{O_r(1)}$.

The preimage of $HP$ in $H_2$, $\pi^{-1}(HP) = H_1HP$, is a coset nilprogression of rank $C^{O_r(1)}$ that $\exp(C^{O_r(1)})$-controls the set $A'$. What is more, by definition, $H_1HP$ is contained in $A'^{C^{O_r(1)}}$. Let $W$ be a set of cardinality $\exp(C^{O_r(1)})$ such that $A' \subseteq WH_1HP \cap H_1HPW$.

Define $B = A_k \cap H_2$ and, appealing to the Tripling Lemma, observe that
\begin{equation}
|AB|, |BA| \leq |A_{k+1}| \leq C^{O_r(1)}|A| \leq C^{O_r(1)}|B|.
\end{equation}
Then Lem. 9.3 implies that there exist sets $Y_1, Y_2$, both of cardinality $C^{O_r(1)}$, such that $Y_2BB^{-1} \supset A \subseteq B^{-1}BY_1$; in particular $A \subseteq Y_2A' \cap A'Y_1$. We may assume that $1 \in Y_1 \cap Y_2$. We conclude that
\begin{equation}
A \subseteq Y_2WY_1H_1HP \cap H_1H_1HPY_2WY_1.
\end{equation}
In other words, $A$ is $\exp(C^{O_r(1)})$-controlled by $H_1HP$, as required. \qed
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