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Abstract The automatic grading of free-form answers is gaining importance. This paper presents the only system we know of capable of grading free-form diagrammatic answers. Our approach identifies the parts of a diagram that carry specific meaning in that domain, termed minimal meaningful units (MMUs), and matches them with equivalent parts in a model solution. The result of the matching is used to calculate the grade and to generate appropriate feedback. The matching is complicated by errors, omissions, and superfluous items in the student answer. Matching and grading are controlled by parameters which can be adjusted for pedagogic reasons. Our approach has been successfully applied to a variety of diagram types and grades diagrams at least as well as a human marker. We describe a series of tools that allow the easy creation of questions, marking schemes, and diagram editors suitable for online assessment and embedding in a VLE quiz engine.
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1 Introduction

As the popularity of e-learning has grown, so has the use of online quizzes for e-assessment. A major shortcoming in online quizzes is the lack of support for freely-created diagram-based responses, analogous to free-text written answers. In systems with diagrammatic responses, marking (grading) will likely be by a human expert. In addition, students want the ability to draw diagrams in online assessment to support their answers even when diagrams were not requested. Therefore, we set out to produce a system that would automatically grade student produced diagrams.

Marking diagrams without human intervention means that the system must deal effectively with answers that are either only partially correct (in some way) or are equivalent but not identical to the model solution. Dealing with this imprecision is the main substance of our research.

Our work contrasts with semi-automatic marking [1, 2] in which the marking system supports the human marking process. These systems present the human marker with an answer that has not been graded. The human grades that answer and the system applies the same grade to equivalent answers. This process is repeated until all answers are marked and can save considerable time.
Another avenue of research into the use of diagrams in computer science concentrates on using diagrams to express reasoning. For instance, Venn/Euler diagrams can be used to express sets and membership, and existential graphs can be used to express formulae in first order predicate calculus \[3\]. Much work has been done to determine the logical power of such diagrams and to provide correct deduction systems for diagrammatic formulae \[4, 5\]. However, the focus in that work is on the role of diagrams as well-formed representations of logical statements; imprecisions in the diagrams would eliminate the reasoning power of the diagrams. This contrasts with our work, where the emphasis is on extracting as much information as possible from an imprecise diagram.

## 2 Motivation

Students regularly produce imprecise diagrams: diagrams that do not match the expected diagram either because they do not follow the expected syntax or because the semantics of the student’s diagram do not match the semantics of the solution. There are many ways that a diagram can deviate from the expected diagram revealing an equally wide variety of misunderstandings. As well as providing a summative grade for a submission, we endeavour to provide formative feedback to correct these misunderstandings.

We were initially interested in entity-relationship diagrams as they formed part of our computing curriculum. We noticed a set of common errors and wanted a way to allow students to practice their modelling skills. We analysed other diagrams used for modelling in computing and other disciplines and found they have similar properties. We therefore set out to investigate whether we might be able to treat a whole range of diagrams in a similar fashion. Other diagram marking work often concentrates on one kind of diagram, normally entity-relationship diagrams \[1\].

Our marking approach is to compare the student-drawn diagram with a model answer. This comparison provides the basis for marking and feedback.

We do not require students to use a tool that enforces syntactic correctness on their diagrams. This allows freedom of expression, and many errors, but provides the opportunity to give feedback on a wider range of misunderstandings.

## 3 Almost Graph-Like Diagrams

Our analysis of diagrams showed that most diagram types with defined syntactic rules, used for communication and modelling, can be considered graphs, with nodes and arcs. Fig. 1 shows a typical entity-relationship diagram (ERD) using a notation that occurs in one of our modules \[6\]. It consists of a set of entity types representing objects of interest in the model and conventionally denoted by rectangles with rounded corners. Each entity type has a label to identify it. In a correct ERD, entity types should have unique labels but we do not enforce this constraint in the drawing tool. This is an example of relaxing constraints but which makes the process of comparing two diagrams more difficult.
The entity types (often referred to simply as entities) are connected by piecewise linear lines. The lines represent relationships between entities. A relationship is either binary (between two different entities) or recursive (a relationship between an entity and itself, also known as a self-relationship). A line representing a relationship can have various adornments conveying additional information. In Fig. 1, relationship lines can have ‘crowsfeet’ and/or small circles which convey information about the relationship’s cardinality (how many of one entity type are related to how many of the other entity type) and participation (whether each entity of one type must be related to an entity of the other type). A relationship also has an identifying label. It is clear that this diagram is a graph with adornments.

Fig. 2 shows an ERD with relationships which are represented not by lines but by spatial relationships. Here, rectangles (entity types) occur inside other rectangles, representing subtyping. For example, the Parent and Child entity types are subtypes of Person. These spatial relationships are not labelled. The need to represent these types of relationship means that diagrams are almost graph-like.
There are several versions of ERD. For example, Fig. 3 shows an example of the Chen notation [7]. In this notation, the relationship label, *attends*, is placed within a diamond shape and the cardinality and participation attributes are indicated by labels (1 and 1..n) and number of lines respectively. In ERDs, it is also common to represent attributes of entities on a diagram. In Fig. 3, the attributes of a Doctor are shown as ovals with labels (Name, Surgery and Specialism) and are associated with the entity type by short, unadorned lines.

Unified Modelling Language (UML) diagrams have less syntactic variation than ERDs. UML class diagrams (Fig. 4) show great similarity with ERDs. Things of interest (classes) are represented by rectangles and relationships (called associations) between them are denoted by lines. The lines have adornments that play similar roles to those in ERDs. UML class diagrams have several types of relationship, all denoted by lines. The relationships are distinguished by different types of line (solid/dashed) and different adornments. Spatial relationships do not occur in class diagrams. It is quite clear that UML class diagrams can also be represented by graphs with the nodes representing classes and edges representing associations.

UML sequence diagrams (Fig. 5) are more complex than either ERDs or UML class diagrams and illustrate a different property. A UML sequence diagram has two kinds of things: objects represented by labelled rectangles appearing at the top of the diagram and activations represented by long, thin vertical rectangles appearing below the objects. There are sub-activations represented by smaller rectangles attached to the sides of the larger activations. There are four kinds of relationship in this diagram.

Fig. 3. An ERD in Chen notation.

Fig. 4. A UML class diagram showing multiplicities and role names.
activations are associated with objects, indicated by a vertical, dashed line (known as a timeline),
activations are associated with one another by arrowed horizontal lines (representing the flow of a message from one object to another),
activations are associated with sub-activations by an arrowed line,
activations associated with the same object are in a sequence denoted by their position on the timeline.
It is also possible for there to be associations between an activation belonging to one object and a different object (no example shown on the figure). A relationship between an activation and one of its sub-activations is similar to a recursive relationship in an ERD.
A sequence diagram contains the notion of time which increases downwards. The inclusion of time in sequence diagrams introduces a global spatial relationship which is not present in either ERDs or class diagrams. Again, sequence diagrams are almost graph-like, with the additional spatial representation of time.
Our final example, flow diagrams, comes from biology. An example of a flow diagram is shown in Fig. 6 and depicts the flow of hormones between glands. In this type of diagram there is only one type of object of interest (glands), each represented by a rectangle. The arrowed lines represent the flow of hormones. The significant new feature is the fact that flows can affect flows, indicated by an arrow from a gland (OVARY) to another flow (FSH).
These different diagram types, drawn from different domains, can all be expressed as graph-like structures, with some extensions. This indicates that our approach is widely applicable.

4 Comparing Diagrams

Our approach to automatic marking is based on comparing diagrams: a student diagram is compared with a model solution diagram. This comparison forms the basis...
of the marking and feedback generation, as the marker will have identified the parts of
the student's diagram that match the model answer and those that do not. In general,
there could be more than one model solution; in such cases, the answer is matched
with each solution in turn and marking and feedback is based on the best-matching
solution. Without loss of generality in what follows we shall assume that there is one
model solution.

4.1 Definitions

A concrete diagram, belonging to some domain of interest, is constructed from two
basic types of drawn element: two-dimensional figures which we refer to as boxes,
and (piecewise linear) lines which we refer to as links. Boxes and links can have
attributes (also known as adornments in the case of links).

There are certain combinations of drawn elements that we describe as minimal
meaningful units (MMUs). An MMU is defined as a partial diagram belonging to the
domain of interest which, if any element is deleted, no longer has meaning in that
domain. MMUs can be aggregated into meaningful units (MUs). For example, a box
on its own is an MMU and a link together with the two boxes that it connects is also
an MMU.

An answer is the diagram produced by a student, which is likely to be imprecise.
The solution is a model solution diagram. We are interested in comparing an answer
with one or more solutions.

4.2 Similarity Measures

Diagrams are compared by identifying and comparing the MMUs in each diagram.
The first step is to identify those MMUs in the answer that ‘correspond’ to MMUs in
the solution. However, due to imprecision in the student diagram, an MMU in the

Fig. 6. A Biological flow diagram.
answer may correspond with an MMU in the solution but not be identical (for example, because the attributes differ in some way). Therefore, we use a measure of similarity between MMUs.

A similarity measure is a value in the range [0..1] in which 0 represents no similarity (meaning that the MMUs have nothing in common) and 1 represents complete similarity (the MMUs are identical). In most diagrams types there are two MMUs: objects, and relationships between objects (including the terminal objects). MMUs may overlap. The similarity between two objects is based on the similarity of their label identifiers and their attributes, and the similarity between two relationships is based on the similarity the objects that they relate and of their adornments. To date, we have assumed that the similarity of objects and relationships of different types is zero. This has proven to be sufficient for our purposes, but is an area for further research.

The similarity of two objects, \( sim(o_1, o_2) \), is the weighted sum of the similarities of their identifying labels, \( sim(l_1, l_2) \) and their attributes, \( sim(a_1, a_2) \):

\[
sim(o_1, o_2) = v \cdot \sim(l_1, l_2) + (1 - v) \cdot \sim(a_1, a_2), \quad 0 \leq v \leq 1
\]

Typically, the similarity of the labels is of more importance in determining the similarity of two objects than their attributes (\( v > 0.5 \)).

The computation of the attribute similarity, \( \sim(a_1, a_2) \), starts by determining which of the attributes of an object in one diagram corresponds to which of the attributes in the other diagram and then finds the average similarity between the matched attributes (we assume that attributes have equal importance). Since the number of attributes of an object in an answer diagram can be different from the number of attributes in the corresponding object in the solution, we choose a correspondence between attributes that maximises the average similarity. If the answer’s object has more attributes, the best match of answer to solution attributes is chosen and there is no penalty for extraneous attributes. Hence, if \( a_{1,i}, i = 1..n \) are the attributes of the specimen object and \( a_{2,j}, j = 1..m \), are the attributes of the student object,

\[
\sim(a_1, a_2) = \frac{\sum \sim(a_{1,i}, a_{2,j})}{n}
\]

where \( a_{2,j} \) is the best match for \( a_{1,i} \). In the final match of objects, each object in each diagram is matched with at most one object in the other diagram.

The similarity of two relationships, \( \sim(r_1, r_2) \), is the weighted sum of the similarities of the objects (or other relationships) which they relate, \( \sim(o_1, o_2) \), and the similarity of their attributes/adornments in the same relative (corresponding) position, \( \sim(a_1, a_2) \).

\[
\sim(r_1, r_2) = w \cdot \sim(o_1, o_2) + (1 - w) \cdot \sim(a_1, a_2), \quad 0 \leq w \leq 1
\]

If a relationship has an identifying label, it is treated as one of the attributes. Unlike objects, relationship attributes can have different importance when calculating similarities. Determination of weights is discussed later.

\[
\sim(a_1, a_2) = \sum w_i \cdot \sim(a_{1,i}, a_{2,j}), \quad \text{where } \sum w_i = 1
\]
When two relationships are compared, the adornments are compared by relative position. For example, the adornments at the ends of both relationships are compared and would have a similarity of 1 only if the adornments were of the same type and had the same value. All positions are compared and the similarity is a weighted sum of the similarities of each position. Spatial relationships are treated similarly.

4.3 The Special Case of Labels

One of the most significant elements on our kinds of diagram is the identifying label. When objects do not have any attributes, the label is the only item of information on which a similarity can be based. In the case of relationships there can be zero or more labels. But comparing labels poses several problems:

1. Synonymous labels can be very different in form but must be viewed as identical.
2. Misspelling, incorrect hyphenation, and non-standard abbreviation can obscure the equivalence between labels in the answer and solution.
3. In several domains, the structure of a label can be a short phrase which requires interpretation. For example, CoreService is the name of an entity in Fig. 2 and check course available is a label on a message in Fig. 5.

By default, we model object labels as noun phrases and relationship labels as verb phrases. This can be overridden by the question setter.

Subsequent processing of labels identifies their main nouns or verbs which are then compared using edit distance, taking synonyms into account. This process also attempts to deal with punctuation in a phrase (including hyphenation) as well as abbreviation.

The most important issue concerns synonyms. The labels occurring in a model solution are only one manifestation of the labels that can legitimately appear. We include commonly occurring synonyms explicitly in the mark scheme (noting that specialist synonyms can exist in the domain of the question). The multiple synonym problem [8] is ameliorated by stemming (to reduce words to a canonical form) and similarity measures (to estimate the closeness of words). In addition, the scenarios used in our questions are designed to limit the growth in synonyms (see [1] for more in scenario design). However, synonyms remain an issue. One way to deal with them is to examine large corpora of student answers to determine more synonyms [9].

5 The Matching Process

The structural similarity between two diagrams is determined by finding the best overall correspondence of MMUs. The process begins by comparing objects of the same type. For example, in ERDs, there is only one type of object (the entities) so each entity is compared with every other entity. As far as possible, each MMU in the answer is matched with an MMU in the solution to give a diagram correspondence. Omissions and errors in the answer will mean that not every MMU in the answer will be matched, and vice versa. The chosen diagram correspondence is the one which
maximises the sum of the similarities of matched MMUs. This process is performed separately for each type of MMU.

The matching process is modified in three ways better to deal with imprecision.

1. Having determined the correspondence between objects of a specific type, if there are objects in the answer and the solution which remain unmatched, the contexts of these unmatched objects are compared to see if there is sufficient evidence for further matches. The context of an object is the set of objects to which it is related. This is useful in determining correspondences where labels are synonymous but the system has no a priori knowledge of this.

2. An initial correspondence of relationships of a given type is deduced based on the related objects alone (i.e. without considering adornments). This produces a plausible match of relationships. This recognises that the most significant determinant of whether two relationships match is the pairs of objects they relate. Adornments are used to update the similarity measure of two relationships once a plausible match has been established.

3. In some domains, there are well-known semantic equivalences between diagrams. For example, in ERDs there are circumstances where a single ‘many-to-many’ relationship can be decomposed into two ‘one-to-many’ relationships without loss of meaning. We call such equivalences clichés. Therefore, the system will examine the student answer to see whether it contains clichés which can match with MMUs in the specimen solution.

Once a correspondence between the student answer and model solution has been determined, a given mark scheme, based on MMUs, is applied (a mark scheme is a description of how marks should be allocated to matched MMUs). The correspondence is also the basis upon which feedback is given.

5.1 Weights and Thresholds

A system of thresholds is used to judge whether or not two aspects are sufficiently similar to be considered to match (that is, where there is sufficient evidence to suggest that a student’s relationship should considered an attempt at drawing a relationship found in the expected diagram). For example, if the similarity between two MMUs is above (or below) a threshold, the MMUs will be considered identical (or completely different). Thresholds are also used in the marking algorithm to determine whether or not to award marks for a particular aspect of a student answer.

A weight represents the relative importance of some aspect of a diagram. The importance is normally determined by the teacher, the person who wishes to impose a particular pedagogy on the system. For example, if the teacher wishes to emphasise the cardinality of a relationship, the weight for that adornment can be increased. In the absence of such teacher selected weights, the system will assign weights equally to all aspects of a diagram. Weights have a value in the range [0..1].

Weights can also be determined by experiment, for example, to optimise the agreement of the marking system with a sample of human marked diagrams.
6 Supporting Applications

In this work, we envisage diagrams being drawn with the aid of software drawing tools rather than hand-drawn sketches. However, while such tools would produce diagrams conforming to the syntax of a specific domain they would not constrain students to that syntax. They can be specified by the teacher with an appropriate amount of freedom of expression for the student according to the chosen pedagogy.

Each domain will have a drawing tool and a marking tool. The drawing tool is shown in Fig 7 and can run either stand-alone or as an applet. We have an application which enables the teacher to specify the domain by specifying the expected types of MMU, adornments and weights. This information is used to drive a generalised drawing tool and a generalised marking engine. The teacher can create different versions of the drawing/marking applications to suit their pedagogy.

The matching and marking processes depend upon the existence of one or more model solutions and a marking scheme (information on how to allocate marks). An application supports the teacher in developing questions, model solutions, mark schemes, and feedback.

7 Effectiveness

To evaluate the performance of the marking algorithm we compared the performance of the automatic marking tool against the grades awarded by experienced human markers. Our early experiments were with ERDs. Initially we used relatively small sets of data to determine how well our approach was working [10]. These early results gave us confidence that marking tool was working sufficiently well for a more detailed evaluation.

To evaluate the marking tool we constructed a 600 diagram corpus, complete with grades awarded by the human markers, and moderated grades (checked for consistency and accuracy by an independent marker). The diagrams were submitted as student answers in an invigilated examination. Our “gold standard” for marking was the moderated grade awarded to the student answers by the independent human markers. The corpus was split to give a development data set (200 diagrams) and an evaluation data set (394).

An additional corpus, with 169 diagrams produced by students taking a second examination, extended the range of ERD features that the marking algorithm used. This corpus was split to give a development set of 72 diagrams and an evaluation set of 97 diagrams. In both corpora the diagrams were graded from 0-7, with grades rounded to the nearest half mark.

In the first corpus, the automatic marker was within 0.5 marks of the moderated human grade in 91% of cases with only 3 diagrams with the maximum difference of 1.5 marks. Where the automated marker and human marker disagreed there was no evidence of bias in the automated marker’s performance. In the second corpus 80% of grades differed by no more than 0.5 marks, with 2% of diagrams having a difference of 2 or more marks. Again there was no evidence of bias in the automatic marker. In
both cases the automatic marker was found to be a better marker (gave grades closer to the moderated, “gold standard”, grade) than the original human markers. [11, 12].

8 Deployment

We have built two applications that have been used by students [13]: one deals with entity-relationship diagrams, one with UML sequence diagrams. Both applications have a set of questions of increasing difficulty that a student can work through. The application marks the student’s attempts and provides feedback in a graphical manner. An early prototype can be examined by downloading it from our website at http://mct.open.ac.uk/Diagrams. Fig. 7 illustrates the interface to the drawing tool.

More recently, a prototype drawing tool and automatic marking engine have been
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Incorporated into the Open University’s Moodle VLE, via the OpenMark quiz engine. Fig. 8 shows a typical question within an OpenMark quiz. The ‘Run Drawing Tool’ button launches an applet containing the appropriate drawing tool for the question, illustrated in Fig. 7. Having drawn an answer, the student submits the diagram to the marking engine.

In formative mode, the marking engine returns feedback which is displayed beneath the question in the student’s browser as illustrated in Fig. 9. The figure also shows that the student can have multiple attempts at the question and, if unsuccessful, view the model solution.

9 Conclusions and Future Work

We have built an automatic marking engine for a class of graph-based diagrams which gives good performance on relatively constrained questions of the type we use in formative assessment. Our experiments with entity-relationship diagrams and UML sequence diagrams have shown that good agreement with human markers is attainable. Nevertheless, we want to perform similar experiments with more diagram types and less constrained questions.

Our work to date has been based on developing bespoke diagram parsers for a small number of domains and subsequently generalizing what we have learned into tools to support a wider range of diagram types. While this is effective, the approach limits the ease with which we can apply our diagram understanding processes to other domains. For example, chemical reaction diagrams contain a significant degree of
information encoded in the relative positioning of elements in the diagram. Our work has, however, informed us about future directions and how we might more easily extend it to more domains. Therefore, we have elected to reformulate our approach as a constraint-based parser [14, 15]. To deal with the imprecision inherent in the diagrams we are addressing, we propose to use soft constraints [16] to indicate which features in the diagram can be malformed while still allowing the diagram to be parsed and interpreted.
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