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Abstract
Climate emulators are a powerful instrument for climate modeling, especially in terms of reducing the computational load for simulating spatiotemporal processes associated with climate systems. The most important type of emulators are statistical emulators trained on the output of an ensemble of simulations from various climate models. However, such emulators oftentimes fail to capture the “physics” of a system that can be detrimental for unveiling critical processes that lead to climate tipping points. Historically, statistical mechanics emerged as a tool to resolve the constraints on physics using statistics. We discuss how climate emulators rooted in statistical mechanics and machine learning can give rise to new climate models that are more reliable and require less observational and computational resources. Our goal is to stimulate discussion on how statistical climate emulators can further be improved with the help of statistical mechanics which, in turn, may reignite the interest of statistical community in statistical mechanics of complex systems.

Impact Statement
This perspective paper assesses the potential for improving the performance of climate emulators with the help of techniques from machine learning and statistical mechanics. It is meant to be accessible to a wide readership and to shed light on this emerging field of climate modeling. The paper is jointly written by a physicist, a statistician, and a computational scientist, which guarantees a multifaceted view.

1. Introduction
Incorporating various physical processes into contemporary climate models has greatly improved their predictive power. Nowadays, climate models typically aggregate a broad spectrum of sensor readings and other types of data. A major increase in resolution has resulted in dramatic improvements in weather forecasting quality over the past 30 years (Masson-Delmotte et al., 2021). Unfortunately, the spread between climate model projections has not changed in years, indicating slow progress despite the greatly
improved physics (Franzke et al., 2022). The climate modeling community has responded to this challenge by identifying a long list of suggested improvements aimed at a comprehensive “multi-physics” climate model. But is “more” necessarily “better?” Adding more physical components comes at a cost as we approach a feasibility limit with respect to model complexity. Computational power keeps pace with demand, but it already takes years to run a set of climate simulations.

The overwhelming complexity of “multi-physics” models and excessive computational resource requirements can be addressed to a certain extent by climate emulators. While no common rigorous definition of climate emulation exists, climate emulators are often grouped into two broad classes: simple or reduced-order deterministic physics models that describe the evolution of some global climate characteristics as output and statistical models serving as “toolboxes” for climate data analysis and statistical projection.

This poses the question if we can we develop climate emulators that solely combine only some very basic and most important physics with statistical prediction to produce climate projections. Statistical mechanics offers a potential remedy to this problem. Historically, statistical mechanics applied probability theory and statistics to large ensembles of microscopic entities to explain macroscopic phenomena. These techniques can also drastically reduce the amount of required knowledge about the physics of a particular system. In addition, by employing machine learning (ML) (Mehta et al., 2019), we can drastically reduce the computational burden of emulating physical processes.

In classical physical climate emulation, for a given selection of physical models, we calculate their physical properties and describe the associated spatial structures. In contrast, developing a statistical mechanics-based emulator amounts to solving the “inverse problem” of finding a suitable statistical model for a given spatial structure measured from available data and analyzed using ML techniques.

In Section 2, we discuss what a climate emulator is and what is the difference between climate simulation and emulation. In Section 3, we describe how statistical modeling and ML can be used to emulate physical processes, in particular, in connection with climate modeling. In Section 4, we discuss a new type of climate emulators for sea ice modeling. The elements of Earth’s cryosphere, such as the summer Arctic sea ice pack, are declining at unprecedented rates that have far outpaced the projections of physical climate emulators. Understanding key processes, such as the spatial evolution of melt ponds that form atop of the Arctic sea ice and control its optical properties, is crucial for improving climate projections. Finally, Section 5 summarizes the general approach to building statistical mechanics-based climate emulators.

2. What is a Climate Emulator?

In addition to the two traditional—the empirical and the theoretical—paradigms of science, the scientific and technological revolutions of the last century gave rise to the computational (1950s and onward) and the (big) data-driven (2000s and onward) paradigms (Agrawal and Choudhary, 2016; Schleder et al., 2019). The computational paradigm is rooted in and intertwined with the theoretical paradigm and fueled by the rapid development in computational capabilities. It is not only seminal for modern climate research, but owes its recent progress to its paramount importance in climate science (Edwards, 2011). Adopting the computational paradigm, costly or practically infeasible physical experiments, which is often the case in ecological and climate research, are replaced with computer models, also known as simulators (Overstall and Woods, 2016). Being typically based on numerical solutions of large systems of ordinary, stochastic or partial differential equations coupled with algebraic or other types of operator equations and inclusions, a simulator gives rise to a mathematical function (also referred to as forward operator). The latter maps the parameters and input data to the outputs of the system. Due to the high complexity of most simulators, this mapping is typically evaluated only for a small number of points carefully selected from the parameter and the input space as part of a computer experiment (Sacks et al., 1989). These evaluations are then used to put forth a surrogate model, termed (statistical) emulator, designed to mimic the output of the system for any selection of parameter and input values (such as various forcing terms) without running the simulator. The emulator can then be used to replace or supplement the simulator when solving a variety of direct
(inference, prediction, etc.) or indirect (optimization and control, parameter estimation/calibration, model validation, etc.) problems (Overstall and Woods, 2016). We refer to Rougier and Goldstein (2014) for a detailed discussion on climate simulators versus emulators.

The recent IPCC report (Masson-Delmotte et al., 2021) defines climate emulators as a type of simplified or reduced physical deterministic models that form the basis of Earth Systems/Global Climate Models or can be used independently to define projections for critical physical variables describing the most rapid processes in the Earth’s system (global temperature change, sea level rise, etc.). However, there exists a solid trend to use an emulator as a tool that is statistically trained on the output of an ensemble of simulations in various climate models (Holden et al., 2015). The use of physics-based emulators requires a quantitative understanding of the framework conditions within which an emulator has acceptable fidelity, either to the full physics model or to the observations of the natural phenomenon. Oftentimes, statistical climate emulators are mere tools to reproduce the climate model output; however, they also have the potential to fill in the gaps in physics-based models when the understanding is not yet sufficient for complete physics-based process modeling. This is a place where statistics meets physics giving rise to statistical mechanics. The central problem of statistical mechanics is computing averages over ensembles of physical quantities, and the principal difficulty is the intractability of those averages for large systems. The standard simulation tool in statistical mechanics is the Monte Carlo method, in particular, the Metropolis algorithm, where a Markov chain starts in some initial state and then “converges” toward an equilibrium state which has to be investigated statistically. A summary of Monte Carlo simulations for climate emulation can be found in Katz (2002) and Baeza and Tweed (2013). A particular example of a climate emulator for estimating CO$_2$ emission based on Monte Carlo techniques is presented in Tsutsui (2021).

In line with the contemporary (big) data-driven paradigm, many researchers are seeking to circumvent or at least minimize the amount of theoretical modeling. Instead of using computer simulations founded upon rational theories (such as fluid dynamics or thermodynamics), the idea they adopt is to directly apply ML techniques to put forth statistical emulators. Simulation-based climate emulators require a lot of computational resources in order to account for a multitude of natural phenomena to provide high-fidelity results. In contrast, data-driven modeling augmented with principal component analysis or nonlinear manifold learning techniques by solely relying on statistical information unwrap a possibility for real-time and low-resource application. Despite numerous attractive sides, purely data-driven approaches bear risks and disadvantages. Such emulators are oftentimes “black boxes” solely developed to optimize some performance metric during the training phase. As such, not only do they typically lack interpretability and transparency, but can be unduly influenced by spurious correlations, may contain and amplify biases, and lead to conclusions that are not backed by the physical system. The recently established field of explainable artificial intelligence or explainable ML (Gagne et al., 2019; Chakraborty et al., 2021; Masrur et al., 2021; Xu et al., 2021) is aimed at improving the explainability of artificial intelligence (AI)/machine learning (ML) models by turning them into transparent “glass boxes.” Additionally, the purely data-driven approach may give rise to emulators that violate the laws of physics. This may render predictions unreliable if not outright contradictory and make them unfit for use in decision-making. Accounting for these and other risks and limitations remains a major challenge in data-driven climate research.

3. Statistical Inference and Machine Learning for Emulating Climate Processes

Over the recent years, ML and AI techniques have proved remarkably beneficial in various fields of computer-aided image data analysis, in particular, computer vision and image processing. Despite some recent progress (Kasim et al., 2020; Weber et al., 2020), however, when applied to modeling temporal dynamics of spatially distributed physical systems, these generic approaches suffer from a variety of challenges when trying to mimic the behavior of numerical solutions to the more conventional partial differential equations. To adequately capture the latter dynamics, it is important to preserve intrinsic properties of the underlying differential equation systems (e.g., Lie symmetries, conservation laws, and
symplecticity) in order to get a physically meaningful picture both for short time spans and on long-term horizons. The statistical nature of ML makes it efficacious at discovering some superficial “autoregressive” patterns but fails at unveiling fundamental properties which can otherwise be discovered using mathematical analysis of differential equations. Eventually, it turns out that in order to get meaningful physics (re)produced by neural networks, we have to penalize any violation of constraints which are mathematical consequences of respective physical systems. The traditional multilayer perceptron model augmented with additional $N$ conservation layers allows to enforce $N$ conservation laws by a special form of the loss function which is calculated over the entire output. By so doing, the result will approximately adhere to the constraints manifold (Beucler et al., 2021). The importance of preserving basic conservation quantities for climate emulators is widely discussed in literature (Jensen, 2021). Imbalances in energy or momentum are known to lead to unrealistic long-term behavior even in case of simple mechanical systems. See Kashinath et al. (2021) for detailed discussion.

Weather and climate simulations emerge from a complex interplay of various meteorological phenomena. It is readily possible to derive complex natural phenomena from first principles. Then, instead of directly using information obtained from sensors that is prone to biases and noises or may be confounded with unknown factors, it is often advantageous to simulate synthetic data, for example, by using generative adversarial networks (GANs; Meyer and Nagler, 2021). These synthetic (typically) spatio-temporal data, being unaffected by the aforedescribed perils, can then be studied with the aid of statistical methods. Encoding information from such time-series data was the subject of intensive research in ML. Long short-term memory (LSTM) machines, the improved version of the recurrent neural networks, resolved the problem of vanishing or exploding gradients in the back-propagation step performed during the training phase, which allows them to store almost arbitrary long-term dependencies in the input sequences. As recently as in 2018, OpenAI trained a robot using LSTM algorithms to manipulate the human hand with unprecedented accuracy. Nevertheless, this promising architecture had only few applications in complicated tasks of climate prediction with a lot of intrinsic statistical dependencies. Preserving physical laws in time-series learning is one of the perspective research directions in this area.

Table 1. Modern approaches to climate emulation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian emulation with Gaussian processes: Drignei and Morris (2006), Ghosh et al. (2014), Overstall and Woods (2016), and Young and Ratto (2011)</td>
<td>Pros: easy estimation and inference; Cons: poor flexibility, poor explainability, not suitable in skewed and heavy-tailed contexts</td>
</tr>
<tr>
<td>Non- and semiparametric Bayesian emulation: Antoniano-Villalobos et al. (2020) and Llorente et al. (2021)</td>
<td>Pros: good flexibility; Cons: computationally challenging to calibrate, prone to “curse of dimensionality,” poor explainability</td>
</tr>
<tr>
<td>Hierarchical models and ensembles: Castruccio et al. (2014), Schwarber et al. (2019), and Tran et al. (2016)</td>
<td>Pros: improved flexibility (for ensembles), improved explainability and ability to handle multiple scales (for hierarchical models); Cons: harder to train, prone to bias</td>
</tr>
<tr>
<td>Conventional statistical learning: Feng et al. (2015) and Nichol et al. (2021)</td>
<td>Pros: good flexibility, easy to train; trade-off between flexibility and explainability usually possible; Cons: prone to “curse of dimensionality”</td>
</tr>
<tr>
<td>Deep learning: Guillaumin and Zanna (2021), Kasim et al. (2020), and Weber et al. (2020)</td>
<td>Pros: exceptional flexibility, resistance to “curse of dimensionality;” Cons: computationally challenging to calibrate, reliance on large training datasets, poor explainability</td>
</tr>
<tr>
<td>Reservoir computers and echo state networks: Nadiga (2021) and Ouyang and Lu (2018)</td>
<td>Pros: improved flexibility, still fewer parameters/easy to train, analog implementations possible; Cons: no explainability</td>
</tr>
</tbody>
</table>
learning, deep learning, and reservoir computers and echo state networks (ESNs). See Table 1. Often-
times, hybrid approaches are employed to improve and customize the trade-off between pros and cons of
individual approaches.

While it may also be tempting to try to categorize climate emulators into those based on supervised or
unsupervised learning, no “clear-cut” classification appears to be possible for a variety of reasons. First,
many climate emulators have both supervised and unsupervised learning aspects to them, for example,
may include unsupervised principal component analysis or autoencoders combined with supervised
artificial neural network (ANN) models for learning the autoregressive pattern. Second, optimization
heuristics based on supervised learning or even reinforcement learning are sometimes used at a “meta”
level to calibrate or update the model. Third, other paradigms, such as transfer learning, are sometimes
additionally employed. Therefore, instead of forcing climate emulators into the “Procrustean bed” of
supervised versus unsupervised learning, we rather decided to structure the following presentation based
on the primary type of model(s) employed. Admittedly, even this approach has some degree of
subjectivity to it as some emulators can still exhibit a hybrid nature.

3.1. Bayesian emulation with Gaussian processes
While allowing for easy estimation, inference, and uncertainty quantification, Bayesian emulators with
Gaussian processes tend to have poor flexibility and explainability and may be not suitable in skewed and
heavy-tailed situations. Nonetheless, they remain popular due to their simplicity.

Focusing on dynamical systems described by a system of partial differential equations discretized by a
finite difference scheme, Drignei and Morris (2006) proposed an empirical Bayesian approach to
computationally efficient surrogates, investigated their approximation quality, and illustrated how this
approach can be applied to modeling nonlinear parabolic dynamics of diffusion processes. In the context
of design of (computer) experiments, Urban and Fricker (2010) advocated for adopting so-called Latin
hypercube designs in lieu of regular designs, especially in high-dimensional parameter spaces. Consid-
ering a simple ad hoc multi-physics climate model consisting of several well-known physical models, the
“predictive skill” (measured by the root MSE) of both approaches was compared providing strong
evidence for the efficacy of the Latin hypercube design at reducing prediction uncertainty. Bayesian
emulators for general (finite-dimensional) multivariate models were previously considered by Overstall
and Woods (2016), whereas Young and Ratto (2011) specifically concentrated on low-order emulators for
linear dynamical systems. Hauser et al. (2012) discussed how ANNs can be used in Bayesian calibration
of climate models. Li and Sun (2019) developed a new efficient way of estimating nonstationary mean
and/or covariance functions (e.g., in connection with transition between the land and the ocean or between
mountains and plains) with application to high-resolution climate model emulation. Using local polyno-
mial approximation of spatially varying parameters in the Matérn covariance function, they proposed a
maximum-likelihood estimation procedure and applied it to analyzing precipitation data.

3.2. Non- and semiparametric Bayesian emulation
Non- and semiparametric Bayesian emulation are much more flexible than their Gaussian counterparts
but pose major computational challenges at the calibration stage and are prone to the “curse of
dimensionality.” Furthermore, they are even more difficult to explain and interpret than Gaussian ones.

Focusing on partially observed Markovian discrete-time processes arising from dynamic state-space
models, Ghosh et al. (2014) proposed a Markov chain Monte Carlo (MCMC) scheme for estimating the
underlying nonparametric model. Holden et al. (2015) demonstrated how low-rank approximations
obtained using singular value decomposition (SVD) can be used in statistical emulation, in particular,
with application to modeling the global climate and vegetation fields and how they affected by changes in
the Earth’s orbit. To construct a statistical emulator for a forward mapping of interest, Villagran et al.
(2016) proposed a nonparametric sampling method to estimate the posterior distribution of respective
parameters by utilizing Voronoi tessellation of the parameter space as an efficient way to generate new points from the posterior distribution without additional evaluations of the forward map.

Adopting the general framework of design and analysis of computer experiments, Antoniano-Villalobos et al. (2020) investigated general multivariate simulators (forward mappings) perturbed by a stochastic “error” term, proposed a statistical emulation procedure based on nonparametric Bayesian density estimation within the one-sample design along with corresponding uncertainty quantification instruments and put forth appropriate probabilistic sensitivity measures. Llorente et al. (2021) presented a new adaptive importance sampling emulation procedure, referred to as regression-based adaptive deep importance sampling framework, based on adaptive regression aimed at minimizing the discrepancy between the proposal and the target density in order to approximate the posterior distribution. Their methodology can be applied to solving both direct (prediction) and inverse (model estimation/calibration) problems, both being of paramount importance in climate modeling. They also developed calibration schemes based on customized MCMC procedure and applied them to several well-known climate models including the community atmospheric model (CAM3.1) provided by the National Center for Atmospheric Research.

Guinness and Hammerling (2018) discussed the impact of data compression on climate models and proposed a statistical compression/decompression algorithm based on summary statistics (akin to features used in ML terminology) and developed a statistical model for the distribution of the full dataset conditioned on summary statistics. Bao et al. (2016) investigated the opposite extreme. They developed an emulator for the CCSM3 climate model conditioned on the past trajectory of atmospheric CO2 concentrations using just one CO2 trajectory. To address data scarcity, Meyer et al. (2021) developed a copula-based synthetic data augmentation to facilitate efficacious and reliable training of ML models that are known to heavy rely on voluminous training datasets to assure that a high generalizability level can be attained.

3.3. Hierarchical models and ensembles

Hierarchical models and ensembles have a number of attractive properties. While ensembles of emulators allow for improved flexibility, hierarchical models offer improved explainability and ability to handle climatological phenomena at multiple scales. On the downside, they are more complex to train than individual models and can be prone to bias.

Castruccio et al. (2014) developed a computationally efficient statistical emulator for coupled climate models under arbitrary forcing scenarios to predict future temperature and precipitation based on the past trajectories of CO2 concentrations. Tran et al. (2016) investigated hierarchical climate models constructed using multilevel emulators (e.g., with respect to spatiotemporal or parameter space resolution) coupled through boundary conditions on respective interfaces. Applying this idea to planet simulator (PLASIM) and energy–moisture balance model emulators, the compound emulator was able to explain more than 90% of variation across the validation ensemble. Schwarber et al. (2019) performed extensive impulse testing of some popular simple climate models (SCMs) with respect to three chemical species (CO2, CH4, and black carbon) to understand the fundamental gas cycle. While comprehensive SCMs were found to perform better than idealized SCMs, all of them failed to adequately respond to black carbon emission perturbations, suggesting that appropriate modifications to respective emulations procedures need to be made. Holden et al. (2019) provided a description of their new “paleoclimate PLASIM–grid-enabled integrated earth system model (ESM) emulator” PALEO-PGEM and documented how it was applied to obtain high-resolution spatiotemporal climate reconstruction over the past 5 million years as it is related to the evolution of the human species. Gaussian process emulation of the SVD procedure applied to the output from ensembles of intermediate-complexity atmosphere–ocean general circulation model underlies the proposed approach.

Dorheim et al. (2020) described the challenges of calibrating statistical emulators based on their experience with Hector v2.5.0 Simplified Climate Model. In particular, they discovered that the emulator must be constrained with multiple output variables to ensure physicality of the output.
Beusch et al. (2020) employed a modular ESM emulator to produce large “crossbred” multimodel constrained ensembles of regionally optimized land temperature projections. Applied to Coupled Model Intercomparison Project (CMIP6) models, they obtained an ensemble combining the most attractive features of these ESMs at both global and local scales. Tebaldi et al. (2020) discussed how statistical emulation can be used to evaluate climate extreme indices under various future scenarios and proposed an error measure to distinguish between systematic emulation errors and internal variability with application to global temperatures. Miftakhova et al. (2020) proposed a low-dimensional time-series emulator for climate models based on artificially designed uncorrelated CO$_2$ emissions scenarios. Applied to emulating MAGICC climate model, mean relative out-of-sample forecast errors did not exceed 2%. Yuan et al. (2021) developed an emulator for the mean and variation fields on high-resolution land grids for the global temperature conditioned on green-house gas emissions and showed efficiency under diverse emission scenarios.

### 3.4. Conventional statistical learning

Climate emulators based on conventional statistical learning techniques, such as nonparametric random forests and support vector machines, are not only quite flexible and easy to train, but offer researchers a trade-off mechanism between flexibility and explainability. At the same time, such emulators can be proved to the “curse of dimensionality” in the presence of noisy or uninformative features.

Using nonparametric random forest regression and computing Gini feature importance measures, Nichol et al. (2021) concluded that the energy exascale earth system model (E3SM) disproportionately relies on some of the climatological quantities when predicting September sea ice averages, which may explain why this model tends to underestimate Arctic sea ice loss. This approach outperformed their earlier contribution (Feng et al., 2015) based on wavelet analysis-support vector machines. Mansfield et al. (2020) proposed an ML approach to uncover relationships between short- and long-term temperature responses to different climate forcing scenarios from a given dataset of climate model simulations. This approach not only accelerates long-term climate emulation, but provides an instrument for early detection of changes and their causes. Watson-Parris (2021) highlighted significant discrepancies between climate and weather emulation from the standpoint of ML methodology involved.

### 3.5. Deep learning

Deep learning approaches offer exceptional flexibility and resistance to the “curse of dimensionality.” At the same time, they typically rely on large training datasets and can be computationally challenging to calibrate. Furthermore, unless additional techniques such as gradient-weighted class activation mapping (Selvaraju et al., 2017) are employed, deep learning emulators have poor explainability.

In addition to conventional Bayesian framework widely used in climate emulation, alternative ML approaches (both deterministic and frequentist) have recently been proposed. Weber et al. (2020) adopted a convolutional neural network (CNN) approach to emulating precipitation in ESMs and applied it to global 1850–1989 precipitation data. Kasim et al. (2020) developed a deep emulator network search algorithm to search through the space of neural network architectures as to optimally adapt to given dynamics. The proposed approach was applied to a wide variety of situations in physics, climatology, seismology, and other fields and shown to produce computationally efficient and accurate emulation results. Gadat et al. (2021) developed a hybrid downscaling method based on U-Net architecture to learn the relationship between large-scale predictors and a local surface variable of interest over the domain of a regional climate model under consideration. Guillaumin and Zanna (2021) trained a CNN on the outputs of the CM2.6 model to obtain a stochastic Deep Learning parameterization of subgrid momentum forcing within macroscale ocean equations capable of predicting both location and scale parameters of the underlying Gaussian distribution. Xu et al. (2021) discussed a variety of post hoc “explanation methods” based on appropriate feature importance measure in the context of multiple-input-single-output emulators.
incorporating a DenseNet encoder. They demonstrated how this approach can be used to visualize features that are important for model prediction.

3.6. Reservoir computers and echo state networks

Reservoir computers and ESNs have improved flexibility over climate emulators based on traditional statistical learning. They typically involve a much smaller number of parameters to tune and, therefore, are significantly easier to train than their deep learning counterparts. Moreover, they allow for analog implementations. Unfortunately, they generally offer no explainability.

In addition to the more prominent ANN models, a very promising new direction is given by reservoir computing (RC). This ML paradigm is capable of capturing the chaotic dynamics typical for highly nonlinear climate systems using reduced-order dynamical models, typically based on a system of nonlinear delay differential equations. In a recent contribution, Nadiga (2021) developed reduced-order climate models using RC and demonstrated that their predictive skill improves upon the linear inverse model and can successfully work even with limited training data. In addition to studying the classical Lorenz dynamics, the proposed approach was applied to emulate the dynamics of the sea surface temperature in the North Atlantic Ocean in the preindustrial control run of the CESM2 climate model. Ouyang and Lu (2018) used ESNs (in addition to multigene genetic programming) for forecasting monthly rainfall and showed that they perform favorably compared to support vector regression.

3.7. Summary

The approaches to climate emulation discussed in this section employ various statistical modeling and ML tools that oftentimes have both supervised and unsupervised aspects to them. Complex physical models derived from first principles (supplemented with appropriate material laws) could give a lot of information about the object under consideration, but typically require major computational resources. For example, Navier–Stokes equations give us full information about incompressible fluid phenomena. Nevertheless, it is hardly possible to use them directly in most practical tasks. Instead, a number of practically feasible “approximate” models were derived. For example, Large Eddy Simulations use averaged velocities and reduce computational complexity for orders of magnitudes. This classical example shows how physical emulators are powerful in complex physical problems. Combined with statistical emulators, we strongly believe that this approach can provide a real possibility for fast and high-fidelity results, which could open a window for predictions in real time.

A survey of statistical models and ML to build climate emulators shows that there is a potential for bridging them via statistical mechanics. In the next section, we introduce a simple didactic example to explain this methodology. We will consider the classical statistical mechanics model that was originally applied to study the spatial structure of physical systems. It has the power of a statistical model but simple computational realizations and clear explainability.

4. Example: Sea Ice Emulator

The emulation of spatial patterns forming due to climate processes can be useful for climate models when the spatial structure defines the physical parametrization of these models. The pattern formation is usually a stochastic process so that respective emulations have probabilistic nature. For example, refer to a stochastic model of multicloud patterns for organized tropical convection (Khoudier, 2014) or a probabilistic model emulating forming lakes on permafrost (van Huissteden et al., 2011). In this section, we present an example of climate emulation with application to sea ice modeling. This example is meant to illustrate how statistical physics can serve as a bridge between physics-based climate emulators and statistics-based climate emulators. Having its origins in statistical physics, the famous Ising model employed in our example can also be viewed as a single-layer Boltzmann machine of unsupervised
learning (Welling and Teh, 2003). Additionally, in contrast to “black-box” models produced by general Ising machines or GANs, our emulator is quite easily explainable.

While snow and ice reflect most incident sunlight, melt ponds on the top of the Arctic ice pack and the ocean absorb most of it. The overall reflectance or albedo of sea ice is determined by the evolution of melt pond spatial structure (Perovich et al., 2002, 2009; Polashenski et al., 2012). As melting increases, so does solar absorption, which leads to more melting inducing positive feedback. This ice–albedo feedback has played a significant role in the decline of the summer Arctic ice pack (Perovich et al., 2008) that is melting at precipitous rates that have far outpaced the projections of climate emulators (Serreze et al., 2007). To reproduce observed melt pond spatial configurations, Ma et al. (2019) created a model akin the random field Ising model (RFIM; Krapivsky et al., 2010). The “Ising model” has been widely used in the theory of lattice models of statistical mechanics as a special case of Markov random fields (MRFs) or Markov networks (Izenman, 2021).

The Ising model is the simplest form of a discrete MRFs defined on a discrete lattice Λ of sites where each site takes values from a finite set of states S with probability

\[ p(x) = \frac{1}{Z} \exp(-E(x)), \]

where Z is the normalizing constant known as the partition function and E(x) is the energy function. Evaluation of Z requires complex summation that cannot be computed directly, except for trivial cases (see the recent review by Hernandez-Lemus (2021)). For most MRFs, there is no closed form expression for the partition function and, therefore, direct sampling is not feasible. However, we can produce (approximate) samples from these models using MCMC simulations (Izenman, 2021).

In this context, the ponds are modeled using binary variable representing the presence of melt water or ice on the sea ice surface. With the lattice spacing determined by snow topography data as the only measured input into the model, energy minimization drives the system toward realistic pond configurations from an initial random state. The model captures the essential mechanism of pattern formation of Arctic melt ponds, with predictions that agree very closely with observed scaling of pond sizes (Huang et al., 2016). In particular, the energy of the sea ice system is defined as

\[ E = \sum_i h_i s_i - \sum_{\langle i,j \rangle} J_{ij} s_i s_j, \]

where \( s_i \) denote binary variables (\( s_i = \pm 1 \)) located at the vertices of a given lattice and J is the coupling (interaction) constant to be taken \( J \) sufficiently large. The first sum runs over all bonds \( \langle i,j \rangle \) of the considered lattice, whereas the second runs over all nodes \( i \). The random fields \( h_i \) are taken according to a given probability distribution \( P(h_i) \).

The key factor affecting melt pond configurations is the pre-melt ice topography (Polashenski et al., 2012), in our case, represented by random field \( h_i \). In the spirit of creating order from disorder, these variables are assumed to be independent Gaussian with zero mean and variance \( \sigma^2 \). The scale (or “bandwidth”) \( \sigma \) in the probability density function \( P(h) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{h^2}{2\sigma^2} \right] \) of the underlying distribution is referred to as the “randomness” of the RFIM (Newman and Barkema, 1996). This type of MRFs can be computationally realized through Glauber dynamics (Glauber, 1963), namely, an MCMC method for sampling from a given probability distribution by constructing a Markov chain achieving the desired distribution as its unique stationary distribution (Levin and Peres, 2017).

The pre-melt ice topography is the main parameter for melt pond shaping. Usually, it is generated as independent Gaussian. However, to get a more realistic configuration of melt ponds in emulation processes, appropriate statistical and ML approaches are a more suitable alternative for “substituting” the missing ground truth. For example, statistical mechanics provides the method of “statistical topology,” which has been widely used in various areas ranging from the problems of electronic transport in disordered media to studying patterns of natural coastlines and islands. This method models the shape of random fields, with a special emphasis on contour lines and surfaces of a random potential (Isichenko, 1992). See Adler and Taylor (2007) for a study on statistical topography of Gaussian random...
fields. Based on the ideas from statistical topography, Bowen et al. (2018) simulated melt pond topography using random surfaces with level sets representing the water level of melt ponds. They used a finite cosine expansion with a phase given by independent identically distributed (IID) uniform random variables on $[0, 2\pi]$ and amplitude coefficients given by an autoregressive relationship (Kennedy, 2008).

To improve modeling quality of sea ice topography, correlated random Gaussian surfaces of sea ice can be generated using the Fourier filtering method (De Castro et al., 2017). To this end, define a complex function

$$\eta(\omega_1, \omega_2) = \sqrt{S(\omega_1, \omega_2)} u(\omega_1, \omega_2) \exp(2\pi \phi(\omega_1, \omega_2))$$

and take the inverse Fourier transform to recover

$$h(x_1, x_2) = \sum_{\omega_1=0}^{N-1} \sum_{\omega_2=0}^{N-1} \eta(\omega_1, \omega_2) \exp(-2\pi i(\omega_1 x_1 + \omega_2 x_2)).$$

The main challenge of this approach to modeling ice topography is to choose a power spectrum, $S$, so that it is consistent with the sea ice. Using topography LIDAR data to estimate the covariance may be helpful in this situation (Tilling et al., 2020).

The observational data of melt ponds are very limited, and the best way to enhance the statistical methods of pre-melt ice topography modeling is to use ML algorithms. We propose to employ GANs (Goodfellow et al., 2014; Kashinath et al., 2021). GANs consist of two competing neural networks, namely, a generator $G(z)$ and a discriminator $D(y)$. The generator $G(z)$ maps an input noise vector $z$ to an output “synthetic” sample of the ice topography $y$. Given sea ice image data consisting of a set of original samples (e.g., realizations $y_1, y_2, \ldots, y_n$), the goal of $G(z)$ is to generate data that resemble original data samples. In contrast, the discriminator $D(y)$ is a classifier that takes an input image and attempts to determine whether it is authentic (i.e., comes from the original dataset) or synthetic (i.e., originates from the generator $G(z)$). The output of $D(y)$ is a scalar representing the probability of $y$ to come from the data. After the model has been trained, $G(z)$ can be used to generate new synthetic samples of ice topography, parameterized by the noise vector $z$. Using real images, we can learn how the vector $z$ can be assigned. Results of GAN ML for sea ice topography are presented in Figure 1.

The ability to efficiently generate realistic pond spatial patterns can be used in global climate models (Pedersen et al., 2009; Flocco et al., 2010). The discussed sea ice emulator provides a framework for

![Figure 1. Left: Example of real (but binarized) versus generative adversarial network generated images of melt pond scenes (left panel); Right: Pond size relative frequency for real (dots) versus synthetic ponds (stars).](https://doi.org/10.1017/eds.2022.15 Published online by Cambridge University Press)
prescribing a spatial organization of melt ponds based on solely knowing the topography which can be obtained from statistical modeling combined with GAN synthetic emulations.

5. Discussion and Conclusions

The survey of climate emulators performed in this paper suggests that there is no strong consensus on the definition of a climate emulator. Physics-based climate emulators and statistics-based climate emulators are built on different approaches. Physics-based climate emulators are derived from physical principles and serve as a rational instrument for reducing the complexity (or dimensionality) of real-world problems. However, a clear indication exists that statistics-based climate emulators can be even more promising, especially when combined with ML techniques (see Section 3). Having their origin in applied statistics, ML emulators are well suited for performing multiple computational experiments with different sets of parameters or inputs. We argued that the methods of statistical mechanics can make connections between the former two types of emulators. We also provided an example of a climate emulator for sea ice (see Section 4) that offers a way for such connection.

In summary, the general outline of statistical mechanics-based climate emulators typically includes some or all of the following steps (see Figure 2): (a) spatial data acquisition, for example, via remote sensing or sensor networks; emerging data uncertainty (due to many different reasons) at this stage needs to be resolved; (b) real-time data processing using ML to identify system parameters; (c) parallel simulation of (multiple) statistical mechanics models capturing spatial properties of the system triggering critical changes; and (d) Statistical mechanics models implement into ESMs.

In the last step, they can either complement existing modules or can be introduced as new modules. These models offer ensemble outcomes depending on the parameters of emulation. The results should then be studied in terms of the goals considering new uncertainties in the emulation dataset.

The procedure may involve coupling mechanisms since statistical mechanics models “communicate” the identified spatial conditions to the ML module, which, in turn, evaluates the quality of fit based on real-time data and quantifies the risk of critical events in the considered system under consideration.

Adopting this framework, the approach to sea ice emulator presented in Section 4 can be used to improve the representation of landscape change processes in the E3SM climate model, which creates a series of high-speed statistical representations of major atmosphere, land, and ocean processes (Guo et al., 2021). For example, this model relies upon an emulator for fast statistical parameterization of subgrid permafrost lake energy fluxes. Since permafrost lakes can be modeled using statistical mechanics (Sudakov and Vakulenko, 2015), the proposed approach appears promising in this context.

![Figure 2. Schematic flowchart for climate emulator development. The numbers correspond to the necessary steps (see in the text). The solid arrows specify one- or two-way relationships between respective logical blocks (in solid rectangles). The dashed lines point to additional properties or clarifications (in red).](https://doi.org/10.1017/eds.2022.15 Published online by Cambridge University Press)
The complexity conundrum has adversely affected the applicability of climate models in decision support because policymakers need a rapid response, whereas models take too long to set up and run. High-speed statistical mechanics-based emulators automate the modeling process, thus enabling decision support in various ways that are not readily available now. In particular, climate emulations can be used to decide if a certain set of policies is likely to be efficient or not and truly estimate the uncertainties in climate projections. Coupling the emulators to integrated assessment models will automatically estimate economic impacts of future scenarios and policy options.

As for statistics and ML fields, the advantages of statistical mechanics-based climate emulation are expected to stimulate new theoretical discoveries along with methodological developments and innovative applications (Mecke and Stoyan (2000)). This is clear that interdisciplinary collaborative research involving climate scientists, statistical physicists, as well as data scientists and statisticians will prove crucial in developing a new generation of climate emulators to address contemporary challenges in climate modeling.
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