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S1. Discussion on Eq. (1)

Equation (1) can be integrated over time to describe the overall energy accumulated in a smouldering system (i.e., $E_{net}(t) = \int \dot{E}_{net}(t) dt$). The $E_{net}(t)$ profile and evolution of other energy terms from Eq. (1) are instructive in understanding multiple aspects common to many applied smouldering systems. In Fig. S1, the evolution of Eq. (1) throughout propagation is visualized from modelling two forward smouldering systems that are reaction-leading: (i) a laboratory-sized system with a 0.35 m fuel bed length (Run #2 in Fig. S1) and (ii) a much longer system with a 2.8 m fuel bed length (Run #4 in Fig. S1).

The Dimensionless Time (DT) was defined in Fig. S1 following the method in [1]. See [2] for further details on these simulations.
Fig. S1. One-dimensional numerical simulations from [2] showing: (a–b) solid lines indicate temperatures from smouldering bitumen embedded within sand versus Dimensionless Time (DT), where the shaded lines in (a) show experimental results from three repeats reactor [3]. DT = 0 corresponds to ignition and DT = 1 corresponds to the end of propagation (i.e., when the smouldering front reached the end of the fuel bed, noted in (a–f) with a dashed blue vertical line). Colours describe: (a) thermocouple positions from 0.12 (black) to 0.40 m (purple) with 0.07 m intervals; (b) 0.12 (black) to 2.92 m (purple) with 0.70 m intervals; (c–d) energy rate for each component in Eq. (1) versus DT (i.e., $\dot{E}_{in}(t)$ (black), $\dot{E}_{oxid}(t)$ (red), $\dot{E}_{pyr}(t)$ (blue), $\dot{E}_{loss}(t)$ (magenta), and $\dot{E}_{out}(t)$ (green)); and (e–f) $\dot{E}_{net}(t)$ (black) and $E_{net}(t)$ (red) versus DT, where the dashed horizontal grey line marks $\dot{E}_{net} = 0$ and the dashed vertical black line in (f) shows when $\dot{E}_{loss}(t) = 0.9\dot{E}_{oxid}(t)$ (when the front propagated ~1.6 m), thereby delineating the early, transient times from late, steady times (adapted from [2]).
The $\dot{E}_{\text{net}}(t)$ and $E_{\text{net}}(t)$ profiles in Fig. S1 are governed by the evolution of $\dot{E}_{\text{oxid}}(t)$ and $\dot{E}_{\text{loss}}(t)$. Furthermore, $\dot{E}_{\text{oxid}}(t)$ is roughly constant throughout time, which aligns with many other applied smouldering studies (e.g., [2, 4-7]). However, $\dot{E}_{\text{loss}}(t)$ is not steady and increases with time. As the systems modelled in Fig. S1 are reaction-leading (i.e., $\nu_{\text{oxid}} > \nu_{\text{cool}}$ [8]), perimeter heat losses draw from the lengthening cooling zone, which exposes an increasingly longer heated region to losses. As shown in the $\dot{E}_{\text{loss}}(t)$ (Fig. S1(d)) and $E_{\text{net}}(t)$ and $\dot{E}_{\text{net}}(t)$ (Fig. S1(f)) profiles, these losses eventually plateau as $\dot{E}_{\text{loss}}(t)$ approaches the same magnitude as $\dot{E}_{\text{oxid}}(t)$. This interplay between $\dot{E}_{\text{loss}}(t)$ and $\dot{E}_{\text{oxid}}(t)$ may be separated into two temporal regions, here delineated for discussion when $\dot{E}_{\text{loss}}(t) = 0.9\dot{E}_{\text{oxid}}(t)$ in Run #4 (Fig. S1(f)): (i) the early, transient times: when a decreasing fraction of the energy released from oxidation accumulates in the smouldering system ($\dot{E}_{\text{loss}}(t) < \dot{E}_{\text{oxid}}(t)$) and (ii) the late, steady times: when the rate of heat losses nearly balances the rate of energy released from smouldering ($\dot{E}_{\text{loss}}(t) \sim \dot{E}_{\text{oxid}}(t)$). At these late times, most of the energy generated from smouldering is lost as heat losses, therefore, the final cooling zone length ($l_{\text{cool,f}}$) from Fig. 1 becomes approximately steady at a maximum value. As shown in Run #4 in Fig. S1, the late-time condition is approximated after the front propagated $\sim1.6$ m and the smouldering behaviour in Run #2 all occurred within the early times, as the total simulated fuel bed length was only 0.35 m. An approximation of the $l_{\text{cool,f}}$ based on the condition $\dot{E}_{\text{loss}}(t) = \dot{E}_{\text{oxid}}(t)$ is presented below in Section S4.
S2. Discussing the use of Eq. (4)

The $h_{sg}$ correlation in Eq. (4) is different than in Kuznetsov [9], who approximated the effect of local thermal non-equilibrium (LTNE) using a correlation from Dixon and Cresswell [10]. The correlation from [10], along with other widely used correlations (e.g., [11]), overestimates the heat transferred between gas and solid phases at low Reynold’s numbers relevant for applied smouldering combustion ($1 \leq Re \leq 40$) [3, 12]. By contrasting numerical and experimental results, Zanoni et al., [3] showed that predicted temperatures were considerably more accurate with the new $h_{sg}$ correlation from [12] than compared to the widely used correlation from [11]. Choosing an alternative $h_{sg}$ correlation was approached carefully here because a large temperature difference between phases precludes a perturbation analysis [9, 13, 14]. However, the numerical results from [3] showed that the temperature difference between phases, which is large near the reaction and inert heating zones (30-70% of $T_{peak} - T_{amb}$), is sufficiently low upstream of smouldering in the cooling zone (<10% of $T_{peak} - T_{amb}$). The large temperature difference between phases in the reaction and inert heating zones is due to the exothermic degradation on the surface of the fuel [15] and may be too large to permit a perturbation analysis (though it may be permissible under some conditions, e.g., [16]). However, because the degree of LTNE is dampened upstream of the smouldering front in the region under interest here, the temperature difference between phases was assumed sufficiently small to follow the same perturbation method as Kuznetsov [9].

S3. Summarizing the Dimensionless form of Eqs. (2-3)

By using the descriptions for dimensionless time, distances, temperatures, and difference between phase temperatures, Eqs. (2-3) become [9]:

S.5
\[ \frac{\partial \theta_g}{\partial \tau} + \frac{\partial \theta_g}{\partial \xi_x} = \frac{\partial^2 \theta_g}{\partial \xi_x^2} + \frac{\partial^2 \theta_g}{\partial \xi_r^2} + \frac{1}{\xi_r} \frac{\partial \theta_g}{\partial \xi_r} + O(\delta) \quad (S.1) \]

\[ \Delta \theta = \frac{\partial \theta_g}{\partial \tau} + \Lambda_1 \frac{\partial \theta_g}{\partial \xi_x} - \Lambda_2 \left[ \frac{\partial^2 \theta_g}{\partial \xi_x^2} + \frac{\partial^2 \theta_g}{\partial \xi_r^2} + \frac{1}{\xi_r} \frac{\partial \theta_g}{\partial \xi_r} \right] \quad (S.2) \]

In dimensionless form, the initial and boundary conditions are [9]:

\[ \theta_g(\xi_x, \xi_r, 0) = 0 \quad (S.3) \]

\[ \theta_g(0, \xi_r, \tau) = 1 \quad (S.4) \]

\[ \frac{\partial \theta_g}{\partial \xi_r}(\xi_x, R, \tau) = \alpha \left( 1 - \theta_g(\xi_x, R, \tau) \right) \quad (S.5) \]

\[ \frac{\partial \theta_g}{\partial \xi_x}(L(\tau), \xi_r, \tau) = 0 \quad (S.6) \]

Additional insight into the relevant mathematics for the solutions in Eq. (10) can be found in [17-19].

**S4. Approximating the Steady Cooling Zone Length at Late-Time Conditions**

An approximate steady, maximum cooling zone length \( l_{cool,f} \) trailing behind the smouldering front was estimated at late-time conditions, which was defined in the Introduction, when the rate of energy generated from smouldering, \( \dot{E}_{oxid} \), balance the rate of losses behind the smouldering front, \( \dot{E}_{loss} \):

\[ \dot{E}_{oxid} = \iiint_V \Delta H_{oxid} \cdot W \, dV \quad (S.7) \]

\[ \dot{E}_{loss} = \iiint_V \frac{1}{r} \frac{\partial}{\partial r} \left( k_{bulk} r \frac{\partial T}{\partial r}(r, x) \right) \, dV \quad (S.8) \]
Here, $\Delta H_{\text{oxid}}$ is the heat of smouldering, $W = d\dot{m}_{\text{fuel}}''/dx$ is the volumetric mass loss rate (which assumes smouldering propagation is fuel-limited, a typical assumption when smouldering fuel within inert media as virtually all fuel is consumed within the thin reaction zone [6, 20-25]), $\dot{m}_{\text{fuel}}''$ is the mass flux of fuel consumed, and $k_{\text{bulk}}$ is the effective bulk conductivity (see Methodology, Section 2.2 for additional details). This is a similar type of analysis recently performed by Lin and Huang [26] to determine the minimum reactor diameter that would support self-sustained smouldering of peat (which facilitated a much thicker reaction zone than most applied smouldering systems that use fuel imbedded within inert porous media [25]). If all properties in Eqs. (S.7-S.8) are assumed steady at late-times (as discussed in the Introduction and identified in Fig. S1) and assuming effectively all heat losses draw from the cooling zone [6] then, by integrating over the reactor volume, $\dot{E}_{\text{oxid}}$ and $\dot{E}_{\text{loss}}$ can be simplified as:

$$\dot{E}_{\text{oxid}} = \pi r_0^2 \Delta H_{\text{oxid}} v_{\text{oxid}} (1 - \phi) \rho_s \left( m_{\text{fuel}}/m_s \right)$$  \hspace{1cm} (S.9)

$$\dot{E}_{\text{loss}} = 2\pi r_0 k_{\text{bulk}} \int_0^{l_{\text{cool}f}} \frac{\partial T}{\partial r} (x, r_0) dx$$ \hspace{1cm} (S.10)

$r_0$ is the reactor outer radius, $v_{\text{oxid}}$ is the smoulder velocity, and $(1 - \phi) \rho_s (m_{\text{fuel}}/m_s)$ is the bulk density of fuel in the fuel/sand mixture, where the mass fraction of fuel to sand is $m_{\text{fuel}}/m_s$. Using the radial boundary condition in Eq. (7) and assuming the average driving temperature difference across the cooling zone can be approximated as $(T_{\text{peak}} - T_{\text{amb}})/2$, where $T_{\text{peak}}$ and $T_{\text{amb}}$ are the peak smouldering and ambient temperatures, respectively, an order-of-magnitude estimate of $l_{\text{cool}f}$ can be described:
In addition to the relevant smouldering properties summarized in Table 1, the other parameters relevant for Eq. (S.11) from smouldering granular activated carbon are: 

\[(1 - \phi) \rho_s \left( \frac{m_{fuel}}{m_s} \right) r_o \left( \frac{x_c}{\alpha} + r_o \right) = 39 \text{ kg m}^{-3} \text{ and } \Delta H_{oxid} = 25 \text{ MJ kg}^{-1}. \]

Further details on experiments with these smouldering properties can be found in [5]. Here, the change in radius thickness due to insulation is assumed small so that the outer radius remains \(\sim r_o\), \(x_c\) is the characteristic heat transfer length, and \(\alpha\) is the non-dimensional modified heat transfer coefficient (see the Methodology, Section 2.2 for details). Here, \(r_o\) is taken as the characteristic heat transfer length across the reactor, therefore \(\left( x_c/\alpha + r_o \right)/k_{bulk} \) is used to approximate the thermal resistance out of the reactor from the outer insulation and porous media.

Equation (S.11) represents a simplified, order-of-magnitude estimate of the steady \(l_{cool,f}\) by assuming it is controlled by heat diffusing across the radial boundary condition out of an insulated reactor. Figure S2 shows that \(l_{cool,f}\) is highly sensitive to the reactor radius and sensitive to the insulation quality at small radii (approximately at \(r_o < O(0.1 \text{ m})\)). Furthermore, regardless of insulation, reactors with radii \(r_o < O(0.01 \text{ m})\) have a \(l_{cool,f} < O(0.1 \text{ m})\) and reactors with radii \(r_o > O(0.1 \text{ m})\) have a \(l_{cool,f} > O(1.0 \text{ m})\). Because of the boundary condition used in Eq. (8), the results from the transient analysis using Eqs. (10-11) are most valuable when smouldering propagation is far from the late-time, steady-state conditions, i.e., during the early, transient times (identified from Fig. S1 and discussed in the Introduction). At these early times, the cooling length is shorter than the
approximated maximum, steady cooling zone length, \( l_{cool}(t) < l_{cool,f} \). As discussed in the Introduction and highlighted in Fig. 1, \( l_{cool}(t) \) is approximately bounded by \( v_{oxid} \) and the trailing cooling velocity, \( v_{cool} \). However, as shown in Fig. 1, the end of the cooling zone extends behind the cooling front because of conduction and grows with \( \sqrt{t}/2 \) [8, 27]. Therefore, a conservatively long estimate of the cooling length at the end of propagation, \( l_{cool}(t_f) \), can be approximated by assuming the whole distance from the smouldering front to the column inlet roughly represents \( l_{cool}(t_f) \):

\[
l_{cool}(t_f) \sim l(t_f)
\]  

(S.12)

\( l(t_f) \) is the final domain length at the end of propagation (discussed in the Methodology, Section 2.1) and \( t \) is the cooling time. Therefore, the maximum \( l_{cool}(t_f) \) modelled (at \( t_f = 45 \) min) using Eq. (S.12) is 0.33 m, so the results with reactor radii > \( O(0.1 \) m) are most valuable because they represent estimates that are very far from the steady, late-times. Since the primary goal here is to draw implications for commercial batch systems (i.e., > 0.1 m radii, e.g., [28-32]), these large radii results are highly relevant. However, the estimates for reactors with small radii still show a key trend in heat losses, though there is greater error due to an incomplete description of the problem. Therefore, the results with reactor radii ≤ \( O(0.01 \) m) in Fig. 5 are presented to qualitatively show the diminishing role of heat losses as the reactor radius increases towards commercial scale systems.
Fig. S2. Showing the approximate relationship between reactor radius and steady cooling zone length using Eq. (S.11) using the values from Table 1 and assuming no insulation \((\alpha = \infty)\), or the insulation was relatively poor \((\alpha = 1)\), good \((\alpha = 0.5)\), and very good \((\alpha = 0.1)\).

In addition, the \(l_{cool,f}\) from studies used in Figs. S1 and 5 were approximated assuming the columns had no insulation \((\text{i.e., } \alpha = \infty)\) to estimate a conservatively short \(l_{cool,f}\). These \(l_{cool,f}\) estimates were divided by their respective \(l(t_f)\) at the end of propagation to estimate a conservatively long \(l_{cool}(t_f)\) from Eq. (S.12). The properties from these studies are summarized in Table S1 and the results are plotted in Fig. S3. Nearly all studies used similar coarse sand as in [5], so the properties measured by [12] were used to estimated the air and sand thermophysical parameters over each experiment’s \(T_{peak}\) to \(T_{amb}\) \((\text{where } T_{amb} \text{ was assumed to be 294 K in all cases})\). However, [22] simulated carbon embedded within alumina particles from [20], so the reported effective alumina parameters were used instead. Furthermore, the method from [33] was used to estimate the \(\Delta H_{oxid}\) from [22] using the reported \(f_{rCO} = 0.314\) released from oxidizing carbon, and the \(\Delta H_{oxid}\) from [2, 6] was corrected for the effect of simulated pyrolysis reported in [6].
The experimental errors from Rashwan et al., [5] are included in Table S1, where the error in $\Delta H_{\text{oxid}}$ is driven by the errors in the $f r_{\text{CO}}$ measurements. These errors match with common errors reported from similar applied smouldering studies (e.g., [1, 3, 34-37]). The coarse sand properties were used from careful measurements in [12], who showed the $C_{p_s}(T)$ and $k_s(T)$ both exhibited a measurement error of 5% and the functions used to approximate the $C_{p_g}(T)$ and $k_g(T)$ varied from the tabulated values in Bergman et al., [38] by $\leq 1\%$. The sand and air property errors are further discussed in [12].

Altogether, Fig. S3 shows that most of the experimental data used in Fig. 5 exhibited $l(t_f)/l_{\text{cool},f}(\alpha = \infty) < 1$, a highly conservative condition. Furthermore, the two data points from [2] show simulated smouldering systems progressed much closer to the late-time, steady-state condition (when $\dot{E}_{\text{oxid}} \sim \dot{E}_{\text{loss}}$) by increasing the propagation length from 0.35 m (in Run #2) to 2.8 m (in Run #4). This aligns with the discussion above in Section S1. However, though the data from [21, 22] both show the $l(t_f)/l_{\text{cool},f}(\alpha = \infty) > 1$, these studies used [21] and modelled [22] smouldering systems that were quite well insulated. Therefore, their $l_{\text{cool},f}$ may be better predicted between the two the top curves in Fig. S3 (i.e., between $l_{\text{cool},f}(\alpha = 0.5)$ and $l_{\text{cool},f}(\alpha = 0.1)$, as it also aligns with their positions in Fig. 5), which both data points are reasonably below. Most importantly, the key experimental data from [5] show $l(t_f)/l_{\text{cool},f}(\alpha = \infty) < 1$. These data points are the most critical comparisons and provide the most confidence in Fig. 5 (see Results and Discussion).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{peak}$</td>
<td>874 ± 1%</td>
<td>834 ± 4%</td>
<td>1050</td>
<td>740</td>
<td>1100</td>
<td>580</td>
<td>679</td>
<td>679</td>
<td>°C</td>
</tr>
<tr>
<td>$\rho_g u_g$</td>
<td>0.060 ± 3%</td>
<td>0.060 ± 2%</td>
<td>0.029</td>
<td>0.025</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>kg m$^{-2}$s$^{-1}$</td>
</tr>
<tr>
<td>$v_{oxid}$</td>
<td>8.17E-05 ± 4%</td>
<td>7.33E-05 ± 10%</td>
<td>6.67E-05</td>
<td>8.33E-05</td>
<td>1.00E-04</td>
<td>2.67E-05</td>
<td>6.93E-05</td>
<td>6.93E-05</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$l(t_f)$</td>
<td>0.40</td>
<td>0.40</td>
<td>0.30</td>
<td>0.30</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>2.80</td>
<td>m</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.45</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>-</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>2650</td>
<td>2650</td>
<td>2650</td>
<td>1475</td>
<td>2650</td>
<td>2650</td>
<td>2650</td>
<td>2650</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$k_{bulk}$</td>
<td>0.561</td>
<td>0.535</td>
<td>0.688</td>
<td>0.389</td>
<td>0.729</td>
<td>0.394</td>
<td>0.434</td>
<td>0.434</td>
<td>W m$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>$\Delta H_{oxid}$</td>
<td>24.9 ± 5%</td>
<td>24.9 ± 1%</td>
<td>19.5</td>
<td>25.4</td>
<td>36.0</td>
<td>36.0</td>
<td>36.0</td>
<td>36.0</td>
<td>MJ kg$^{-1}$</td>
</tr>
<tr>
<td>$m_{fuel}/m_s$</td>
<td>23.3 ± 0.3%</td>
<td>23.3 ± 2%</td>
<td>37.3</td>
<td>23.5</td>
<td>91.8</td>
<td>34.2</td>
<td>34.2</td>
<td>34.2</td>
<td>g kg$^{-1}$</td>
</tr>
<tr>
<td>$r_o$</td>
<td>0.080</td>
<td>0.300</td>
<td>0.046</td>
<td>0.046</td>
<td>0.080</td>
<td>0.080</td>
<td>0.080</td>
<td>0.080</td>
<td>m</td>
</tr>
</tbody>
</table>
Fig. S3. Dividing the approximate final cooling zone length $l(t_f)$ by the approximate steady cooling zone length without insulation $l_{cool,f}(\alpha = \infty)$ from literature data used in Figs. S1 and 5. The lines from Fig. S2 are divided by $l_{cool,f}(\alpha = \infty)$ to illustrate the extended cooling zone lengths when accounting for insulation of various qualities. Runs #4 and #2 from [2] are labelled for further discussion.

Though the experimental/numerical data in Fig. 5 show meaningful comparisons to the model predictions, at sufficiently late times in long reactors (like shown with the simulations from [2] in Figs. S1 and S3) all system energy efficiencies in Fig. 5 would approach zero as the generation terms balance the loss terms in Eq. (1). Figure S4 illustrates this effect as all calculated system energy efficiencies (with varying reactor radius and $\alpha$) decreased when the smouldering front travelled from 0.24 m to 0.33 m after 25 and 45 minutes, respectively. This balance is governed by the energy removed from heat losses and the energy generated from smouldering (seen in Fig. S1 as the late-time condition). As highlighted in Fig. S3, the system energy efficiency estimates presented from the literature in Fig. 5 appear sufficiently far from this late-time condition when the smouldering front only travelled 0.30 m in [21, 22], 0.35 m in [6], and 0.40 m in [5].
However, nearly all other parameters considered in Table 1 varied from those in [6, 21, 22]. For example, Darcy air fluxes, porous media type, fuel type and concentration all contributed to varying smouldering propagation velocities, peak temperatures (see Table S1), which all impacted the global energy balance terms summarized in Eq. (1). Therefore, the results are expected to scatter around the main trends in Fig. 5.

Fig. S4. System energy efficiency varying as the smouldering front progressed assuming insulation was poor ($\alpha = 1$, solid line), good ($\alpha = 0.5$, dashed line), and very good ($\alpha = 0.1$, dotted line) in a large column (0.30 m radius, grey) and small column (0.08 m radius, black).
As an alternative visualization for Fig. 5, Fig. S5 shows how the $E_{\text{loss}}(t)/E_{\text{oxid}}(t)$ (i.e., cumulative heat lost normalized to the energy released by oxidation) attenuates with increased reactor radius and decreased $\alpha$. Like Fig. 5, the calculations in Fig. S5 all assumed the smouldering front travelled 0.33 m after 45 minutes. Following Eq. (14), the $E_{\text{loss}}(t)/E_{\text{oxid}}(t)$ terms were approximated as:

$$1 - E_{\text{net}}(t)/E_{\text{net,adiabatic}}(t) \sim E_{\text{loss}}(t)/E_{\text{oxid}}(t).$$

![Fig. S5. $E_{\text{loss}}(t)/E_{\text{oxid}}(t)$ values estimated when the smouldering front travelled 0.33 m after 45 minutes of cooling in reactors with varying radii and assuming insulation was relatively poor ($\alpha = 1$), good ($\alpha = 0.5$), and very good ($\alpha = 0.1$). Experimental and numerical observations from similar studies are plotted for comparison. The error bars on experimental values represent the median absolute deviations of estimates. The gradient gray area approximately shows the region where the assumptions regarding the boundary condition in Eq. (8) becomes less valid as the radius decreases to $O(0.01 \text{ m})$.](image)

Though the insulation quality was varied in Fig. 5 to capture the envelope in system energy efficiencies reported in the literature, this does not imply that the differences in the data compared in Fig. 5 was solely due to varying the insulation quality. In fact, all comparisons presented in Fig. 5 used (or assumed) similar insulation qualities (detailed
below). As mentioned above and discussed in the Results and Discussions, the effects of all energy generation and loss terms affect the net stored energy in Eq. (1) that lead to the varying system energy efficiencies observed in Fig. 5. As seen in the parameters in Table S1, all studies compared in Fig. 5 used a range of smouldering conditions that led to the observed system energy efficiencies. The insulation quality varied in Fig. 5 is one intuitive parameter that captures the envelope of results.

Regarding the insulation quality, Rashwan et al., [5] used 0.050 m thick insulation in both experiments, where the conductivities varied slightly between the 0.080 m and 0.300 m reactors, i.e., 0.034 W m$^{-1}$ K$^{-1}$ and 0.031 W m$^{-1}$ K$^{-1}$ (both at 24°C), respectively. The 1D numerical model from Zanoni et al., [2, 6] was calibrated with experiments using the same 0.080 m reactor with the same insulation used by Rashwan et al., [5]. Martins et al., [21] used two layers of similar quality insulation that were 0.003 m and 0.050 m thick and reported conductivities of 0.28 W m$^{-1}$ K$^{-1}$ at 982°C and 0.21 W m$^{-1}$ K$^{-1}$ at 1000°C, respectively. Because the insulation conductivity increases with temperature, the insulation quality used by Martins et al., [21] was probably similar to that used by Rashwan et al., [5]. Pozzobon et al., [22] calibrated a 2D numerical model to experiments performed by Baud et al., [20], who used the same experimental setup developed by Martins et al., [21] but with only the 0.050 m layer of insulation with a conductivity of 0.21 W m$^{-1}$ K$^{-1}$ at 1000°C. Therefore, all studies used (or assumed) a similar quality of insulation.
S5. Detailing the Integration Technique for Eq. (13)

The modelled temperatures were used to define the net stored energy density throughout the reactor using the same integration technique from [5] and summarized here:

\[
\frac{E_{\text{net}}}{V}(x, r, t) = (1 - \phi)\rho_s \int_{T_{\text{amb}}}^{T_s(x, r, t)} C_{ps}(T_s) dT
\]  
(S.13)

where the sand heat capacity \((C_{ps}(T) = 1.75[T] + 340.32)\) and sand density \(([1 - \phi] \rho_s = 1670 \text{ kg m}^{-3})\) measured for coarse sand in [12] was used, as it is most commonly used in these types of smouldering experiments (e.g., [3, 5, 34, 39]). Next, a trapezoidal numerical integration method was used along the axial length of the reactor at all radial locations:

\[
\frac{E_{\text{net}}}{A}(r, t) = \int_{0}^{l(t)} \frac{E_{\text{net}}}{V}(x, r, t) dx
\]  
(S.14)

The resulting net stored energy per unit area values, \(E_{\text{net}}/A (r, t)\), were then summed discretely as if they represented vertical heights in a series of stacked frustums from the centre position \((r_{j=1} = 0)\) to the wall \((r_{j=J} = r_0)\):

\[
E_{\text{net}}(t) = \sum_{2}^{J+1} \frac{\pi}{3} \left( \frac{E_{\text{net}}}{A}(r_{j-1}, t) - \frac{E_{\text{net}}}{A}(r_{j}, t) \right) \left(r_{j}^2 + r_{j-1}^2 + r_{j}r_{j-1}\right)
\]  
(S.15)
A dummy value of zero net stored energy \( (E_{\text{net}}/A(r_o, t) = 0) \) was used at the radial position at the wall \( (r_{j+1} = r_o) \) to integrate the stored energy relative to the system at \( T_{\text{amb}} \). Though Eqs. (10-11) are continuous throughout space and time, they were solved at discrete locations, where a spacing of 5% the total length was used, i.e., \( \Delta \xi_r = 0.05R, \Delta \xi_x = 0.05L \). This spacing criterion resulted in \( \leq 1\% \) error in all estimates of \( E_{\text{net}}(t) \). Each integration was performed using an in-house MATLAB code and took approximately one minute to perform all calculations involved in estimating one system energy efficiency value in Fig. 5, using a standard Dell Latitude E7470 laptop. Eq. (S.15) assumes the temperature distribution was axisymmetric.
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