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Abstract
We discuss how the nine-way classification scheme devised by Benini et al. for the dynamics of simply connected wandering domains of entire functions, based on the long-term behaviour of the hyperbolic distance between iterates of pairs of points and also the distance between orbits and the domains' boundaries, carries over to the general case of multiply connected wandering domains of meromorphic functions. Most strikingly, we see that not all pairs of points in such a wandering domain behave in the same way relative to the hyperbolic distance, and that the connectivity of the wandering domain greatly influences its possible internal dynamics. After illustrating our results with the well-studied case of Baker wandering domains, we further illustrate the diversity of multiply connected wandering domains in general by constructing a meromorphic function with a wandering domain without eventual connectivity. Finally, we show that an analogue of the ‘convergence to the boundary’ classification of Benini et al. does hold in general, and add new information about how this convergence takes place.
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1 | INTRODUCTION

Let $f : \mathbb{C} \to \hat{\mathbb{C}}$ be a meromorphic function. In the study of its iterates, one sees the complex plane divided into two completely invariant subsets: the Fatou set, where the family $\{f^n\}_{n \in \mathbb{N}}$ is normal, and its complement the Julia set. The Fatou set, usually denoted $F(f)$, is — by definition — open, and its connected components (called Fatou components) are mapped into one another by $f$. This, in turn, separates Fatou components into two types: those that are eventually periodic, and whose behaviour was classified by Fatou himself a century ago [13], and wandering domains — which have been the focus of increasingly intensive research since Baker first proved their existence in the 1970s [2].

Wandering domains are astounding in their diversity: they can be simply or multiply connected, escaping or oscillating (the existence of wandering domains with only finite limit functions is still an open problem), bounded or unbounded, and they can even combine these characteristics along the same orbit. Regarding multiply connected ones (which are our goal here), Bergweiler, Rippon and Stallard [8] focused on the case of entire functions and obtained a detailed description of their geometric properties and internal dynamics: their iterates contain increasingly large ‘absorbing’ annuli, which every orbit in the domain eventually enters. We will revisit their results in the context of ours in Theorem 1.2.

However, if one considers meromorphic functions, not every multiply connected wandering domain can be treated with the same techniques used by Bergweiler, Rippon and Stallard. To deal with this diversity of wandering domains, we concentrate on a different aspect of the internal dynamics.

In a recent paper, Benini et al. [6] did exactly that in the simply connected case: they devised a nine-way classification scheme for such wandering domains based on the long-term behaviour of orbits relative to each other and relative to the boundary of the wandering domains. More specifically, let $z$ and $w$ be points in a simply connected wandering domain $U \subset F(f)$, and let $U_n$ denote the Fatou component containing $f^n(U)$ for any $n \in \mathbb{N}$. Then, one can consider the behaviour of the sequences

$$d_{U_n}(f^n(z), f^n(w)) \text{ and } \text{dist}(f^n(z), \partial U_n).$$

where $d_\Omega$ denotes hyperbolic distance in the domain $\Omega$; one of the most important findings of [6] is that all points in $U$ behave in the same way concerning these sequences, which in turn allows us to neatly classify simply connected wandering domains according to such behaviour. Our primary aim for this paper, then, is to determine if their scheme is applicable to multiply connected wandering domains of meromorphic functions, and in particular to those studied by Bergweiler, Rippon, and Stallard in [8]. Before stating our results, however, we would like to outline theirs. Regarding the hyperbolic metric (which is where we will see the biggest changes compared to the simply connected case) in particular, they proved the following.

**Theorem A.** Let $U$ be a simply connected wandering domain of a transcendental entire function $f$, and define the countable set of pairs

$$E := \{(z, z') \in U \times U : f^k(z) = f^k(z') \text{ for some } k \in \mathbb{N}\}.$$

Then, exactly one of the following holds.
(i) \( d_{U_n}(f^n(z), f^n(w)) \to 0 \) for all \( z, w \in U \), and we say that \( U \) is contracting.

(ii) \( d_{U_n}(f^n(z), f^n(w)) \to c(z, w) > 0 \) and \( d_{U_n}(f^n(z), f^n(w)) > c(z, w) \) for all \( z, w \in (U \times U) \setminus E \), and we say that \( U \) is semi-contracting.

(iii) There exists \( N \in \mathbb{N} \) such that, for every pair \( (z, w) \in (U \times U) \setminus E \), \( d_{U_n}(f^n(z), f^n(w)) = c(z, w) > 0 \) for \( n \geq N \), and we say that \( U \) is eventually isometric.

As concerns Theorem A, we see that things are not the same for multiply connected wandering domains: it is not true that all points in a wandering domain \( U \) behave in the same way relative to \( d_{U_n} \), and in fact even ‘commonplace’ examples can combine different long-term behaviours of the hyperbolic metric. That is not to say, however, that we are lost at sea; even these ‘mixed-type’ wandering domains can still exhibit interesting structures. We postpone a discussion of what this means until after Theorem 1.1; here, we make the following distinction.

**Definition.** Let \( U \) be a multiply connected wandering domain of a transcendental meromorphic function \( f \). We say that \( U \) is trimodal (respectively, bimodal) if it exhibits all (respectively, two out of three) possible behaviours described in Theorem A.

Another aspect of multiply connected wandering domains that helps us in classifying their internal dynamics is their connectivity \( c(U) \), defined as the number of connected components of \( \hat{\mathbb{C}} \setminus U \) (which, of course, was a non-issue in the simply connected case). Recall that, as defined by Kisaka and Shishikura [19], the eventual connectivity of a wandering domain \( U \) (if it exists) is the number \( k \in \mathbb{N} \cup \{+\infty\} \) such that \( c(U_n) = k \) for all large \( n \). Note that it often does exist — Kisaka and Shishikura also showed that multiply connected wandering domains of entire functions always have an eventual connectivity, and it is either two or infinity. Our first result (proved in Section 2) shows that a wandering domain’s geometry and eventual connectivity severely restrict its possible internal dynamics.

**Theorem 1.1.** Let \( U \) be a wandering domain of the meromorphic function \( f \). Assume that \( U \) has finite eventual connectivity \( k \). Then:

(i) if \( k \geq 3 \), \( U \) is eventually isometric;

(ii) if \( k = 2 \) and \( \deg f \mid_{U_n} \) is finite for all large \( n \), either

(a) \( \text{mod } U_n \) is constant† and \( U \) is eventually isometric, or

(b) \( \text{mod } U_n \to +\infty \) and \( U \) is trimodal and admits contracting and eventually isometric transversal laminations.

The laminations in the theorem above encode the aforementioned ‘structure’ in mixed-type domains. A precise definition is the following.

**Definition.** Let \( U \) be a wandering domain of the transcendental meromorphic function \( f \).

- We say that \( U \) admits a contracting lamination if there exists a lamination \( C \) of \( U \) such that

\[
d_{U_n}(f^n(z), f^n(w)) \to 0 \quad \text{for all } z \text{ and } w \text{ on the same leaf of } C.
\]

† For a definition of the modulus of \( U_n \), see Subsection 2.1.
• We say that $U$ admits an **eventually isometric lamination** if there exists a lamination $\mathcal{L}$ of $U$ such that, for all large $n$,

$$d_{U_n}(f^n(z), f^n(w)) = c(z, w) > 0 \text{ for every } z \text{ and } w \text{ on the same leaf of } \mathcal{L}.$$  

We will see that, if $U$ admits both a contracting and an eventually isometric lamination, then points $z, w \in U$ that are not on the same leaf for either lamination behave ‘semi-contractingly’ — that is,

$$d_{U_n}(f^n(z), f^n(w)) \searrow c(z, w) > 0 \text{ as } n \to +\infty.$$  

In other words, a wandering domain admitting both laminations is automatically trimodal (see Section 2 and Figure 1).

Theorem 1.1 can be thought of as a ‘silhouette theorem’: just by knowing the topology of the iterates of a wandering domain, we can (in some cases) predict their internal dynamics. The hypothesis of finite eventual connectivity is necessary, since infinite connectivity offers, in general, sufficient flexibility for many kinds of behaviours (compare, for instance, [21, Example 1] and [17, Theorem (iii)]). However, in a well-studied case, both finite and infinite connectivity are associated to particular internal dynamics.

To understand what this particular case is, we recall the definition of a **Baker wandering domain**. A multiply connected wandering domain $U$ is said to be a Baker wandering domain if, for all large $n$, $U_n$ surrounds the origin and $U_n \to \infty$ as $n \to +\infty$ (see [22] for a discussion of this and other closely related types of wandering domains). If the function in question is entire, every multiply connected wandering domain is of this kind, and this remains true if we allow the function to have finitely many poles (see [21]). An even larger class of functions with Baker wandering domains with similar properties is the class of transcendental meromorphic functions with a direct tract (see Section 3 for a definition). As we will see in Section 3, all Baker wandering domains in this larger class have asymptotic behaviour similar to that of Baker wandering domains of entire functions, and — as our next ‘silhouette theorem’ shows — have very rigid internal dynamics.

**Theorem 1.2.** Let $f$ be a transcendental meromorphic function with a direct tract $D$ and a Baker wandering domain $U$. Then:

(i) $U$ has eventual connectivity either two or infinity;

(ii) $U$ admits a contracting lamination $C$ made of level sets of a harmonic function; and

(a) if $c(U) < +\infty$, then $U$ is trimodal. More specifically, it also admits an eventually isometric lamination $\mathcal{L}$ transversal to $C$.

(b) if $c(U) = +\infty$, then $U$ is bimodal. More specifically, points on different leaves of $C$ behave ‘semi-contractingly’.

Since all entire functions have a direct tract, Theorem 1.2(ii) can be seen as a re-contextualisation of Bergweiler, Rippon, and Stallard’s results in [8]. It does not offer an alternative way of proving them (quite the opposite: the proof of Theorem 1.2 relies explicitly on their tools and findings), but rather bridges the gap between the ideas of [8] and the hyperbolic-metric approach of [6] and this paper.

Now, an interesting question regarding Theorem 1.1 is whether the hypothesis that $U$ has an eventual connectivity is necessary; every previously known example of a multiply connected wan-
dering domain does. However, it turns out that this is not always the case: In Section 4, we will invoke Arakelyan’s theorem to obtain a sequence of meromorphic functions approximating hand-picked functions, and will use it to construct the following example.

**Theorem 1.3.** There exists a transcendental meromorphic function \( g \) with a wandering domain \( U \) such that:

(i) each \( U_{4k}, k \geq 0 \), is unbounded and simply connected;
(ii) each \( U_{4k+1}, k \geq 0 \), is bounded and doubly connected;
(iii) each \( U_{4k+2}, k \geq 0 \), is bounded and simply connected; and
(iv) each \( U_{4k+3}, k \geq 0 \), is unbounded and simply connected.

After such strange and wild behaviour from multiply connected wandering domains, it is encouraging to know that not everything about Benini et al.’s classification scheme is overturned. As our final theorem (proved in Section 5) shows, it remains (mostly) true that all orbits behave the same way regarding convergence to the boundary. However, we need to restrict our attention to a particular part of the boundary — the ‘outer’ boundary, defined for our purposes as the boundary of \( \bar{U} \), the topological convex hull of \( U \), which is the union of \( U \) and its bounded complementary components. Note that \( \partial \bar{U} \) is not necessarily connected or bounded; take, for example, the outer boundary of \( \{z : |\Re z| < 1\} \).

**Theorem 1.4.** Let \( U \) be a wandering domain of a transcendental meromorphic function \( f \). Then, exactly one of the following holds.

(a) \( \liminf_{n \to +\infty} \text{dist}(f^n(z), \partial \bar{U}_n) > 0 \) for all \( z \in U \).
(b) There exists a subsequence \( n_k \to +\infty \) for which \( \text{dist}(f^{n_k}(z), \partial \bar{U}_{n_k}) \to 0 \) for all \( z \in U \), and a different subsequence \( m_k \to +\infty \) for which \( \liminf_{k \to +\infty} \text{dist}(f^{m_k}(z), \partial \bar{U}_{m_k}) > 0 \) for all \( z \in U \).
(c) \( \text{dist}(f^n(z), \partial \bar{U}_n) \to 0 \) for all \( z \in U \).

Additionally, in cases (b) and (c), let \( w_k \in \partial \bar{U}_{n_k} \) be such that \( \text{dist}(f^{n_k}(z), \partial \bar{U}_{n_k}) = |f^{n_k}(z) - w_k| \). Then, for every other \( z' \in U \), we have \( |f^{n_k}(z') - w_k| \to 0 \) as \( k \to +\infty \).

The final assertion saying that all orbits converge to ‘the same parts’ of the boundary (when they do so at all) is new even for simply connected wandering domains, but still uses the original techniques of [6].

## 2 THE HYPERBOLIC METRIC AND MULTIPLY CONNECTED WANDERING DOMAINS

This section is devoted to the proof of Theorem 1.1. It is divided in two parts: first, we study a ‘toy’ model of composing power maps between annuli; then, we justify the attention given to such a simple model by showing that it is in many ways equivalent to wandering domains of eventual connectivity two (the proof of Theorem 1.1(i) is simple, and we do not dwell extensively on it).

Before that, however, we must clarify what we mean by a lamination, since this concept is central to transferring our annulus-based knowledge to a general setting. We would like to point out that different texts use slightly different definitions; ours is in the spirit of [18] and [20], and is tailored to the kinds of manifolds we will meet here.
Definition. Let $X$ be a Riemann surface, and let $Y \subseteq X$ be a subset such that $X \setminus Y$ is at most countable. A lamination of $X$ is a partition $\{L_\alpha\}_{\alpha \in A}$ of $Y$ into injectively immersed real submanifolds of (real) dimension one such that:

- $L_\alpha \cap L_\beta = \emptyset$ whenever $\alpha \neq \beta$.
- For every $p \in Y$, there exists a neighbourhood $U$ of $p$ and a conformal isomorphism $h : U \to h(U) \subset \mathbb{C}$ such that $h(L_\alpha \cap U)$ is either empty or of the form $\{z \in h(U) : \Im z = k\}$ for some constant $k = k(\alpha)$ (that is, $L_\alpha$ is ‘straightened’ onto a line segment, and different indices $\alpha$ lead to different parallel line segments).

The submanifolds $\{L_\alpha\}_{\alpha \in A}$ are called the leaves of the lamination. If $Y = X$, the lamination is called a foliation of $X$.

2.1 | The annulus model

Now, let us consider the composition of power mappings between annuli; first, we must understand our domain. For any $R > 1$, we define

$$A(R) := \{z \in \mathbb{C} : 1/R < |z| < R\};$$

the modulus of $A(R)$ is given by\(^\dagger\)

$$\text{mod } A(R) := \log \frac{R}{R^{-1}} = 2 \log R.$$

It is well known that every doubly connected domain on $\hat{\mathbb{C}}$ is conformally isomorphic to either $\mathbb{C}^*$, $\mathbb{D}^*$, or $A(R)$ for some $R > 1$, that these model spaces are all incompatible with each other, and that $\text{mod } A(R)$ is a conformal invariant defining equivalence classes of doubly connected domains with non-degenerate complementary components (see, for instance, [1, Section 6.5]). With that in mind, let us take a closer look at $A(R)$; particularly important subsets are the circles

$$C_r := \{z \in A(R) : |z| = r\}, r \in (1/R, R),$$

and the ray segments

$$L_\theta := \{z \in A(R) : \arg z = \theta\} \text{ for } \theta \in [0, 2\pi).$$

In the following two lemmas, we gather some facts about the hyperbolic metric in $A(R)$; these facts are either ‘clear’ from an explicit universal covering of the annulus, or can be found in [4], [12], or [10, Chapter 1].

Lemma 2.1. For any $R > 1$,

(i) For any $\theta \in [0, 2\pi)$, $L_\theta$ is a hyperbolic geodesic of $A(R)$. Geodesics arcs in $L_\theta$ are distance-minimising for any two points on the same $L_\theta$, and are also unique in their homotopy class.

\(^\dagger\)We are using Beardon and Minda’s definition [4]; other authors normalise it by a factor of $2\pi$. 
(ii) The parametrisation \( \gamma(t) = \exp(2\pi i nt) \), \( t \in [0, 1] \), of \( C_1 \) traversed \( n \in \mathbb{Z} \setminus \{0\} \) times is the only closed geodesic in its free homotopy class in \( A(R) \). Its hyperbolic length is given by

\[
\ell_{A(R)}(\gamma) = \frac{2\pi^2 |n|}{\text{mod} \ A(R)}.
\]

**Lemma 2.2.** Let \( R, S > 1 \), let \( f : A(R) \to A(S) \) be a holomorphic mapping, and define \( \gamma(t) = \exp(2\pi it) \) for \( t \in [0, 1] \). If \( n \) is the winding number of \( f \circ \gamma \) relative to zero, then

\[
|n| \leq \frac{\text{mod} \ A(S)}{\text{mod} \ A(R)},
\]

with equality if and only if \( S = R^{|n|} \) and \( f(z) = e^{i\theta} z^n \) for some \( \theta \in \mathbb{R} \).

With these in place, let us begin. We fix some \( R > 1 \), take a sequence \((d_n)_{n \in \mathbb{N}}\) of natural numbers, and define \( D_0 = 1 \) and, for \( n \geq 1 \),

\[
D_n := \prod_{k=1}^{n} d_n.
\]

We assume for the sake of convenience that \( D_n \to +\infty \) as \( n \to +\infty \); otherwise, we would have \( d_n = 1 \) for all large \( n \), which does not lead to interesting behaviour. Now, take the sequence \( f_n : A(R^{D_{n-1}}) \to A(R^{D_n}), n \geq 1 \), given by \( f_n(z) = z^{d_n} \); it is clear that we can compose these maps, obtaining

\[
F_n = f_n \circ f_{n-1} \circ \cdots \circ f_1 : A(R) \to A(R^{D_n}).
\]

Without further ado, let us describe the long-term behaviour of the hyperbolic metric relative to \( F_n \).

**Theorem 2.1.** For any choice of \( R > 1 \) and sequence \((d_n)_{n \in \mathbb{N}}\) as above, any pair \( z, w \in A(R) \) satisfies exactly one of the following.

(i) \( z \) and \( w \) belong to the same \( C_r \) for some \( r \in A(1/R, R) \), and \( d_{A(R^{D_n})}(F_n(z), F_n(w)) \to 0 \) as \( n \to +\infty \).

(ii) \( z \) and \( w \) belong to the same \( L_\theta \) for some \( \theta \in [0, 2\pi) \), and \( d_{A(R^{D_n})}(F_n(z), F_n(w)) = d_{A(R)}(z, w) \) for all \( n \in \mathbb{N} \).

(iii) \( z \) and \( w \) are neither on the same circle nor on the same ray, and \( d_{A(R^{D_n})}(F_n(z), F_n(w)) \to c(z, w) > 0 \) without ever being equal to \( c(z, w) \).

It is easy to see that the collections \( C := \{C_r : 1/R < r < R\} \) and \( L := \{L_\theta : 0 \leq \theta < 2\pi\} \) form two transversal foliations of \( A(R) \); \( C \) is contracting, \( L \) is isometric, and together they encode all relevant information regarding the composition of the power maps \( f_n \) (see Figure 1). Now, let us prove Theorem 2.1.

**Proof of Theorem 2.1.** The first part of our claim is clear; any pair \( z, w \in A(R) \) is either on the same circle, on the same ray, or neither. We are left to associate each case to its dynamical consequences, which we will do on a case-by-case basis.
First, assume that \( z \) and \( w \) are on the same circle \( C_r \subset A(R) \), which we parametrise as 
\[ \gamma(t) = r \exp(2\pi it), \quad t \in [0,1] \]. Since \( F_n : A(R) \to A(R^{D_n}) \) is locally isometric, we have 
\[ \ell_{A(R)}(\gamma) = \ell_{A(R^{D_n})}(F_n \circ \gamma) \], where (here and throughout) \( \ell_{\Omega} \) denotes the hyperbolic length of a curve; we also know that \( F_n(z) = z^{D_n} \), so that \( F_n \circ \gamma(t) = r^{D_n} \exp(2\pi i D_n t) \). Thus, \( F_n \circ \gamma \) is a parametrisation of the circle \( C_{r^{D_n}} \subset A(R^{D_n}) \), traversed \( D_n \) times with constant speed. It follows that the length 
\[ \ell_{A(R^{D_n})}(C_{r^{D_n}}) \] 
of \( C_{r^{D_n}} \) traversed only once is 
\[ \frac{\ell_{A(R)}(C_r)}{D_n} \], connecting \( F_n(z) \) to \( F_n(w) \) with a simple arc on \( C_{r^{D_n}} \), we see that

\[
d_{A(R^{D_n})}(F_n(z), F_n(w)) \leq \frac{\ell_{A(R)}(C_r)}{D_n},
\]
and it is clear that the right-hand side goes to zero as \( n \to +\infty \).

Now, assume that \( |z| \neq |w| \), but \( z \) and \( w \) are both on the same ray \( L_\theta \subset A(R) \). We take a distance-minimising geodesic \( \gamma \subset A(R) \) connecting \( z \) to \( w \), and we know by Lemma 2.1(i) that \( \gamma \subset L_\theta \). Again by the fact that \( F_n \) is locally isometric, we have 
\[ \ell_{A(R^{D_n})}(F_n \circ \gamma) = \ell_{A(R)}(\gamma) = d_{A(R)}(z, w) \].
Unlike in the previous case, however, we know that \( F_n \) actually takes \( L_\theta \) to \( L_{D_n\theta} \) in one-to-one fashion, meaning that \( F_n \circ \gamma \) is a distance-minimising geodesic arc in \( L_{D_n\theta} \) and 
\[ \ell_{A(R^{D_n})}(F_n \circ \gamma) = d_{A(R^{D_n})}(F_n(z), F_n(w)) \].

Finally, assume that \( z \) and \( w \) are neither on the same circle nor on the same ray. There exists, however, some \( z^* \in A(R) \) such that \( |z^*| = |z| \) and \( \arg z^* = \arg w \), meaning that \( z^* \) belongs to the same circle as \( z \) and to the same ray as \( w \). By the reverse triangle inequality, we have 
\[ d_{A(R^{D_n})}(F_n(z), F_n(w)) \geq |d_{A(R^{D_n})}(F_n(z), F_n(z^*)) - d_{A(R^{D_n})}(F_n(z^*), F_n(w))|; \]
items (i) and (ii) of this theorem now tell us that 
\[ d_{A(R^{D_n})}(F_n(z), F_n(z^*)) \to 0 \text{ as } n \to +\infty, \]
while 
\[ d_{A(R^{D_n})}(F_n(z^*), F_n(w)) = d_{A(R)}(z^*, w) \] for all \( n \). This yields a positive lower bound for 
\( c(z, w) = \lim_{n \to +\infty} d_{A(R^{D_n})}(F_n(z), F_n(w)) \), which exists since 
\[ d_{A(R^{D_n})}(F_n(z), F_n(w)) \] is a decreasing sequence bounded from below.
2.2 Finite eventual connectivity

Now, we consider a transcendental meromorphic function \( f : \mathbb{C} \to \hat{\mathbb{C}} \) with a wandering domain \( U \), which we will assume has finite eventual connectivity \( k \). First, in order to deal with case (ii) of Theorem 1.1, we want to show that, in the case \( k = 2 \), we can ‘conjugate’ the dynamics of \( f|_{U_n} \) to the model discussed in Subsection 2.1. For that, we will need the following amalgamation of Theorems 1 and 3 from [9], proved using Ahlfors’s theory of covering surfaces.

**Lemma 2.3.** Let \( f \) be a transcendental meromorphic function. If \( V \subset \hat{\mathbb{C}} \) is an arbitrary domain and \( U \) is any component of \( f^{-1}(V) \), then exactly one of the following holds.

(i) There exists \( n \in \mathbb{N} \) such that \( c(U) - 2 = n \cdot (c(V) - 2) + \delta_f(U) \), where \( \delta_f(U) \) is the number of critical points of \( f|_U \) counted with multiplicity, and \( n = \deg(f|_U) \);

(ii) \( f(U) \) covers every value of \( V \) infinitely often with at most two exceptions, and \( c(V) \geq 3 \) implies \( c(U) = +\infty \).

With this in mind, let us begin.

**Lemma 2.4.** Let \( f : \mathbb{C} \to \hat{\mathbb{C}} \) be a meromorphic function with a wandering domain \( U \). Assume that \( c(U_n) = 2 \) and \( \deg f|_{U_{n-1}} = d_n < +\infty \) for all \( n \geq 0 \). Then, there exists \( R > 1 \) and a sequence of conformal isomorphisms \( \varphi_n : U_n \to A(R^{d_n}) \) such that, for \( n \geq 1 \),

\[
\varphi_n \circ f(z) = (\varphi_{n-1}(z))^{d_n} \quad \text{for} \quad z \in U_{n-1}.
\]

**Proof.** We proceed inductively; let us start with \( n = 1 \). Then, \( U = U_0 \) is conformally isomorphic to a unique symmetric annulus \( A(R) \), and the isomorphism \( \varphi_0 : U_0 \to A(R) \) is unique up to rotation and inversion. The next iterate \( U_1 \) is also isomorphic to some unique \( A(S) \), but in this case we might have to post-compose the isomorphism \( \varphi_1 : U_1 \to A(S) \) with a rotation or inversion. For now, this induces a holomorphic map \( g_1 : A(R) \to A(S) \) by

\[
g_1(z) = \varphi_1 \circ f \circ \varphi_0^{-1}(z),
\]

and we know that \( \deg g_1 = \deg f|_{U_0} = d_1 \) is finite — we exercise our freedom of choice over \( \varphi_1 \) here, choosing it so that \( d_1 \) is also positive. Thus, by Lemma 2.2,

\[
d_1 \leq \frac{\text{mod} A(S)}{\text{mod} A(R)};
\]

we want to show that equality holds, whence (also by Lemma 2.2) \( g_1(z) = e^{i\theta} z^{d_1} \), whereupon we exercise our freedom of choice again to rotate \( \varphi_1 \) and ensure that \( e^{i\theta} = 1 \). To this end, note that, by the Riemann–Hurwitz formula (Lemma 2.3(i)), \( f|_{U_0} \) (and hence \( g_1 \)) has no critical points, and is therefore an unbranched covering map. This means that \( g_1 : A(R) \to A(S) \) is a local hyperbolic isometry; it takes the closed geodesic \( \gamma(t) = \exp(2\pi i t), t \in [0,1] \), to a closed geodesic of \( A(S) \). By Lemma 2.1(ii), \( g_1 \circ \gamma \) must be another (monotonic) parametrisation of the unit circle — but one that traverses it \( d_1 \) times (or, in other words, \( g_1 \circ \gamma \) winds \( d_1 \) times around the origin). Since
\[ \ell_{A(R)}(\gamma) = \ell_{A(S)}(g_1 \circ \gamma) \]

Lemma 2.1(ii) also tells us that

\[
\frac{2\pi^2}{\Mod A(R)} = \frac{2\pi^2 d_1}{\Mod A(S)},
\]

whence \( \Mod A(S) = d_1 \cdot \Mod A(R) \) and we are done. The rest of the sequences \((\varphi_n)\) and \((g_n)\) can be built in a similar fashion, with \( \varphi_{n+1} \) being rotated and inverted as necessary to accommodate \( \varphi_n \) (which is already fixed at the \( n \)th stage).

An immediate consequence of Lemma 2.4 is that, by induction,

\[ \varphi_n \circ f^n = G_n \circ \varphi_0 \text{ for all } n \geq 1, \]

where \( G_n := g_n \circ \cdots \circ g_0 \), each \( g_n \) is a power map, and the \( \varphi_n \) are hyperbolic isometries. If \( \mathcal{C}'' \) and \( \mathcal{L}'' \) are the foliations given by Theorem 2.1 for \( G_n \), we can pull them back to obtain transversal foliations \( \mathcal{C}' := (\varphi_0)^{-1} \circ \mathcal{C}'' \) and \( \mathcal{L}' := (\varphi_0)^{-1} \circ \mathcal{L}'' \) on \( U \), and — since all \( \varphi_n \) are hyperbolic isometries — they encode the same dynamical information for \( U \) and \( f \) that we had for \( A(R) \) and \( G_n \).

This takes care of the case of constant connectivity two; next, we complete the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Assume first that \( U \) has eventual connectivity \( 3 \leq k < +\infty \). We claim that \( f : U_n \to U_{n+1} \) is a proper map for all large \( n \); indeed, the only way for it not to be proper is for \( m = \deg f|_{U_n} \) to be infinite (since \( f \) maps \( \partial U_n \) onto \( \partial U_{n+1} \), it follows from Ahlfors’s first fundamental theorem that \( f : U_n \to U_{n+1} \) either is proper and satisfies the Riemann–Hurwitz formula, or has infinite degree; see, for example, [15, Theorem 5.2], [24, Theorem VI.1], or [9, Theorems 2 and 3]). However, by Lemma 2.3(ii), since \( c(U_{n+1}) = k \geq 3 \) we should have \( c(U_n) = +\infty \), which is a contradiction as \( c(U_n) = k \).

Thus, we can apply the Riemann–Hurwitz formula to \( f : U_n \to U_{n+1} \), which tells us that

\[ k - 2 = m \cdot (k - 2) + \delta_f(U_{n+1}). \]

Since \( m \) and \( \delta_f(U_{n+1}) \) are both non-negative integers and \( k \geq 3 \), the only solution is \( \delta_f(U_{n+1}) = 0 \) and \( m = 1 \). It follows that \( f : U_n \to U_{n+1} \) is a conformal isomorphism for all large \( n \), and thus that the hyperbolic metric is preserved by \( f|_{U_n} \).

For \( k = 2 \), we take a sufficiently large \( N \) that \( c(U_n) = 2 \) for all \( n \geq N \), and apply Lemma 2.4. If \( \Mod U_n \) is a constant sequence, then \( f|_{U_n} \) is conjugated to rigid rotations of the same \( A(R) \) for some \( R > 1 \), and so the hyperbolic metric is preserved. If \( \Mod U_n \) is not constant, it is (by Lemma 2.4) an increasing sequence diverging to infinity, and we obtain transversal foliations \( \mathcal{C}' \) and \( \mathcal{L}' \) on \( U_N \) that encode its dynamics. In order to transfer this knowledge to \( U \), we pull the foliations back as \( \mathcal{C} := (f^N)^{-1} \circ \mathcal{C}' \) and \( \mathcal{L} := (f^N)^{-1} \circ \mathcal{L}' \). This process ‘breaks down’ at the critical points \( \Crit(f^N|_U) \) of \( f^N \), which form a discrete set, but works conformally everywhere else. It follows that \( \mathcal{C} \) and \( \mathcal{L} \) are transversal laminations of \( U \) that fail to be foliations at critical points of \( f^N \). By their definitions and Theorem 2.1, it also follows that \( \mathcal{C} \) is a contracting lamination, and \( \mathcal{L} \) is an eventually isometric one.
3 | BAKER WANDERING DOMAINS

In this section, we will examine the internal dynamics of Baker wandering domains in direct tracts. Of course, in order to do so, we should first define the latter: an unbounded domain \( D \subset \mathbb{C} \) with piecewise smooth boundary is said to be a direct tract for the meromorphic function \( f \) if \( \mathbb{C} \setminus D \) is unbounded (but not necessarily connected; \( \mathbb{C} \setminus D \) can consist of infinitely many bounded components), \( f \) has no poles in \( D \), and there exists \( R > 0 \) such that \( |f(z)| = R \) for \( z \in \partial D \) while \( |f(z)| > R \) for \( z \in D \). Every meromorphic function with finitely many poles has a direct tract, and so do many with infinitely many poles (such as Euler’s gamma function, for instance); this gives us a substantially larger class to study than entire functions, while still leaving us with plenty of machinery to do so.

Of course, when talking about the dynamics of Baker wandering domains, one must talk about the results of Bergweiler, Rippon, and Stallard [8]. Although they deal with entire functions, they remark that their results can be generalised to Baker wandering domains of meromorphic functions with direct tracts. The one key step not directly related to their techniques is to generalise a theorem — originally proved by Zheng [25] for functions with finitely many poles — saying that the iterates of a Baker wandering domain contain large annuli \( \{ z : r_n < |z| < R_n \} \) with \( R_n/r_n \to +\infty \). We now give a brief outline of how to do this.

Many of the results and tools used here were also introduced by Bergweiler, Rippon, and Stallard in a different paper [7]. Firstly, they showed that if \( U \) is a Baker wandering domain of \( f \) and \( f \) has a direct tract \( D \), then \( U_n \subset D \) for all large \( n \), so that \( D \) is in fact the only direct tract of \( f \) and all components of \( \mathbb{C} \setminus D \) are bounded. Secondly, they introduced the subharmonic function \( v : \mathbb{C} \to [0, +\infty) \), defined as

\[
v(z) := \begin{cases} 
\log \frac{|f(z)|}{R}, & z \in D, \\
0, & z \notin D, 
\end{cases}
\]

where \( D \) is a direct tract of \( f \) where \( R \) is the positive constant in the definition of the tract \( D \). Combined, these two things have key consequences for the distribution of zeros and poles of \( f \).

**Lemma 3.1.** Let \( f \) be a transcendental meromorphic function with a direct tract \( D \) and a Baker wandering domain \( U \). For \( n \in \mathbb{N} \), let \( \gamma_n \subset U_n \) be a Jordan curve surrounding the origin, and define \( Z_n \) and \( P_n \) as the number of zeros and poles of \( f \) (respectively) surrounded by \( \gamma_n \). Then,

\[
Z_n - P_n \to +\infty \text{ as } n \to +\infty.
\]

**Proof.** First, note that \( f \) has neither zeros nor poles in \( D \) by definition, which means that our problem reduces to counting zeros and poles for the complementary components of \( D \), which are all bounded since \( f \) has a Baker wandering domain. Now, let \( \mu_v \) denote the Riesz measure associated to the subharmonic function \( v \) (see, for instance, [16, Section 3.5]). If \( K \) is a complementary component of \( D \), then [7, Lemma 9.2] tells us that \( \mu_v(K) \geq 1 \), and it follows from the argument principle that \( \mu_v(K) = Z_K - P_K \), where \( Z_K \) and \( P_K \) are the number of zeros and poles of \( f \) in \( \text{int}(K) \), respectively (see the proof of [7, Lemma 9.1]).

Next, let \( K_1, K_2, \ldots, K_m \) denote the complementary components of \( D \) surrounded by \( \gamma_n \); clearly, \( m \) is finite and depends on \( n \). Then, it follows that
\[ Z_n - P_n = \sum_{i=1}^{m} (Z_{K_i} - P_{K_i}) \geq m; \]

since all complementary components of \( D \) are bounded, there are infinitely many thereof, and \( U_n = f^n(U) \to \infty \) as \( n \to +\infty \), we also have \( m \to +\infty \) and the conclusion follows. \( \square \)

The function \( v \) was also used by Bergweiler, Rippon, and Stallard to prove an analogue of the Wiman–Valiron theorem for meromorphic functions with direct tracts (see [7, Theorems 2.2 and 2.3]). This, in turn, implies that if \( f \) is a meromorphic function with a direct tract \( D \), then the image of any sufficiently large annulus lying sufficiently far away from the origin contains another large annulus lying even farther away. This fact coupled with Lemma 3.1 shows that, as concerns Baker wandering domains, functions with a direct tract behave similarly to functions with finitely many poles.

As promised, Lemma 3.1 and the generalised Wiman–Valiron theorem (the latter to substitute for Bohr’s theorem) allow us to extend Zheng’s theorem to functions with a direct tract. This, in turn, serves as the starting point to generalise Bergweiler, Rippon, and Stallard’s results [8] concerning the harmonic function

\[ h(z) := \lim_{n \to +\infty} \frac{\log |f^n(z)|}{\log |f^n(z_0)|} \quad \text{for } z \in U, \quad (3.1) \]

where \( z_0 \) is any point in a Baker wandering domain \( U \) of an entire function, and so to generalise their approach to describing the dynamics of Baker wandering domains — as was stated above; we refer to [8] and [7] for the remaining details. Thus, given a transcendental meromorphic function \( f \) with a Baker wandering domain \( U \) and a direct tract \( D \), and a point \( z_0 \in U \), Equation (3.1) defines a positive, non-constant harmonic function, and the properties of \( h \) tell us many things about the internal dynamics of \( U \).

Naturally, the reason we did this was so we could apply the results of [8] to our setting. However, we will have to change our notation slightly; since \( h \) can be defined taking as starting points any point in any domain on the orbit, we will use \( h(z; z_0, U) \) to mean the function defined in \( U \) by equation (3.1) using the base point \( z_0 \in U \). With that in mind, it is clear that \( h \) is \( f \)-invariant in the sense that

\[ h(f(z); f(z_0), U_1) = h(z; z_0, U); \quad (3.2) \]

note that, since every Baker wandering domain is bounded and \( f \) preserves the Fatou and Julia sets, \( f(U) = U_1 \) in this case.

The level sets of \( h \) form a lamination of \( U \), and this lamination was already studied by Sixsmith [23] in relation to the fast escaping set of entire functions. Here, we are interested in level sets of \( h \) for another reason.

**Lemma 3.2.** Let \( f \) be a transcendental meromorphic function with a direct tract \( D \) and a Baker wandering domain \( U \). Choose \( z_0 \in U \), and define \( h : U \to (0, +\infty) \) according to equation (3.1). Then, the level sets of \( h \) form a contracting lamination of \( U \).
Before proving Lemma 3.2, we want to convince ourselves that the level curves of $h$ are ‘well behaved’. Of course, being level sets of a harmonic function, we know that they are made of analytic curves, but we want more than that.

**Lemma 3.3.** In the setting of Lemma 3.2, every level curve of $h$ is closed.

**Proof.** Assume that this is not the case; that is, that $h$ has a level curve $\gamma$ with $h(\gamma) = L \in \mathbb{R}_+$ that is not closed. Since $h$ is harmonic, $\gamma$ must escape to the boundary of $U$, and by [8, Theorem 1.6(b)] (which tells us that $h$ has a continuous extension to $\partial U \setminus \partial \tilde{U}$, and is constant there) and the maximum principle it must escape to the outer boundary$^\dagger$ of $U$. Note that, since every $U_n$ is bounded and the Julia set is completely invariant, $f^n : U \to U_n$ is a proper map for every $n$ (see [21, Lemma 4]), and therefore $f^n(\gamma)$ will always be a level curve of $h(f^n(\cdot); f^n(z_0), U_n)$ that escapes to the outer boundary of $U_n$.

Take now another level set $\Gamma$ of $h$ for which $h(\Gamma) = L' > \max\{L, 1\}$ (by the maximum principle, such a level set must be non-empty for an appropriate choice of $L'$), and any point $z \in \gamma$. The definition of $h$ implies that $|f^n(z_0)|^{L-\epsilon_n} < |f^n(z)| < |f^n(z_0)|^{L+\epsilon_n}$, where $\epsilon_n \downarrow 0$; in other words, $f^n(z)$ lies in some definite annulus $A_n$. At the same time, [8, Theorem 7.1] says that $f^n(\Gamma)$ has (for large enough $n$) a connected component $\Gamma_n \subset U_n$ that is a Jordan curve surrounding the origin and lying in the annulus

$$A'_n := \{z : |f^n(z_0)|^{L(1-\epsilon'_n)} < |z| < |f^n(z_0)|^{L(1+\epsilon''_n)}\},$$

where $\epsilon'_n$ and $\epsilon''_n$ are positive sequences going to zero with $n \to +\infty$. Most importantly, we see that if $n$ is large enough the annuli $A_n$ and $A'_n$ are disjoint, with $A'_n$ surrounding $A_n$.

Finally, recall that $f^n(\gamma)$ was supposed to escape to the outer boundary of $U_n$. It follows from the Jordan curve theorem that $f^n(\Gamma)$ intersects $\Gamma_n$, which is a contradiction since both are supposed to be level curves of $h(f^n(\cdot); f^n(z_0), U_n)$ corresponding to different levels (by equation (3.2)). $\square$

Thus pacified, we can prove Lemma 3.2.

**Proof of Lemma 3.2.** Let $\gamma \subset U$ be a simple closed level curve of $h$, and define $\gamma_n = f^n \circ \gamma \subset U_n$. Note that $\gamma_n$ is another closed level curve of $h$ by equation (3.2), and it is clear from the maximum principle that every closed subcurve of $\gamma_n$ surrounds at least one bounded component of $\mathbb{C} \setminus U_n$. If $n$ is sufficiently large, then $\gamma_n$ is (by [8, Theorem 1.3]) contained in a large annulus $C_n \subset U_n$ centred at 0, with its iterates $f^m \circ \gamma_n$ being contained in similar annuli $C_{m+n} \subset U_{m+n}$. It follows that, for such $n$, $\gamma_n$ is a simple closed curve, which we will take to be traversed once. Assume now that $U$ has eventual connectivity two (we will postpone proving that $U$ has eventual connectivity either two or infinity to the end of this section). Then (assuming that $n$ is large enough), $\gamma_n$ surrounds the only bounded complementary component of $U_n$, and by the argument principle $f \circ \gamma_n$ winds around the origin $d_n = Z_n - P_n$ times (we are using the notation of Lemma 3.1). We see that $f \circ \gamma_n$ is a simple closed curve traversed $d_n$ times; let $\gamma_{n+1}$ stand for the same curve traversed only once. Since $\ell_{U_{n+1}}(f \circ \gamma_n) \leq \ell_{U_n}(\gamma_n)$ by the Schwarz–Pick lemma, we have that

---

1 Bergweiler, Rippon, and Stallard use a different definition of the outer boundary, but — fortunately — it is equivalent to ours on bounded domains.
\[ \ell_{U_{n+1}}(y_{n+1}) \leq \frac{\ell_{U_n}(y_n)}{d_n}, \]

and by induction and the \( f \)-invariance of \( h \) we conclude that

\[ \ell_{U_{m+n}}(\gamma_{n+m}) \to 0 \text{ as } m \to +\infty. \]

Therefore, if \( z \) and \( w \) are any two points of \( \gamma_n \), we clearly have

\[ d_{U_{m+n}}(f^m(z), f^m(w)) \leq \ell_{U_{m+n}}(\gamma_{m+n}) \to 0 \text{ as } m \to +\infty. \]

This concludes the proof for eventual connectivity two; if \( c(U) = +\infty \), we must deal with the simple closed level curves \( \gamma \subset U \) of \( h \) that do not surround the component of \( \mathbb{C} \setminus U \) containing the origin (by Lemma 3.3, we have no non-closed level curves to deal with). However, by [21, Lemma 2], any closed curve \( \gamma \subset U \) that is not null-homotopic in \( U \) must have an iterate \( f^n \circ \gamma \) that surrounds a pole of \( f \), and therefore a bounded complementary component of \( D \). In that case, by Lemma 3.1 and the argument principle, \( f^{n+1} \circ \gamma \) surrounds the origin, and the previous arguments apply.

Finally, we complete the proof of Theorem 1.2.

**Proof of Theorem 1.2.** First, we establish the existence of an eventual connectivity of \( U \); this will require only a small adaptation of Kisaka and Shishikura’s argument for [19, Theorem A].

Since every \( U_n \) is bounded, the Riemann-Hurwitz formula tells us that \( c(U_n) \) is a non-increasing sequence, which means that \( U \) has a well-defined eventual connectivity. Now, if this connectivity is some finite \( k \geq 3 \), Theorem 1.1 implies that \( f : U_n \to U_{n+1} \) is one-to-one for all large \( n \). Hence, if \( \gamma_n \subset U_n \) is a Jordan curve surrounding the origin, the argument principle tells us that (with the notation of Lemma 3.1) \( Z_n - P_n = 1 \) for every large \( n \), directly contradicting Lemma 3.1.

Now, we associate the eventual connectivity of \( U \) to its internal dynamics. If \( c(U) < +\infty \), then \( U \) has eventual connectivity two, and (by Lemma 3.1) cannot be eventually isometric. It follows from Theorem 1.1 that \( U \) is a trimodal domain with contracting and eventually isometric laminations \( C \) and \( L \) (respectively), and the uniqueness of the laminations together with Lemma 3.2 imply that \( C \) is made of level sets of \( h \).

If \( c(U) = +\infty \), we still have the contracting lamination given by Lemma 3.2, and it remains to see what happens for pairs of points on different leaves. To this end, we invoke the Harnack metric \( \chi_{\Omega} \) of a domain \( \Omega \); it is defined as

\[ \chi_{\Omega}(z, w) := \sup \left\{ \left| \log \frac{u(z)}{u(w)} \right| : u \text{ is positive and harmonic in } \Omega \right\}. \]

Its relevance to us lies on the fact that, if \( \Omega \) is a bounded domain, it satisfies \( \chi_{\Omega}(z, w) \leq d_{\Omega}(z, w) \) for all \( z, w \in \Omega \) (see, for instance, [3]). Now, since our positive harmonic function \( h \) is \( f \)-invariant, we have for any pair \( z, w \in U \) on different level sets of \( h \) the following:

\[ \log \frac{h(f^n(z); f^n(z_0), U_n)}{h(f^n(w); f^n(z_0), U_n)} = \log \frac{h(z; z_0, U)}{h(w; z_0, U)} > 0. \]
Thus, for any \( n \in \mathbb{N} \),
\[
\left| \log \frac{h(z; z_0, U)}{h(w; z_0, U)} \right| \leq \chi_{U_n}(f^n(z), f^n(w)) \leq d_{U_n}(f^n(z), f^n(w));
\]
this gives us a positive lower bound for \( d_{U_n}(f^n(z), f^n(w)) \), which cannot be eventually constant by the Schwarz-Pick lemma. Indeed, Bergweiler, Rippon, and Stallard show in [8, Theorem 1.7] that having infinite connectivity means that the \( U_n \) meet infinitely many critical points of \( f \), and so \( f|_{U_n} \) cannot be a local hyperbolic isometry. This completes the proof.

## 4 A WANDERING DOMAIN WITH NO EVENTUAL CONNECTIVITY

In this section, we prove Theorem 1.3. The construction of \( g \) is based on the ideas of Baker, Kotus and Lü [17]: we use approximation theory to construct a sequence of meromorphic functions \((g_n)_{n \geq 0}\) such that each \( g_n \) is responsible for the \( n \)th step in the orbit of \( U \), and \( g = \sum_{n \geq 0} g_n \) defines a meromorphic function satisfying our claims. Figure 2 illustrates what the construction is supposed to look like: in black, we have what we hope will be the wandering domains, and in grey we see the larger sets where the approximation takes place. The coloured arrows denote the action of our ‘model map’, which \( g \) is supposed to approximate and is made up of the following functions.

1. \( \tau \) is an exponential, mapping a vertical strip onto an annulus.
2. \( \psi \) is a re-scaled Joukowski mapping (see below), and takes a symmetric annulus around the unit circle onto an ellipse.
3. \( \phi \) is the function \( z \mapsto (z - i)^{-1} + (z + i)^{-1} \). Its relevant properties are outlined below, but suffice to say it maps a subset of \( \mathbb{D} \) conformally onto a vertical strip.
4. \( \sigma \) is an affine map.

![Figure 2](attachment:image.png)

**Figure 2** The first four steps of the model map, with approximating sets shown in grey and our intended wandering domains in black. The red and green dots (colour online) denote the poles of our model map. See p. 13 for the definition of the model map.

To this end, we must first show that the sequence \((g_n)_{n \geq 0}\) can be constructed to have the desired mapping properties, and then that the resulting Fatou components \( U_n \) actually possess the desired topological characteristics. We start with some preliminary observations about the construction of the model map.
First, we choose a real constant \( r \in (2, e) \), and a positive \( \varepsilon < 1 / r \) (as we proceed, we will impose further restriction on \( \varepsilon \)). Next, consider
\[
\phi(z) = \frac{1}{z - i} + \frac{1}{z + i} = \frac{2z}{z^2 + 1};
\]
this rational function of degree two has critical points \( \pm 1 \), which are also fixed points. More importantly for us, the vertical strip \( \{ z : |\Re z| < 1 \} \) has a simply connected pre-image component (of degree one) under \( \phi \) in \( \mathbb{D} \), and this component touches the unit disc exactly at \( \pm 1 \) and \( \pm i \). Since \( r < e \), we know that \( \phi^{-1}(\{ z : |\Re z| < \log r - \varepsilon \}) \) (of course, we take \( \varepsilon < \log r \)) has a simply connected component \( D \subset \mathbb{D} \) that touches \( \partial \mathbb{D} \) exactly at \( \pm i \). Now, we want to choose a constant \( \lambda \in \mathbb{C} \) so that the (re-scaled) Joukowski mapping
\[
\psi(z) = \lambda \left( z + \frac{1}{z} \right)
\]
maps the annulus \( \{ z : 1 / r < |z| < r \} \) into \( \{ z \in \mathbb{D} : \text{dist}(z, \partial D) > \varepsilon \} \), and then choose \( R > r \) such that \( \psi(\{ z : 1 / R < |z| < R \}) \supset \{ z : 1 + \varepsilon \} \), and some \( \delta > \varepsilon \); we will also require \( R \) to satisfy other constraints to be specified ahead, but \( \delta \) is relatively ‘free’. For now, we make a few observations about the Joukowski mapping \( z \mapsto z + 1 / z \): it is a rational function of degree two, with critical points at \( \pm 1 \) and roots at \( \pm i \); it maps the unit circle in two-to-one fashion onto the closed interval \([-2, 2]\), and is symmetric under \( z \mapsto 1 / z \). Consequently, \( \psi \) maps annuli of the form \( \{ z : 1 / C < |z| < C \} \), \( C > 1 \), properly and with degree two onto simply connected ellipses containing the origin.

With these preliminaries in place, we are ready to define our approximating sets. We will need sequences \( l_n \) and \( m_n \), \( n \geq 0 \), constructed as follows. Start with \( l_0 = 1 \), and then choose \( m_0 \) such that \( m_0 - \log(2 R') > l_0 \), where the criteria for selecting \( R' > R \) will be explained further ahead. The next value to be chosen is \( l_1 \), taken to satisfy \( l_1 > m_0 + \log(2 R') \). To choose \( m_1 \), we choose a different criterion, namely \( m_1 - R > l_1 \) and then for \( l_2 \) we want \( l_2 > m_1 + R \). The next constant \( m_2 \) is chosen so that \( m_2 - 1 - \delta > l_2 \). For \( l_3 \), we pick a number so that \( l_3 > m_2 + 1 + \delta \), and for \( m_3 \) we want \( m_3 > l_3 + \log r + 1 \). Finally, the last ‘different’ step in this construction is \( l_4 \), which is taken so that \( l_4 > m_3 + \log r + 1 \). From now on, the construction can be carried out recursively with the same basic structure as above (we start by treating \( m_4 \) as \( m_0 \)), cycling between the rules with ‘period’ four.

With these sequences ready, we define our sets. We have \( H_n : = \{ z : \Re z \leq l_n \} \), and the more complicated
\[
E_n := \begin{cases} 
\{ z : |\Re z - m_n| \leq \log(2 R') \}, & n \mod 4 = 0, \\
\{ z : |z - m_n| \leq R \}, & n \mod 4 = 1, \\
\{ z : |z - m_n| \leq 1 + \delta \}, & n \mod 4 = 2, \\
\{ z : |\Re z - m_n| \leq \log r \}, & n \mod 4 = 3,
\end{cases}
\]
and finally \( F_n := H_n \cup E_n \).

Let us make a few remarks about the sets \( F_n \): first, all of them are closed, and all of them contain a left half-plane and exactly one other component. If \( n \mod 4 = 0 \) or \( n \mod 4 = 3 \), these are vertical

\[1\text{In particular, since } D \subset \mathbb{D}, \lambda \text{ satisfies } |\lambda| < 1/2.\]
strips, albeit of different widths; if \( n \mod 4 = 1 \) or \( n \mod 4 = 2 \), these are discs of different radii. See Figure 3 for the most ‘relevant’ parts of these sets, and how they relate to each other.

**FIGURE 3** The ‘main parts’ of the sets involved in this construction. Poles of the \( g_n \), which are also the poles of \( g \), are marked in red (colour online). In orange, we see some of the \( G_n \subset E_n \), and, in light grey, the lines \( L_n \).

We will also need vertical lines \( L_n := \{ z : \Re z = x_n \} \). These are set up so that \( m_n < x_n < l_{n+1} \) (except for \( n \mod 4 = 2 \), in which case we have \( l_{n+1} < x_n < m_{n+1} \)) and so that \( L_n \cap F_m = \emptyset \) for any \( n \) and \( m \). We will reserve the right to fine-tune the position of some of these lines later.

We are ready to start our approximations. First, we must map \( E_0 \) into \( E_1 \) while simultaneously mapping \( H_0 \) into itself. To this end, we apply Arakelyan’s theorem (see, for instance, [14, Section IV.C]) to the closed set \( F_0 \cup L_0 \), obtaining an entire function \( g_0 \) satisfying

\[
\begin{align*}
|g_0(z)| &< \epsilon_0^3, & z \in H_0 \\
|g_0(z) - \exp((z - m_0)/2) - m_1| &< \epsilon_0^3, & z \in E_0 \\
|g_0(z)| &< \epsilon_0^3, & z \in L_0 
\end{align*}
\]  

(4.1)

where \( \epsilon_0 \) is the first term in a sequence of positive numbers such that \( \epsilon_n < \epsilon/10^n \).

Our next step is to approximate an appropriately translated version of \( \psi \) in \( E_1 \). However, since \( \psi \) has a pole, a simple application of Arakelyan’s theorem will not suffice.

**Claim 4.1.** There exists a function \( g_1 \in \mathcal{M}(\mathbb{C}) \) with a single pole at \( m_1 \) such that

\[
\begin{align*}
|g_1(z)| &< \epsilon_1^3, & z \in H_1, \\
|g_0(z) + g_1(z) - \psi(z - m_1) - m_2| &< \epsilon_1^3, & z \in E_1, \\
|g_0(z) + g_1(z)| &< \epsilon_1^3, & z \in L_1.
\end{align*}
\]  

(4.2)

**Proof.** We apply Arakelyan’s theorem to find an auxiliary entire function \( h_1 \) satisfying

\[
\begin{align*}
|h_1(z) + \psi(z - m_1) + m_2| &< \epsilon_1^3, & z \in H_1, \\
|h_0(z) + h_1(z)| &< \epsilon_1^3, & z \in E_1, \\
|h_0(z) + h_1(z) + \psi(z - m_1) + m_2| &< \epsilon_1^3, & z \in L_1,
\end{align*}
\]

and define \( g_1 \) as \( g_1(z) = h_1(z) + \psi(z - m_1) + m_2 \). It follows easily from the definition that \( g_1 \) has a single pole, which is at \( m_1 \), and satisfies the desired inequalities. \( \square \)
By relying on a similar auxiliary function, we obtain the next step in our construction: a meromorphic function \( g_2 \) with poles at \( m_2 \pm i \) such that

\[
\begin{cases}
|g_2(z)| < \varepsilon_2^3, & z \in H_2, \\
|g_0(z) + g_1(z) + g_2(z) - \phi(z - m_2) - m_3| < \varepsilon_2^3, & z \in E_2.
\end{cases}
\] (4.3)

Note that we did not add the approximation on \( L_2 \) to the requirements; that will be up to our next function, which is the entire function \( g_3 \) satisfying

\[
\begin{cases}
|g_3(z)| < \varepsilon_3^3, & z \in H_3 \\
|g_0(z) + g_1(z) + g_2(z) + g_3(z) - (z - m_3)(\log r - \varepsilon)/\log r - m_4| < \varepsilon_3^3, & z \in E_3 \\
|g_0(z) + g_1(z) + g_2(z) + g_3(z)| < \varepsilon_3^3, & z \in L_2 \cup L_3.
\end{cases}
\] (4.4)

Thus armed, we proceed inductively, constructing a sequence \((g_n)_{n \geq 0}\) of approximating meromorphic functions. Since the functions get progressively smaller on progressively larger left half-planes, the sum

\[\sum_{n \geq 0} g_n\]

converges locally uniformly to a transcendental meromorphic function \( g \) with infinitely many poles, which are exactly at \( m_{4k+1} \) and \( m_{4k+2} \pm i \) for \( k \geq 0 \). Furthermore, for any \( z \in E_n \), \( g \) never differs from the model map by more than

\[\sum_{m \geq n} \varepsilon_m^3 \leq 1000\varepsilon^3/999,\]

which — if \( \varepsilon > 0 \) is chosen sufficiently small — is much smaller than \( \varepsilon \). If we define the sets

\[G_n := \begin{cases}
\{z : |\Re z - m_n| \leq \log r\}, & n \text{ mod } 4 = 0, \\
\{z : 1/r < |z - m_n| < r\}, & n \text{ mod } 4 = 1, \\
D + m_n, & n \text{ mod } 4 = 2, \\
E_n, & n \text{ mod } 4 = 3,
\end{cases}\]

it is clear from the definitions that \( G_n \subset E_n \) for all \( n \geq 0 \). Hence, it follows by Equations (4.1) to (4.4) that \( g(G_n) \subset G_{n+1} \), and so by Montel's theorem each \( G_n \) belongs to a Fatou component \( U_n \) such that \( g(U_n) \subset U_{n+1} \). Furthermore, by the same token, \( H_0 \) belongs to an attracting Fatou component \( V \), and every \( L_n \) is contained in a pre-image of \( V \). Therefore, the \( U_n \) are distinct Fatou components (in particular, \( U_0 \) is a wandering domain with orbit \( U_0, U_1, \ldots \)). It remains to show that each \( U_n \) has the desired topological properties. To this end, we make two claims.

**Claim 4.2.** If \( \varepsilon > 0 \) is chosen sufficiently small, then \( \lambda, R, R', \) and \( x_n \) can be chosen ('independently of \( \varepsilon \)') so that \( U_n \subset E_n \) for \( n \text{ mod } 4 \in \{0, 1, 2\} \).

**Proof.** This is where we will use the exact placement of the \( L_n \) next to \( E_{4k+3} \), \( k \geq 0 \), and where we will explain the further requirements on \( R \) and \( \varepsilon \). An important point about this procedure is that,
whenever a choice is made regarding $\lambda$, $R$, or $R'$, we can continue to shrink $\epsilon$ without affecting this choice. It is in this sense that we say that they are ‘independent of $\epsilon$’.

First, we ask that $\log r + 2\epsilon < 1$. We now fix $\lambda \in \mathbb{C}$ as explained before: it is such that $\psi(\{z : 1/r < |z| < r\}) \subset \{z \in D : \text{dist}(z, \partial D) > \epsilon\}$. Now, notice that (since $|\lambda| < 1/2$) $\psi^{-1}(\{z : |z| < 1 + \epsilon\})$ is a doubly connected domain surrounding the origin and bounded away from both zero and infinity. Therefore, there exists an annulus $A_R := \{1/R < |z| < R\}$ such that

$$|\psi(z)| > 1 + \epsilon \text{ for every } z \in \partial A_R,$$

and we can decrease $\epsilon$ without affecting the choice of $R$ as promised. We shrink $\epsilon$ so that $1/R > \epsilon$, and then pick $R'$ such that $1/R' + \epsilon < 1/R$ and $R' - \epsilon > R$.

After all that trouble, it follows that\(^\dagger\), if $\gamma$ is a curve in an $\epsilon$-neighbourhood of $E_{4k+3}$, $k \geq 0$, we can ‘pull it back’ by $g$ at least three times while remaining within the sets $E_{4k+i}$, $i = 0, 1, 2$ (see Figure 4). Hence, if the values of $x_{4k+2}$ and $x_{4k+3}$ are such that $m_{4k+3} - x_{4k+2} < \log r + \epsilon$ and $x_{4k+3} - m_{4k+3} < \log r + \epsilon$, then $L_{4k+2}$ and $L_{4k+3}$ will be pulled back as shown in Figure 4. Since every $L_n$ belongs to the orbit of the attracting domain $V$, all these pullbacks will be in the same attracting grand orbit, and thus cannot intersect any of the $U_n$. The conclusion follows.

\[\Box\]

**FIGURE 4** With (mostly) the same colour scheme as Figure 3, we have added pre-images of $L_2$ and $L_3$ in dashed blue ($L_2$ and $L_3$ are highlighted in solid blue). If the sets and constants are chosen as specified in Claim 4.2, then these pre-images will persist even after the approximation.

This suffices for showing the boundedness or unboundedness of the wandering domains $U_n$; next, we tackle the problem of connectivity.

**Claim 4.3.** For any sufficiently small $\epsilon > 0$, the domains $U_{4k+2}$, $k \geq 0$, are simply connected.

**Proof.** We will derive the argument for $U_2$, which is the case $k = 0$; any other $k$ follows an analogous argument. First, it is clear from the proof of Claim 4.2 that $g^{-1}(L_2 \cup L_3)$ consists of two analytic arcs that connect the poles of $g$ at $m_2 \pm i$, surrounding $G_2 = D + m_2$ and hence $U_2$. Therefore, no closed curve $\gamma \subset U_2$ can surround the poles of $g$; nevertheless, by [21, Lemma 2], any such $\gamma$ that is not null-homotopic in $U_2$ must have an iterate $g^m(\gamma)$ that surrounds a pole of $g$. The only hope for $\gamma$, then, is to have an iterate in one of the Fatou components $U_{4k+1}$ for some $k \geq 1$ that surrounds the pole of $g$ at $m_{4k+1}$.

\[\dagger\]This is essentially an application of Rouche’s theorem; see [1, Theorem 18] and the following corollary.
However, such an iterate would require \( g^{m-1}(\gamma) \) to be a closed curve in \( U_{4k} \), which must (since \( g \) is holomorphic on \( E_{4k} \supset U_{4k} \)) surround a pre-image \( z^* \in E_{4k} \) of \( m_{4k+1} \). Still, by the triangle inequality (with \( \tau(z) = \exp((z - m_{4k})/2) + m_{4k+1} \)) and the error bound for \( g \) on \( E_{4k} \), we have

\[
|g(z) - m_{4k+1}| \geq |\tau(z) - m_{4k+1}| - |\tau(z) - g(z)| > 1/R' - \epsilon \text{ for every } z \in E_{4k}.
\]

If we choose \( \epsilon \) such that \( \epsilon < (2R')^{-1} \), then the right-hand side of this inequality is greater than \( (2R')^{-1} \), which means that no \( z \in E_{4k} \) can reach \( m_{4k+1} \) through \( g \). We conclude that \( U_2 \) cannot contain any closed curve \( \gamma \) that is not null-homotopic in \( U_2 \), and so \( U_2 \) is simply connected. \( \square \)

A similar argument shows that the domains \( U_{4k} \) and \( U_{4k+3} \), \( k \geq 0 \), are also simply connected. Finally, the domains \( U_{4k+1} \) are at least doubly connected, for each surrounds a pole of \( g \) at \( m_{4k+1} \); if the connectivity is greater than two, then (by Lemma 2.3) \( U_{4k} \) is infinitely connected, which is a contradiction. This concludes the proof of Theorem 1.3.

**Remark.** It remains to be seen if the construction above can be simplified to yield a connectivity sequence of period less than four. However (and this was brought to my attention by Reem Yassawi), it can be irregularly 'padded' with strips and translations to yield a connectivity sequence that is not periodic at all.

### 5 CONVERGENCE TO THE BOUNDARY IN MULTIPLY CONNECTED WANDERING DOMAINS

In this section, we shall prove Theorem 1.4. Our starting point will be the same as in [6]: namely, the fact that for any hyperbolic region \( D \), we have

\[
\rho_D(z) \to +\infty \Leftrightarrow \text{dist}(z, \partial D) \to 0.
\]

Since we will be working with \( \overline{U}_n \), which is simply connected, we will also be able to use their elegant 'Harnack-type' estimates [6, Lemma 4.1]:

**Lemma 5.1.** Let \( \Omega \subset \mathbb{C} \) be a simply connected hyperbolic domain. Then, for all \( z \) and \( w \) in \( \Omega \),

\[
e^{-2d_{\Omega}(z,w)} \leq \frac{\rho_{\Omega}(z)}{\rho_{\Omega}(w)} \leq e^{2d_{\Omega}(z,w)}.
\]

**Remark.** The proof of Lemma 5.1 applies the Koebe distortion theorem to the Riemann map from \( D \) to \( \Omega \). As such, similar estimates can be obtained for multiply connected domains by applying the distortion theorems in [26] to a universal covering map – provided we assume that \( \partial \Omega \) is uniformly perfect, and replace the universal factor of 2 by a constant depending on \( \Omega \). See also [5] for other properties of the hyperbolic metric of simply connected domains that generalise to multiply connected ones under the assumption of uniform perfectness and domain-dependent constants.

Now, note that the first claim of Theorem 1.4 (that all orbits go to the boundary or stay away from it together) follows from the second one (that, if an orbit approaches a certain sequence in \( \partial U_n \), so does every other orbit). As such, we can prove Theorem 1.4 by showing the following.
Theorem 5.1. Let $U$ be a wandering domain of a meromorphic function $f$. For $z \in U_n$, let

$$\delta_n(z) := \text{dist}(z, \partial U_n).$$

Let $z_0 \in U$ and, for $n \in \mathbb{N}$, let $w_n \in \partial \widetilde{U}_n$ be such that

$$\delta_n(f^n(z_0)) = |f^n(z_0) - w_n|.$$

If there exists a subsequence $(m_k)_{k \in \mathbb{N}}$ such that $\delta_{m_k}(f^{m_k}(z_0)) \to 0$, then $|f^{m_k}(z_1) - w_{m_k}| \to 0$ as $k \to +\infty$ for every other $z_1 \in U$.

Proof. We will show that $|f^{m_k}(z_0) - f^{m_k}(z_1)| \to 0$, whence the theorem follows by the triangle inequality. To that end, let $\gamma_k \subset \widetilde{U}_{m_k}$ be a distance-minimising geodesic arc joining $f^{m_k}(z_0)$ to $f^{m_k}(z_1)$. Since it is distance-minimising, every $w \in \gamma_k$ satisfies

$$d_{\widetilde{U}_{m_k}}((w, f^{m_k}(z_0)) \leq d_{\widetilde{U}_{m_k}}((f^{m_k}(z_1), f^{m_k}(z_0)) = : C_k,$

and therefore

$$C_k = \int_{\gamma_k} \rho_{\widetilde{U}_{m_k}}(z) |dz| \geq e^{-2C_k \rho_{\widetilde{U}_{m_k}}(f^{m_k}(z_0))} \int_{\gamma_k} |dz| = e^{-2C_k \rho_{\widetilde{U}_{m_k}}(f^{m_k}(z_0))} \ell_C(\gamma_k),$$

by Lemma 5.1, where $\ell_C$ denotes the Euclidean length of a curve. This can be rearranged to yield

$$|f^{m_k}(z_0) - f^{m_k}(z_1)| \leq \ell_C(\gamma_k) \leq \frac{C_k e^{2C_k}}{\rho_{\widetilde{U}_{m_k}}(f^{m_k}(z_0))},$$

and we apply standard estimates on the hyperbolic density in simply connected domains [11, Theorem 4.3] to obtain

$$|f^{m_k}(z_0) - f^{m_k}(z_1)| \leq 2C_k e^{2C_k} \delta_{m_k}(f^{m_k}(z_0)).$$

Now recall that, since $U_{m_k} \subset \tilde{U}_{m_k}$, we have

$$C_k = d_{\widetilde{U}_{m_k}}(f^{m_k}(z_0), f^{m_k}(z_1)) \leq d_U(z_0, z_1)$$

by the Schwarz–Pick lemma applied twice (first to the inclusion $\iota : U_{m_k} \to \tilde{U}_{m_k}$, and then to $f^{m_k} : U \to U_{m_k}$). Thus,

$$|f^{m_k}(z_0) - f^{m_k}(z_1)| \leq 2d_U(z_0, z_1) e^{2d_U(z_0, z_1)} \delta_{m_k}(f^{m_k}(z_0)),$$

and we see that the right-hand side goes to zero by hypothesis as $k \to +\infty$. □

It is a different question whether these different behaviours can occur for multiply connected wandering domains. Here, as with the hyperbolic metric, we see remarkable rigidity.
Corollary 5.1. Let $U$ be a Baker wandering domain of a transcendental meromorphic function $f$. Then,

$$\liminf_{n \to +\infty} \text{dist}(f^n(z), \partial \overline{U}_n) > 0$$

for every $z \in U$.

Proof. Assume that there exists some $z_0 \in U$ for which this is not true (in fact, in order to keep notation light, we will assume that $\text{dist}(f^n(z_0), \partial \overline{U}_n) \to 0$; it is easy to see how to adapt the argument for the case where this happens only on a subsequence). Then, by Theorem 1.4, the same is true for all $z \in U$; we take now a simple closed curve $\gamma \in U$ that is not null-homotopic in $U$. By the Schwarz–Pick lemma, we have $\ell_U(\gamma_n) \leq \ell_U(f^n \circ \gamma) \leq \ell_U(\gamma)$, where $\gamma_n$ stands for $f^n \circ \gamma$ traversed only once (recall that ‘traverse’ here refers to winding number relative to the origin).

Simultaneously, the estimates for hyperbolic density used in the proof of Theorem 5.1 yield

$$\ell_U(\gamma_n) = \int_{\gamma_n} \rho_{U_n}(s) |ds| \geq \int_{\gamma_n} \frac{1}{2 \text{dist}(s, \partial \overline{U}_n)} |ds| \geq \frac{\ell_C(\gamma_n)}{2 \max\{\text{dist}(s, \partial \overline{U}_n) : s \in \gamma_n\}};$$

we see that the only way for the right-hand side to remain bounded\(^1\) is to have $\ell_C(\gamma_n) \to 0$. This applies to every closed curve in $U$, and in particular to a curve surrounding the complementary component of $U$ containing the origin. This is a contradiction, for as $U$ is a Baker wandering domain we have $U_n \to \infty$ while surrounding the origin — which clearly implies $\ell_C(\gamma_n) \to +\infty$ at least for this particular curve.

\[\Box\]

ACKNOWLEDGEMENTS

I would like to thank my supervisors, Phil Rippon and Gwyneth Stallard, for their encouragement, comments, and suggestions about this work.

JOURNAL INFORMATION

The Journal of the London Mathematical Society is wholly owned and managed by the London Mathematical Society, a not-for-profit Charity registered with the UK Charity Commission. All surplus income from its publishing programme is used to support mathematicians and mathematics research in the form of research grants, conference grants, prizes, initiatives for early career researchers and the promotion of mathematics.

REFERENCES


\(^1\) There may be some issues with the uniformness of the convergence of $\text{dist}(f^n \circ \gamma, \partial \overline{U}_n)$ to 0, but we can apply Egorov’s theorem to find a positive measure subset of $\gamma$ (relative to arc-length measure) where convergence is uniform.