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Abstract
Background: Recent studies show that secure coding is about not only technical requirements but also developers’ behaviour.
Objective: To understand the influence of socio-technical contexts on how developers attend to and engage with security in code, software engineering researchers collaborated with social psychologists on a psychologically-informed study.
Method: In a preregistered, between-group, controlled experiment, 124 developers from multiple freelance communities, were primed toward one of three identities, following which they completed code review tasks with open-ended responses. Qualitative analysis of the rich data focused on the attitudes and reasoning that shaped their identification of security issues within code.
Results: Overall, attention to code security was intermittent and heterogeneous in focus. Although social identity priming did not significantly change the code review, qualitative analysis revealed that developers varied in how they noticed issues in code, how they addressed them, and how they justified their choices.
Conclusion: We found that many developers do think about security— but differently from one another. Hence, effective interventions to promote secure coding must be appropriate to the individual development context. Data is uploaded at: https://osf.io/3jyrk
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1 Introduction
The security of software is often considered a technical feat that developers need to accomplish by writing secure code. Recent studies show that writing secure code— that is, following coding practices that ensure that the software does not contain known vulnerabilities— is not only about the technical requirements of secure coding but also concerns developers’ psychological barriers [28]. Thus, the development of secure code is not only about the quality of code per se, but also about the frame of reference adopted by those who are responsible for its implementation.

Additionally, developers are increasingly escaping organizational boundaries and working under their own priorities and constraints, with varying skills and experiences [8]. This diversity of developers is at the heart of a range of innovations in the digital economy. The software these developers produce can be, and is, deployed across systems pervasive in many aspects of human activity and is used by a global user base. Little is known about the security implications of freelance developers’ software and security perspectives.

As part of an ongoing research collaboration between software engineering researchers and behavioral scientists, we are investigating what might influence developers’ secure coding practices. Recognising the value and importance of more transparent open scholarship for software engineering [21], we developed and preregistered 1 a psychological experiment in which we manipulated the social identity focus of 124 developers.

The study was structured as a between-group controlled experiment and included rich data collection to support analysis of the attitudes and reasoning that shaped the observed behavior. The design of the study was motivated by the Social Identity (SI) theory [15], the product of four decades of work in social psychology on the fluidity and complexity of group identity and its impact on real-world behaviours. The study aimed to assess the behaviour of the participants under conditions that prime them to think of themselves as individuals, or as part of the community mediated by the feelings of social concerns and responsibilities. The study

1 The final design of the study was pre-registered at the OSF (Open Science Framework) https://osf.io/3jyrk/ to avoid any biases of researchers during the study and to strengthen the hypothesis-testing.
includes code-review tasks with open-ended responses to assess participants’ engagement with code, and responses to psychological Likert-scale questions to assess developers’ attitudes.

The study investigated two key research questions:

**RQ 1:** Does the social priming of the participants, i.e., cueing them to think of themselves as part of the developer community, influence their security engagement with code? This question was planned in the pre-registration of the study. To answer this question, we collected evidence of developers’ security engagement from their open-ended responses for their code review tasks. We scored the evidence and conducted a quantitative evaluation of the control and primed groups – discussed in Section 3.2.

**RQ 2:** How do developers attend to security in code? The qualitative analysis of participants’ responses was also part of pre-registration. To address RQ2, we conducted an inductive analysis [32] of participants’ responses that offered evidence of engagement with security during code review. We investigated how participants identified security issues in code, how participants mitigated secure solutions in code, and why developers made decisions that involved security when they engaged with code – discussed in Section 4.

Our findings suggest that developers often think about security, but differ from each other in how they perceive security and address it (sometimes unknowingly). By providing developers an open canvas to register how they see code, we elicited a richer picture of how code is viewed by different developers.

Further, the study highlighted that the variations in developers’ security orientation in the presence of a multitude of factors make studying a single factor (such as social identity priming) a difficult task. Nevertheless, we argue that more empirical studies need to consider developers’ socio-technical context and take note of how developers identify with their actions, which can have implications for maintenance of their actions [33], [35].

The rest of the paper is structured as follows: Section 2 presents the study design. Section 3 and 4 present the quantitative and qualitative analysis, respectively. Section 5 discusses the insights gained from the study, and Section 6 concludes the paper.

## 2 The Experiment

The study was structured as a three-condition, between-subjects experiment. It was approved by the first author’s university ethics committee. The design of the experiment builds on the SI theory [15] and focuses primarily on the influence of participants’ identities on their (secure) coding behavior. It uses three-things manipulation technique [15] to prime the participants, i.e., the salient identity was primed by asking participants a number of questions about things they do: thinking about themselves personally (for personal identity) and thinking of themselves as part of the developer community (for social identity). The prediction was that a social identity will lead (on average) to decision making that is more security oriented. This hypothesis was predicated on work in social psychology (e.g., [18]) showing that, when social identity is salient, people have more concern for the welfare of others in the group – and hence they will be more concerned to avoid ‘damaging’ other developers through poor security practice.

The null hypotheses of the study were:

**H0:** There is no difference in security engagement with code between participants inducted into an identity framework (either personal or social) and those inducted into a baseline.  
**H1:** Participants inducted into an identity framework will be more aware of code security concerns than participants inducted into a baseline / non-identity framework.

### 2.1 Study Design

The study was presented as a 20- to 30-minute online experiment using the Qualtrics research tool. Three researchers, familiar with programming, attempted the online study to verify its timings.

Two code review tasks were prepared as behavioral tasks using code snippets from securecodewarrior.com 2 that had known vulnerabilities. Code reviews are "a manual inspection of source code by developers other than the author" (p.1, [17]). These tasks were presented to developers of each experimental group, and their order was counterbalanced for each group. The purpose of the behavioral tasks was to capture relevant developer behavior. To achieve good ecological validity, we were interested in capturing developers’ behavior ‘in the moment’, along with evidence of security in their thinking when they look at code. It also replicated the social psychology behavior study reported by Levine et al.[18] to investigate the identity behavior among individuals in action. Recent work by Braz et al. [7] and Danilova et al. [11] also considers code reviews a good candidate to study developers’ security behavior. Hence, we opted for code-review tasks that prompted developers with different programming skill levels to think of their coding behavior in their own way and reflect on it. The details are available online 3.

The code review tasks were written in Python with the Django web framework and were not modified from their original source. Some configuration files and other unnecessary files were removed due to time-limitations. Participants were told to assume that the code has no compilation errors and has all the required permissions to execute. Participants were asked to review the code and answer four open-ended questions: what does the code do, do they notice anything in particular about the code, how they can improve the code, and why they would make the change they suggest.

At the start of the study, after the information sheet and consent form, participants were primed for social identity, personal identity, or a control condition using the three things manipulation technique [15]. The code review tasks were then presented, followed by 8 Likert-scale (range 1 to 7) manipulation check questions: a four-item social identification check and four potential mediator questions ([27], [12][13]). We expected that, in the case of successful priming of participants in the social identity condition, participants would score higher in the social identification check and potential-mediator questions regarding any possible influence of responsibility and reputation.

Toward the end of the online study, participants were asked whether they were aware of the OWASP list of security vulnerabilities and to discuss them briefly. This was asked to ascertain how well-acquainted developers were with common security knowledge.

---

1 Secure code warrior is "an integrated platform that provides secure coding training and tools" to developers. http://www.securecodewarrior.com  
2 https://osf.io/3jvrk/files/
At the end, demographic questions were asked, and participants were debriefed about code snippets and their source.

2.2 Pilot Study

A pilot study was carried out with 9 participants (3 in each group) with medium-to-high programming skill (as reported by the participants) recruited through personal contacts. Participants were advised to think aloud and ask any questions. The pilot study identified issues that were fixed in the final presentation of the study. In particular, participants not only noticed the vulnerabilities seeded by the secure code training platform, but also other security issues present in the code. Hence, we updated our code book and scoring to include other security issues.

2.3 Study Participants

The target sample was approximately 120 participants (approximately 40 participants per identity manipulation), in order to get a reasonable effect size. G*Power indicated group N=32 was sufficient for acceptable power ≥ 0.8 with χ² for large effect sizes ≥ 0.5. Accounting for potential difficulties in recruiting participants and the potential need to filter and pre-process low quality answers, we estimated that an N=40 would allow for sufficient statistical power. We aimed to recruit participants within a 3-month time frame.

All the study participants were freelancers. To triangulate the data sources [31], we recruited participants from more than one channel. We collected data through two online crowdsourcing communities: upwork.com and freelancer.com. In total, we collected 124 valid responses: 82 from upwork.com and 42 from freelancer.com. Previous studies have reported recruiting freelancers through online communities as a viable option. They offer flexibility and access to wider population [38] and are also considered dependable [22].

Table 1 shows the demographics of the participants. Most of the participants in the two platforms sampled are Asian. This is consistent with earlier findings that the active online freelance community is predominantly Asian [6]. Participant selection was via convenience sampling [36], i.e., profiles that appeared on top of the search list based on our search criteria. We did not hand-pick freelancers by narrowing search criteria for particular continents or countries in order to achieve representative demographics.

3 Quantitative Data Analysis

This section presents the quantitative analysis: Section 3.1 describes scoring of participants’ responses to code review tasks; 3.2 discusses inter-rater reliability; and 3.3 discusses the results.

3.1 Scoring Code Review Tasks

The open-ended responses required a systematic coding mechanism to identify evidence of developers’ security engagement with code. For this we built a codebook that was used independently by three raters to identify evidence of participants’ security orientation. The codebook was built upon the baseline established by existing well-known security resources (i.e., OWASP Top 10 [25] and CyBOK [26]) to classify vulnerabilities. We used the definition of security and its associated attributes from Avižienis et al.’s work [3]. OWASP and the CyBOK [26] both differentiate between identification and mitigation of vulnerabilities. Using this approach, we scored participants on a progressive scale of 0/1/1/2 for each code vulnerability: 0 if the particular vulnerability was neither identified nor mitigated; 1 if the particular was identified; 1 if the particular vulnerability was mitigated; and 2 if the particular vulnerability was both identified and mitigated.

We consider mitigation of a vulnerability with its explicit identification as a vulnerability versus mitigation of a vulnerability without identifying it as a vulnerability to be an important distinction, where the former provides evidence that the mitigation had a security rationale. First, this distinction is drawn from the resources built by the security community to understand implementation vulnerabilities. Research in developers’ security also reports non-security rationales behind participants’ secure choices; e.g., Van der Linden et al. [34] observed that many secure choices were made with non-security rationales, and Acar et al. [2] reported that developers who provided secure solutions did not believe that they had done so. Second, psychology literature also suggests the importance of understanding what people think they are doing, as the thinking behind action relates to the stability of actions over time, and understanding thinking has the potential to explain apparent inconsistencies in individuals’ behavior [33]. We thus consider the distinction in secure choices (i.e., with or without security rationale) an important one, with the assumption that a recommendation with an explicit security rationale more strongly reflects a security orientation in developers’ thinking.

We scored each participant for addressing any vulnerability that exists in the code-snippet. The code snippets have 2 seeded vulnerabilities, i.e., vulnerabilities planted in the code snippet by the source, and 6 additional security vulnerabilities, i.e., vulnerabilities picked inductively from participants’ responses in the pilot study (Table 2). Notably, the full data set of 124 responses did not reveal any new vulnerabilities.

The total score of participant’s security engagement with code is the sum of their scores on seeded vulnerabilities (Totalseeded−Val) and on additional vulnerabilities (Totaladditional−Val), i.e.,

\[\text{Total}_{\text{sec−eng}} = \text{Total}_{\text{seeded−Val}} + \text{Total}_{\text{additional−Val}}.\]

With 8 vulnerabilities in the two code snippets, the total score for participant’s security engagement with code was from 0 to 16.

A separate binary score, security_awareness, was also assigned to each participant: 1 if participant identified any vulnerability (whether correct or not), or talked about security without building on it; otherwise 0. This independent binary score notes whether participants think about security ‘upfront’ or not — irrespective of whether they identified vulnerabilities correctly or provided appropriate security solutions.

3.2 Inter-Rater Agreement

The open-ended answers to the code review tasks were scored independently by three raters. Two raters independently coded all the responses, and the third rater independently coded two different sub-sets of 10% of the responses from each experimental group.

Two raters built the codebook together, so they had the same understanding of the vulnerabilities. As a result, IRR (inter-rater reliability) for 2 coders for all 124 responses was strong with Cohen’s kappa values of 0.9 (Totalsec−eng) and 0.7 (Totalseeded−Val).

https://stats.oarc.ucla.edu/other/gpower/

The codebook and examples of how responses were scored are available in the online repository https://osf.io/3jvrk/files/.
Table 1: Participant Demographics by Geographical Distribution and Gender

<table>
<thead>
<tr>
<th>Total</th>
<th>Geographical Distribution</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Asia</td>
<td>M.East</td>
</tr>
<tr>
<td>Upwork.com</td>
<td>82</td>
<td>52%</td>
</tr>
<tr>
<td>freelancer.com</td>
<td>42</td>
<td>10%</td>
</tr>
</tbody>
</table>

Figure 1: Distribution of scores on experimental conditions for (a) Seeded Vulnerabilities (b) Total Vulnerabilities

and 0.8 (security awareness). The IRR with the third rater on 10% data, who was not involved in developing codebook, was moderate to substantial using Fleiss’s Kappa, i.e., 0.4 (Totalsec-eng) and 0.7 (Totalseeded-vul) and 0.79 (security awareness). Upon discussion of the differences for Totalsec-eng, the third rater reported usability issues with the code-book. After the usability issues were addressed, the IRR remained the same on the new 10% data from each experimental group. A face-to-face (online) meeting of three raters concluded that, due to the open structure, some responses are ambiguous and can be coded differently.

3.3 Results

Figure 1 shows distributions of participants’ security scores on both Totalseeded-Vul (1a) and Totalsec-eng (1b) with respect to experimental conditions. It is notable that attention to security is not prominent. Performing the preregistered analysis to compare social identity primes with a one-way ANOVA resulted in p-value=0.5, suggesting that there are no significant differences between groups. We further performed Tukey multiple pairwise-comparisons between the means of groups. The results show no significant differences between any pair (Personal-Control: p=0.8, Social-Control: 0.9, Social-Personal: p=0.5). Given the profile of low scores, we validated the parametric ANOVA results by also conducting post-hoc Kruskall-Wallis analysis [20] on: Totalsecure-eng (p = 0.23), Totalseeded-Vul. (p=0.53), and security awareness (p=0.23), which mirrored the above outcomes with no significant group differences.

Our design allowed us to run a manipulation check on the social identity induction, to confirm that participants identified with the intended identity groupings, as found with prior use of the three-things paradigm [27]. They also included four potential mediators that looked for possible influence of responsibility and reputation. That is, we checked how effectively the different identity groups were created. The Cronbach’s alpha of the four social identification questions is 0.73, showing that they make a reliable scale, i.e., alpha > 0.7. However, the three conditions did not differ reliably (Social = 5.6, Personal = 5.9, Control = 5.9). Looking at the means of the four potential mediators individually for each of the conditions, none of the four potential mediators showed statistical significance for any of the questions in the three conditions, i.e., Social: 6.05, 6.45, 5.98, 6.36, Personal: 5.98, 6.61, 5.61, 6.27, Control: 5.98, 6.37, 6, 6.2. As such, the limited impact of different social identity groups in Figure 1 can be traced back to the lack of strong evidence that these groups were clearly created.

3.4 Answering RQ1:

Because the statistical analysis of data was inconclusive, we cannot reject our hypotheses with confidence. We obtained a floor effect in participants’ responses in each experimental group. Manipulation checks also showed that the participants were not successfully primed for the identity conditions. Hence, we cannot conclude whether social priming had any effect on participants’ security engagement with code. One post-hoc speculation for why the three things manipulation did not replicate the effectiveness of past studies is that, in the software development context, the personal and social identity contrast is more ephemeral or, at least, less salient to participants in the context of the study.

Despite the inconclusive results of psychological priming, the rich data collection enabled us to explore: Do developers engage with security in code irrespective of the priming and control conditions? Figures 2a and 2b show the frequency of participants’ scores on Totalseeded-Vul (Figure 2a) and Totalsec-eng (Figure 2b), irrespective of the priming and control conditions. This shows that only a few participants identified more than one security issue. Fig. 2 (c) provides a comparison of the three variables - Totalseeded-Vul, Totalsec-eng and security awareness. An interesting comparison is between the percentage of participants who scored above zero on Totalsecure-eng (top, Fig. 2 (c)) vs. Totalseeded-Vul. (middle, Fig. 2 (c)). When evaluated only for seeded vulnerabilities, 31% scored above zero (of which only 29% suggested mitigation), whereas 56% of the participants scored above zero for all vulnerabilities. This shows the sensitivity of our scoring scale in measuring developers’ security engagement with code. We note in Fig. 2 (c) (bottom) that 44% of participants talked explicitly about security when engaging with code without security priming.

Participants’ familiarity with OWASP showed no significant relation to their security engagement with code (53% Yes (n=66), 47% No (n=58)). Some participants who said they are not aware of the OWASP list, mentioned vulnerabilities included in the list. Of those who said yes, 14% (n=9) appeared to have copied the OWASP vulnerability list from online resources. This signals developers’ tendency to copy-paste from online resources, as reported in earlier
We conducted an inductive analysis [32] of the 138 responses to the 2 code review tasks for 69 participants who scored positively for security engagement with the code. Each response contains answers to four questions, asked at the end of the code review tasks, that probe what participants think the code does, what they notice about the code, actions they would take to correct it, and why. We studied answers to these questions collectively. Participants’ responses were read several times and were discussed in detail by the two researchers who coded the data in full.

Three broad themes were identified in the analysis: how security issues are identified (4.1), how security issues are mitigated (4.2) and how participants reason about the security issues in the code snippets (4.3). These and their sub-themes are discussed in the sections that follow. The overarching message emerging from the themes was that developers vary in their security frames of references and deal with security with different approaches and for different reasons. Table 2 shows how these security issues were identified, mitigated, and reasoned about by the participants. We combined the last three vulnerabilities (insecure communication channel, insecure payment processing, and unencrypted sensitive data) under “security issues with payment processing”, as raters agreed that all three belonged to insecure payment processing.

4.1 Identifying Security Issues

Here, we explore how participants identified the vulnerabilities.

4.1.1 Types of Vulnerability Identified: Participants identified eight vulnerabilities in the code. Participants used more than one security technique to identify some vulnerabilities. Table 2 shows the terms participants used to talk about these vulnerabilities. For vulnerability 1, insecure password storage, participants mentioned that the password is being saved in plain text, not encrypted nor hashed. For vulnerability 2, check for weak password, participants noticed missing checks for password length and combination of characters. For vulnerability 3, security issues with payment processing, participants identified insecure payment processing, using unencrypted payment data, and use of insecure communication channels. For the other vulnerabilities, retrieving data of all users, unique username check, and logging sensitive information, participants identified one particular aspect of code that can lead to vulnerability.

4.1.2 Inconsistent Use of Security Terms: The way in which participants talked about vulnerabilities suggests that developers often use security terms inconsistently from one other. In some cases they appear to understand the concept but apply the wrong term, and in others they have confused the concepts. For example, OWASP strongly recommends hashing of passwords [25] for storage and not to use encryption. As an example of confounding concepts, UP12 stated that passwords should be saved with encryption and suggested using Django for password storage because it “...ensures the password data entered is irreversible”. However this is a characteristic of hashing, not encryption. As an example of applying incorrect terms, FP10 and UP15 both noticed missing checks for password length and combination of characters. For the password data, UP12 stated that passwords should be saved with encryption and suggested using Django for password storage because it “...ensures the password data entered is irreversible”. However this is a characteristic of hashing, not encryption. As an example of applying incorrect terms, FP10 and UP15 both noticed missing checks for password length and combination of characters. For the other vulnerabilities, retrieving data of all users, unique username check, and logging sensitive information, participants identified one particular aspect of code that can lead to vulnerability.

The data also shows how developers often use the terms confidentiality and privacy loosely. Confidentiality is one of the attributes of security that requires “absence of unauthorized disclosure of information” (p.95, [3]); privacy relates to an individual’s right over...
### 1. Insecure Password Storage

<table>
<thead>
<tr>
<th>Id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>plain-text (e.g., UC19, US10) not encrypted (e.g., UP15) not hashed (e.g., UP15)</td>
</tr>
<tr>
<td>2.</td>
<td>encryption (e.g., FS11) hashing (e.g., FP10) hashing with salt (e.g., UP15) Built-in models (e.g., UC21)</td>
</tr>
</tbody>
</table>

### 2. Check for weak password

<table>
<thead>
<tr>
<th>Id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>password length (e.g., FP13, FP3) combination of characters (e.g., FP1, FC4)</td>
</tr>
<tr>
<td>2.</td>
<td>check for: min. length (e.g., FP13), max. length (e.g., FC4, UC24) Combination of characters (e.g., FP1, FC4)</td>
</tr>
</tbody>
</table>

### 3. Retrieving data of all users

<table>
<thead>
<tr>
<th>Id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>All users’ data is retrieved (e.g., FS7, FS6)</td>
</tr>
<tr>
<td>2.</td>
<td>remove it availability issues (e.g., FS6) privacy issues (e.g., US5) confidentiality issues (e.g., FS7) unnecessary code (e.g., FP13)</td>
</tr>
<tr>
<td>3.</td>
<td>reduce network data (e.g., UC5) improve efficiency (e.g., FS6) scalability issues (e.g., UC5)</td>
</tr>
</tbody>
</table>

### 4. Unique Username check:

<table>
<thead>
<tr>
<th>Id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>missing check for unique username (e.g., FP1, FS3, FS6)</td>
</tr>
<tr>
<td>2.</td>
<td>add a check for unique username security concerns (e.g., UP15) avoid confusion (e.g., UC7) code maintainability (e.g., FC3) avoid errors (e.g., FP1)</td>
</tr>
<tr>
<td>3.</td>
<td>User’s sensitive information is logged (e.g., FC3, FC6, FS10)</td>
</tr>
<tr>
<td>4.</td>
<td>remove it (e.g., FS10) hash it (e.g., FC3) encrypt it (e.g., UC5)</td>
</tr>
</tbody>
</table>

### 5. Logging Sensitive information

<table>
<thead>
<tr>
<th>Id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>insecure processing (e.g., FP10) unencrypted data (e.g., US18) insecure comm. channel (e.g., UP12)</td>
</tr>
<tr>
<td>2.</td>
<td>use secure channel (e.g., UP12) encrypt users’ info (e.g., FP10) use 3rd party payment service (e.g., UC12)</td>
</tr>
</tbody>
</table>

### 6. Security Issues with payment processing

Table 2: Theme 1: Security Issues identified (Id.) and mitigated (Mit.) by Study Participants. Last 3 vulnerabilities are combined.

<table>
<thead>
<tr>
<th>id.</th>
<th>Mit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>2.</td>
</tr>
</tbody>
</table>

Blue cells denote reasoning that is not about security.

---

individual’s identifiable information [30]. Researchers also at times tend to conflate the two terms (e.g., [4]), but privacy and confidentiality are two different concepts. Some participants talked about users’ “privacy” concerns if all information is retrieved from the database and sent to the register page of a new user, while another noticed that all existing users will be “exposed to the unauthorized user”. Similarly, while some participants identified “privacy” concerns in logging users’ credit card information, others noticed “confidentiality” issues with logging users’ credit card information.

### 4.2 Mitigating Security Issues

Participants varied in how they mitigated security issues in code.

#### 4.2.1 Variation in mitigating Specific Vulnerabilities

Table 2 shows how participants varied in their approaches to mitigating the same security issues, though not all of them are correct. For example, checking for minimum length of password and combination of characters is a correct approach to ensure strong passwords, but checking for maximum length is not 6. Similarly, removing a user’s payment information from logging on the server is appropriate, rather than encrypting it or hashing it. For other vulnerabilities, participants suggested mitigation approaches that are correct. However, as vulnerabilities security issues in payment processing and check for weak passwords require more than one code-fix, most of the participants did not suggest all of them. We see these variations as an indication that, even when developers attend to security, they may not consider whether their actions are complete and sufficient.

For example, to mitigate a missing check for weak passwords, some participants suggested a limit to maximum password length, a measure which NIST guidelines warn against. Although these participants suggested other password security measures (e.g., FC4 suggested using a combination of characters for a strong password), incomplete security measures, such as limiting maximum password length, can make the code vulnerable.

#### 4.2.2 Types of Suggested Solutions

Among the different types of suggested solutions, participants often suggested using third-party technical solutions. Although using third-party payment processing and authentication services is recommended by the security experts 7, many developers opted to use a third-party solution for reasons other than security. Table 3 shows how participants used third-party technical solutions to address different issues in code, suggesting that 64% of participants used them for non-security reasons. Three different types of third-party solutions were suggested by the participants: Django’s built-in packages, payment processing services, and authentication services.

Participants who suggested using Django’s built-in features or other third-party services, instead of implementing their own, mostly preferred them for non-security reasons. Reasons included improved efficiency, code maintainability, powerful processes, easy to use, and social acceptance. We reflect that security in code is an ‘intangible characteristic’, that may not be readily evident to developers; hence, it needs to be “sold” to developers as something that provides immediate benefits that they can observe.

### 4.3 Types of Security Reasoning

This section unpacks how participants varied in their reasoning for suggesting secure actions.

#### 4.3.1 Social Considerations

We noted mentions of all social considerations in participants’ responses and observed that most of the social considerations led to secure actions. Table 4 shows which

---

6https://jumpcloud.com/blog/review-of-nist-sp-800-63-

7https://www.securecodewarrior.com/
different types of social considerations led to which code quality. The blue cells show non-security reasoning for participants’ action, which are few. Participants mentioned concerns about users suffering loss from information leaks and to protect users from making mistakes by suggesting stronger passwords [US18, UC24]. Some participants (tended to) perform secure actions on ethical grounds [e.g., UC14], while others were fearful of audit companies not approving their applications [e.g., UC12] or of malicious insiders and outsiders exploiting insecurely-saved data on servers [e.g., UC24, UP21]. Participants were also motivated to ensure their secure practices in order to maintain users’ and customers’ trust [e.g., UP12, FP10]. We also saw evidence of participants’ excessive trust in ‘big players’; for example, UC24 suggested logging users’ card information only if servers are as secure as those of Visa/MasterCard. This echoes earlier findings that suggest that developers tend to trust ‘big players’ [19]. Nevertheless, while trusting and using prepared solutions by ‘big players’ is generally encouraged, it is important that developers have critical security knowledge to make informed decisions. For example, in this case, logging of users’ card information on servers is not secure even for ‘big players’, which UC24 thought is not harmful. Additionally, participants were concerned about following social norms surrounding security practices. While some talked about recommended ways and best practices when using Django built-in capabilities [UC22, FC10], others talked about best security practices for fear of being labelled newcomers by the developer community [UC3].

### 14.3.2 Implementation Vs. Design Vulnerabilities

We noticed variation in how the participants looked at design vulnerabilities, i.e., problems that arise due to software design issues vs. implementation vulnerabilities, i.e., problems that arise due to issues in code that is working functionally well but has security problems. We presented the code snippets to participants expecting them to notice implementation vulnerabilities, but we realized that developers engage with code at the design level simultaneously. While the technical vulnerabilities had clear security rationale, participants approached design vulnerabilities differently, as shown in Table 2. Vulnerabilities 2 and 3 are design-level vulnerabilities, and participants varied in their reasoning on why they should be fixed, oscillating between security and non-security reasons. While some noticed retrieving information of all users because of availability issues [e.g., US1, FS6], compromise on users’ privacy [e.g., FP13], and confidentiality [e.g., US25, FS7], others suggested removing it for improving efficiency [e.g., US21, US17], getting rid of redundant code [e.g., FP13, US9], and scalability concerns [e.g., UC5].

Similarly, while many participants noticed check for unique username in code and suggested fixing it for security reasons [e.g., UP15], some other participants suggested removing it to avoid confusion [e.g., FS13, UC7], for code maintainability [e.g., FC3], and to keep the application functional [e.g., FS6, FP1].

### 4.4 Answering RQ2

The pre-registration plan was to relate qualitative analysis to quantitative findings. However, as the findings with respect to RQ1 were inconclusive, we present the findings with respect to RQ2 without drawing such a relation.

The qualitative analysis of participants’ responses suggested that, when security requirements are not defined explicitly in specification documents, participants approach security in code based on their own perceptions of security, rather than what software owners (or researchers for that matter) expect them to address. Participants used varying language to identify security vulnerabilities and sometimes mitigated vulnerabilities differently from one other. The reasons for attending to security also varied. Participants approached security in their own context, and developers’ security is a context-sensitive problem. Evidence suggests that use of third-party and built-in technical solutions is often adopted as part of developers’ preferred way of working due to different non-security reasons related to developers’ immediate contexts. Additionally, social considerations for other developers and for the wider good, were often a key motivation for participants’ security actions.

### 5 Discussion and Future Work

This analysis suggests the need for a holistic look at developers’ secure coding behavior, with carefully-crafted empirical studies which recognise developers’ complex socio-technical contexts. Socio-technical systems envision a greater involvement of human action in engineering solutions [24]. Socio-technical researchers highlight that “software design methods are geared towards developing a solution to ‘the problem’”, thus if that ‘problem’ is not understood properly then applying the methods will generate an “inappropriate solution.” (p.13,[5]). In order to address appropriately the problems that developers face in writing secure code, it is important to understand what security means in their context. Providing security interventions in the context in which developers sit is recognized in existing literature [10].

### 5.1 Developers think about security differently

Developers have often shared blame for not thinking about security [23] [37]. Wurster and Oorschot [37] considered it unrealistic to expect secure code from developers in general, as they vary in their skills, of which security is often not a part. Naiakshina et al. conducted a field study with freelance developers and suggested that the “majority of non-prompted freelancers did not think about security” (p.2.[23]). This work explores whether developers think about security at all, irrespective of whether they provide correct security solutions. It shows that, without prompting for security, the majority of developers (56% of participants) engaged securely with code, with nearly half of the participants (44%) being explicitly conscious about security. However, developers varied in how they noticed security in code, how they talked about it, and how they dealt with it. We scored participants’ security behavior based on any security vulnerabilities they noticed which are accepted in the security community as a vulnerability, while previous studies scored participants only on seeded vulnerabilities, i.e., vulnerabilities researchers expected participants to notice and address with correct security solutions. The work of Lopez et al. [19] on understanding how developers talk about security with one another analysed developers’ conversations in Stack Overflow and observed that developers are interested in security and engage in meaningful conversations about security. While the work of Lopez et al. [19] focused on how developers talk about security with one another, we capture developers’ engagement with security when they engage
with code through reflection and review. Our observations on the
importance of context are also in sync with research in behavioral
science. Building on action identification theory [33], Hunt and
Hoyer [16] observe that when researchers assume actions as ob-
jects and researchers’ identification of action as “correct”, without
measuring how the behavior is conceptualized by individuals, they
face the risk of losing important information, and this affects the
maintenance of action as well as the emergence of new behavior.
They consider this a potential bias. We thus consider the sensi-
tivity of our scoring approach in measuring developers’ engagement
with security during code review to be important, i.e. to quantify
developers’ security based on how they perceive it.

5.2 Leveraging the socio-technical context

This section considers how socio-technical context can be lever-
aged to improve secure code development.

15.2.1 Diversity of developers’ perspectives should be accommo-
dated: Developers’ diversity, with varying skills and experiences,
includes different viewpoints on security for the same piece of code.
While initially we expected developers to find one seeded vulnera-
bility in each task, after the pilot studies we scored participants for
eight vulnerabilities for both the tasks. This illustrated that “more
eyes see more”, with the different security viewpoints combining
into a richer overview. This suggests that researchers and tool-
smiths should engage with the diversity of developers’ viewpoints
on code security and seek to accommodate and potentially harness
it, rather than considering developers as ‘outside the problem space’.
Security tools should aim to support them in their diverse contexts,
facilitating them to consider security more broadly. The problem
with many existing (security) interventions (e.g., automated se-
tegrity tools) is their technical focus, excluding the non-technical
aspects of the problem [28]. Unless security interventions are con-
textualized to developers’ needs, security interventions will find
little space in developers’ routine tasks.

15.2.2 Security should add value to a developer’s immediate con-
text: Developers feel comfortable adopting third-party services and
built-in packages of the development frameworks. Security experts
encourage developers to use these ‘prepared’ solutions instead of
writing their own. However, developers are eager to adopt these
‘prepared’ solutions for many non-security reasons such as conve-
nience of use, efficiency of solution, and code maintainability. We
suggest that, while security may not yet be a tangible quality to de-
velopers, it needs to be packaged with other code quality attributes
that are visible to developers in their immediate contexts.

5.3 Challenges for multidisciplinary studies

Investigating developers’ security practices in real contexts is dif-
ficult, because factors that influence developers’ thinking are hard
to control and account for. We conducted a multidisciplinary study
to understand whether priming developers to think of themselves in

<table>
<thead>
<tr>
<th>1. Django’s Built-in Packages</th>
<th>2. Payment Processing Services</th>
<th>3. Authentication Services</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Improve code</strong></td>
<td><strong>Make things easier</strong></td>
<td><strong>Other reasons</strong></td>
</tr>
<tr>
<td>maintainability (cleaner code, less code, avoid code repetition), readability, flexibility (e.g., US28, US26, UC22)</td>
<td>easy to test, easy to handle database, easy to do desired task, avoid uncertain errors (e.g., UP21, UP19)</td>
<td>save time, write tests more easily (e.g., UC10, UC13)</td>
</tr>
<tr>
<td><strong>Improve Efficiency</strong></td>
<td><strong>Powerful processes</strong></td>
<td><strong>Security reasons</strong></td>
</tr>
<tr>
<td>avoid extra query to database, save time (e.g., UC1, UP12)</td>
<td>lots of features, comes with default models, automates tasks, can build complex projects (e.g., FC10, UC14, UC13)</td>
<td>conform to PCI standards, security of customers’ data, avoid threat to business security (e.g., UC12, UC5)</td>
</tr>
<tr>
<td><strong>Make things easier</strong></td>
<td><strong>Trust</strong></td>
<td><strong>Social Acceptance</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Social Acceptance</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other reasons</td>
<td>Security</td>
<td>Other reasons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>smooth registration service, powerful and easy (e.g., FC10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>not storing data on server, protecting app from attacks (e.g., UC10, UP19)</td>
</tr>
</tbody>
</table>

Table 4: Theme 3 - Social Considerations and their goals in code – Blue cells denote non-secure reasoning
terms of a personal or social identity influenced their secure coding behavior; unfortunately, the study found no significant differences between experimental conditions.

The design of the study prompted individuals to think of themselves either as member of the developer community or as an individual or without such priming, in order to observe the effect of priming on their security engagement with code. We made careful efforts to recruit participants without priming them to think of themselves as developers – in that we faced many challenges. We had to give up one recruiting path8 that required screening participants as a “developer”. We recruited developers from an open market of freelancers without explicitly mentioning the word ‘developer’ in its job posting. As the job posting mentioned ‘code-review tasks’, the risk of being primed as developers existed. To address this, we framed psychological priming questions by mentioning that the study is in collaboration with psychologists to study some human factors in coding and to help the psychologists know more about them as individuals – followed by priming questions. The psychologist co-authors considered this sufficient to nullify any effect of priming during recruitment. However, the priming results showed that participants were not successfully primed in different conditions. The closer look at the responses showed that the majority of participants in each of the conditions talked about themselves as developers; hence, our understanding is that they came to the study thinking of themselves as developers, and that this inherent identity may have limited the effect of the priming.

Although all participants were paid £10/ hour (net amount) as an incentive to participate in the study, we realized that participants were implicitly incentivised to improve their developer profile on the freelancing platform. Many freelancers contacted us after the study to give them feedback and mark the job done. It improved their rating, pushed them up in search algorithm, eventually helping them get more clients. This possibly explains further why the social and personal identity priming was not successful. Nevertheless, the rich data helped us make meaningful assessment of how developers engage with code, even though priming was not successful. The detailed report on challenges we faced in recruiting participants for this multidisciplinary study can be found here [29].

5.4 Issues with Security Knowledge

15.4.1 Inconsistent Security Terminologies: The inconsistent use of terminology is identified as one of the challenges to advancing research in usability, security, and privacy in the 2010 report on the National Academy of Sciences Workshop [9]. Similarly, this study provides evidence that developers from industry use the terms confidentiality and privacy loosely – sometimes with the same implications. Additionally, while encryption and hashing are different technologies. Developers even suggested insecure ways to validate passwords to suit their personal preferences, such as reducing the maximum character length of passwords. This example highlights the need to investigate how holistic developers’ security knowledge and thinking is, and how to promote more holistic reasoning.

6 Limitations of the Study

We studied participants’ security engagement with code irrespective of identity priming in this work. Although participants were not primed to think about security, there could be a chance that participants’ coding behavior may have been influenced by identity priming done in the beginning of the study. To assess whether any such effect was present, we studied the responses to the social identification check questions and the open answers to the identity priming questions. We found no evidence of successful identity priming. Hence, we can safely say that participants were not primed by the design of our study.

Due to the unknown socio-technical contexts of participants in the freelance community, we cannot say whether the difference between participants who engage with security in code and those who do not is due to their previous exposure to security knowledge, security skills, and security culture. We tried to address this limitation by addressing a security-specific question about a well-known security source, i.e., OWASP, to capture how well-acquainted they...
with their actions, which can have implications for maintenance of security. We conclude that, only once we are able to comprehend how socio-technical contexts affect the ways developers at-

tend to and engage with security in code. The paper presents a multi-faceted account of the observed behaviours, based on quanti-
tative and qualitative assessments of participants’ open responses to code review tasks, and finding that developers’ approaches to security vary. The participants varied in how they noticed security issues in code, how they addressed them, and why they chose par-
ticular code changes. This evidence suggests that security occupies a complex decision space, and that many developers do think about security – but that they think about it differently from one another, bringing different viewpoints to security in code.

In order to embrace this diversity in developers’ security frames of reference, more empirical studies need to consider developers’ socio-technical contexts and take note of how developers identify with their actions, which can have implications for maintenance of their actions [33], [35]. It further suggests the need for innovation in addressing security bottom-up, with a more collaborative and contextualised understanding of developers’ perceptions of security. We conclude that, only once we are able to comprehend how security is regarded by developers, can we provide interventions that are appropriate to the individual development context in order to influence their secure coding behaviour.
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