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I. INTRODUCTION

Nowadays, Artificial Intelligence (AI) systems are everywhere and AI helps to make decisions for us in our daily occurrence. AI provides for us from recommendations product on Amazon and video recommendations on YouTube, to tailored advertisements on Google search result pages. Even though they appear powerful in terms of results and predictions, AI algorithms suffer from transparency problem. Modern AI algorithms are complex and difficult to get the reasoning and the insight into AI algorithms work mechanism. However, in critical decisions that involves individuals well-being such as disease diagnosis or prognosis, it is important to know the reasons behind such a critical decision. An emerging research area called Explainable AI (XAI) looks at how to solve this problem by providing a layer of explanation which helps end users to make sense of AI results. The overall assumption behind XAI research is that explicability can improve trust and social acceptability of AI assisted predictions. In our research, we specifically look at cancer detection and diagnosis and hypothesize that appropriately designed Explainable AI systems can improve trust in AI assisted medical predictions.

II. TRUST, INTERACTION AND EXPLAINABLE AI

When it comes to human interaction, trust is one of the important factors influencing the adoption of AI systems. AI systems in healthcare are expected to help diagnose diseases and to gain better insights into treatments and prevention that could benefit all of society. Developing trust is particularly crucial in healthcare because it involves an element of uncertainty and risk for the vulnerable patient [1]. The UK government issued a policy paper that declared its vision for AI to “transform the prevention, early diagnosis and treatment of chronic diseases by 2030” [2]. However, many doctors are still skeptical about the AI healthcare system. Study found that among the 30% of clinicians respondent lack trust in AI [3]. Not only doctors, 61% general public correspondents in the UK are unwilling to engage with AI for their healthcare needs [4]. The lack of explainability, transparency, and human understanding of how AI works, are several reasons why people have little trust in AI healthcare system. Transparency [5] and understandability [6] would help to enhance trust in AI systems. According to the Defense Advanced Research Projects Agency (DARPA), Explainable AI is essential to enable human users to understand and appropriately trust a machine learning system [7]. Some of the previous studies shows that explanations improves trust, however the characteristics of explanation have not been explored. This lead us to our research questions.

III. RESEARCH QUESTIONS

The following are the research questions:

RQ1: Does explanation improve trust in AI healthcare system/application?

With the subquestions:
RQ 1.1: what are the factors that affect trust in human-AI interaction?
RQ 1.2: what are the characteristics of explanation that is meaningful and acceptable?
RQ 1.3: what are the relation between trust and explanation?

RQ2: What modality and style of interactions of explanation need to be presented?

IV. CURRENT WORK

To address those questions, we plan to collect and analyse both qualitative and quantitative data via two main methods: an online survey and a focus group. The online survey and the focus group has been designed. The online survey is structured in 3 main sections: a set of baseline questions; a two-pages dramatizing vignette, and a post-vignette set of questions. The focus group will be carried out to gather additional qualitative data, still with the usage of dramatizing vignette.

The aim of the vignette is to elicit reflections on a fictitious scenario in which AI assisted health assessment is possible and accessible to everyone for preliminary cancer diagnosis. Dramatizing Vignette is a research method based on design fiction, and it is appropriate to elicit users feedback on the implications of possible futures yet to be realised. The dramatization of the scenario is by design, and it aims at stretching peoples thinking toward opposing views, contested actions or unexpected consequences. The aim is to trigger participants critical thinking on the situation to be analysed, before personal feedback and opinions are elicited. The questions for online survey and focus group are based on the following framework.
A. Framework for interpreting explicability and trust

At our current state, we have 7 characteristics of user-friendly explanations. First, explanations are contrastive. People usually ask for explanation of why a certain prediction was made instead of another prediction [8][9]. Second, explanations are selected. People usually select one or two causes from a variety of possible causes as the explanation [10]. User can choose based on their domain knowledge and cognitive ability. Third, explanations are social. The process of explaining something in order to transfer knowledge is a social exchange [10][11]. This is particularly relevant with healthcare, because some of the factors which encourage patient trust are information sharing, and their confidence in patient’s ability to manage their illness [12]. Forth, explanations are truthful. This characteristic is greatly related with overall trust. User expect a robust and truthful explanation [13]. Fifth, explanations are general. People usually prefer simpler and more general explanations[14]. Sixth, explanations are thorough. Thorough explanation would cover necessity and sufficiency causes, which are strong criteria for preferred explanatory [8]. It also shows machine expertise. Seventh, explanations are domain or role dependent. Malle [15] considers a good explanation must have a pragmatic goal and role dependant [16], because explanations for medical professional is probably different than explanations for general public.

We conceptualised a general framework for trustworthy Explainable AI in healthcare. It consist of two components: explanation characteristic and human-machine trust (see: Fig. 1). Human Machine trust here is divided by two types of trust, cognitive based trust and affect based trust. The explanation characteristics are based on the items mentioned in the previous paragraph. The human-machine trust items are based on several literature about human-computer and human-machine trust [17] [18] [19]. From the total 23 trust items, we merged items that are overlapped and removed items that are not relevant. Contrastive, generalisable, thorough and domain/role dependant characteristics are related with understanding, we hypothesize the correlation with cognitive-based trust. We also speculate selected and trustful characteristics correlation with both cognitive and affect based trust. Lastly, social characteristic is correlated with affect-based trust. However, the relationships described above have yet to be investigated.

V. Future Work

We are planning to undertake a data collection and analysis mentioned above to investigate the relation between explanation and trust in healthcare, validate the items inside the framework, and gain insights about the challenges and the opportunities on developing a trustworthy explainable AI in healthcare.
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