Proton-induced traps in electron multiplying charge-coupled devices

How to cite:

For guidance on citations see FAQs.

© 2021 SPIE

Version: Version of Record

Link(s) to article on publisher’s website:
http://dx.doi.org/doi:10.1117/1.jatis.7.1.016003

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright owners. For more information on Open Research Online’s data policy on reuse of materials please consult the policies page.
Proton-induced traps in electron multiplying charge-coupled devices

Nathan Bush,* David Hall, and Andrew Holland
The Open University, Department of Physical Sciences, Milton Keynes, United Kingdom

Abstract. Charge-coupled device (CCD)-based technologies exposed to high-energy radiation are susceptible to the formation of stable defects within the charge transfer channel that defer signal to subsequent pixels and limit the lifetime of the detector. Performance degradation due to these defects depends upon the interplay between the clock timings used to operate the device and the properties of defects introduced by irradiation. Characterization of both the type and number of post-irradiation defects makes it possible to minimize charge loss though the appropriate selection of clock timings for a given operating temperature. This technique has the potential to increase nominal mission lifetimes by several years for CCD-based instruments and is of particular significance to electron multiplying charge-coupled devices (EMCCDs) for photon counting applications where the effect of charge traps on low signal levels is expected to be most severe. We present a study of charge traps within CCDs, specifically within EMCCDs irradiated at room temperature to proton fluences up to and including $1.45 \times 10^{10} \text{ p}^+ / \text{cm}^2$ (74 MeV). Defects are characterized through the “single-trap pumping” technique, with clocking schemes specifically designed for the 2-phase pixel architecture of the EMCCD. Five dominant trap species are thought to be introduced by the irradiation, the Si-E center, Si-A center, double and single acceptor charge states of the silicon divacancy ($\text{VV}^{--}$, $\text{VV}^-$), and an as yet unidentified defect referred to here as the Si-U center (the “unknown” trap). Energy-level and cross-section values are presented that allow inference of the defect landscape for a range of proton fluences and operating temperatures. While the study focuses specifically on EMCCDs, in more general terms, the results for trap properties are interpreted as being applicable to all CCD types following irradiation and can serve as a foundation for future charge loss correction and optimization techniques. © 2021 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JATIS.7.1.016003]
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1 CCDs within the Space Environment

Electron multiplying charge-coupled devices (EMCCDs) are a variant of standard charge-coupled device (CCD) technology that permits single photon detection through use of an in-built gain mechanism that amplifies signals above the read noise of the output amplifier. This is achieved through the inclusion of an electron multiplication (EM) register that is appended to the standard serial register and connected to its own output. The device otherwise functions similarly to a standard CCD, with an image area, frame store, and conventional output amplifier (Fig. 1). Operation at high EM gain (>1000) and low incident photon flux (<0.1 photons/pixel/frame) in conjunction with a thresholding technique ($\approx 5\sigma$) permits detection of single optical photons with near-perfect detection efficiency. The technology has been widely adopted for ground-based applications and is now being implemented within space instruments such as the Roman Space Telescope (formerly WFIRST) coronagraph instrument. Variants of the technology are also under consideration for future astronomy missions, such as the Habitable Exoplanet Observatory (HabEx) and the Large UV/Optical/IR Surveyor.©

*Address all correspondence to Nathan Bush, Nathan.Bush@jpl.nasa.gov

2329-4124/2021/$28.00 \text{ © 2021 SPIE}
For space-based applications, the technology is susceptible to radiation damage from high-energy particles that degrade electro-optical performance and limit the lifetime of the detector. EMCCDs function identically to CCDs in the sense that signal packets must be transferred sequentially toward the output pixel by pixel along a total distance that often totals a few centimeters. This requirement makes the devices inherently vulnerable to the presence of bulk traps within the charge transfer channel. An increase in the density of these traps manifests as an increase in the measured charge transfer inefficiency (CTI = 1 – CTE) of the device, resulting in loss of the leading edge of signal and the presence of a “tail” in both parallel and serial directions (Fig. 2). Since charge loss is a subtractive process, the effect is most severe for smaller signal sizes such as those relevant to EMCCDs. Space-based implementations of the technology

Fig. 1 Schematic of an EMCCD, with an enlarged view of an EM register pixel structure and clocking sequence. The pixels contain two phases specialized for the generation of a high electric field that accelerates carriers to energies necessary for impact ionization to occur, amplifying the signal. φDC is biased at a fixed value between 3 and 5 V, whereas Rϕ2HV has a timed high-voltage pulse applied in the range 12 to 45 V depending upon the required EM gain. Clocking sequence: (a) charge stored beneath Rϕ1, (b) Rϕ2HV pulse is applied, (c) Rϕ1 pulse low, charge moves beneath φDC and experiences high field and (d) charge transferred to Rϕ3, ready to transfer to the next EM element.

Fig. 2 Simulation of the effect of charge traps on parallel transfer within summed photon counted images. (a) An undamaged, summed photon counted image for three-point sources. The lower right source is 5 times as bright as the other two. (b) The effect of charge traps is to subtract charge from the leading edge of the signal and add a “tail” in the direction of transfer. This simulation highlights the effect of parallel CTI only and used an artificial defect distribution to highlight the presence of parallel charge tails.
are therefore set to benefit from a detailed catalog of the defects that form due to irradiation since this information can inform both optimization and correction strategies that can increase the useful detector lifetime. The aim of this study was to catalog the number and properties of defects produced in EMCCDs as result of high-energy (74 MeV) proton irradiation to provide information that would act as a firm foundation for future mitigation techniques. The underlying theory for defect formation is discussed, followed by the experimental techniques used to study the defects. The results of the defect catalog process are presented in terms of number density, energy levels, and cross sections. This information can be used to infer the post-irradiation defect landscape and estimate, reduce, and correct for CTI across a wide range of instrument operating temperatures and clock timings.

2 Defect Formation in EMCCDs

The majority of the damage to a CCD-based instrument within a space environment such as L2 is due to high-energy solar protons.\(^7\) As protons pass through an EMCCD, they deposit energy through both ionising and non-ionising energy loss (NIEL). NIEL encompasses lattice displacements that can occur through Coulomb interactions (\(E_P \leq 10\) MeV), elastic or inelastic nuclear scattering.\(^8\) For each interaction, a fraction of the incident proton energy is transferred to a silicon atom. A displacement occurs when the energy transfer is greater than the threshold energy (\(E_d \approx 25\) eV\(^9\)), at which point there is an interstitial silicon atom and a vacancy, together referred to as a Frenkel pair. The first displaced atom (the interstitial) is also referred to as the primary knock-on atom (PKA) and has kinetic energy remaining from the collision. PKAs with energy below the threshold energy cannot form additional displacements. In this case, the damage is limited to an isolated Frenkel pair that may recombine, leaving no net damage, or migrate throughout the lattice to form other point defects. PKAs with enough energy displace additional silicon atoms resulting in damage cascades and defect clusters. Low-energy proton interactions (\(\leq 10\) MeV) predominantly result in point defects.\(^8\) As the proton energy increases above this point, the dominant interaction mechanism switches to nuclear interactions and defect clusters become more common. For the case of an astronomy mission with moderate shielding (10 to 40 mm of Al or equivalent), the mode proton energy can range from 30 to 70 MeV with an energy spectrum that extends to a few hundred MeV (Fig. 3). The silicon defect landscape for such a mission shall consist of mainly point defects with a small fraction of clusters with potential to capture larger signals. Not captured within Fig. 3 are the secondary particles generated through interaction of primary protons and the shielding material. The secondary particle
spectrum may constitute a non-negligible component of the total damage and impact the ratio of point defects to clusters. For this investigation, point defects with single electron occupancy remained the focus since they are expected to dominate charge loss for most applications. The defect species that form depend upon the dopants and impurities present within the EMCCD starting silicon. Thin ($\leq 40$ $\mu$m) EMCCDs are manufactured using epitaxial material grown on a Czochralski (Cz) substrate. Since the growth process occurs at high temperature ($\approx 900^\circ$C to 1000°C), impurities from the Cz substrate diffuse into the epitaxial material. Oxygen and carbon are thought to dominate and are expected in concentrations ranging from $1 \times 10^{17}$ to $5 \times 10^{17}$ atoms/cm$^3$ and $5 \times 10^{15}$ to $1 \times 10^{16}$ atoms/cm$^3$, respectively (Fig. 4). The formation of the buried channel involves the introduction of an N-type donor atom, typically phosphorus, through ion implantation. The concentration is described by a Fick diffusion profile and is typically of the order $10^{16}$ atoms/cm$^3$ at the charge storage location within the channel. The substrate is also P-doped with boron, giving an estimated background concentration of approximately $10^{15}$ atoms/cm$^3$ based upon the known resistivity of 20 $\Omega$.cm. Additional implants are sometimes introduced according to the device architecture. An example specific to the EMCCD is the additional boron implants added to define the “two phase” clocking potential. These implants cause a distortion in the electronic potential of order a few V, and so the concentration of boron in these regions is expected to be lower than that for the buried channel but higher than the background concentration.

The defects that can form within the transfer channel of EMCCDs are therefore primarily limited to complexes between oxygen, phosphorus, carbon, boron, and the stable combinations of vacancies and interstitials. For a defect to be a charge trap, it must have an energy level between silicon valence and conduction band. Of these, its defects that have acceptor levels in the upper half of the bandgap that can degrade CTE. Table 1 summarizes defects that could potentially impact charge transfer performance in EMCCDs, based upon the selection criteria outlined through this discussion.

While the list of possible defects is long, only a few are expected to dominate post-irradiation performance. The potential impact is dependent upon the number density and the emission time constant of the trap ($\tau_e$), which itself is a function of the defect emission cross section ($\sigma_p$), energy level ($E$), and the operating temperature of the device ($T$).

\[
\tau_e = \frac{1}{\sigma_p N C v_{th} e^\frac{E}{kT}},
\]

Fig. 4 (a) SIMS analysis of a processed CCD wafer with epitaxial thickness of 16 $\mu$m. To avoid thick gate layers, the ion etch took place near to the wafer’s edge. (b) Schematic of a CCD pixel with 2-phase implants labeled. The implant shape and depth are for illustration purposes only and may not be accurate. The buried channel is phosphorus doped and extends approximately 1 $\mu$m into the device. Charge storage and transfer typically occur approximately 0.5 $\mu$m into the device.11
Table 1  Summary of defects capable of impacting charge transfer performance within EMCCDs based on the discussion of impurities within epitaxial silicon. Species that have been found within Teledyne-e2v CCDs within previous studies are highlighted in bold. The list may not be exhaustive. It was not possible to identify cross-section values for some defects; however, unquoted values are likely to be within the range $10^{-14}$ to $10^{-16}$ cm$^2$ based upon the configuration and charge state. The values listed for the same defect within different references differ slightly, preference was given to any investigations where the parameters were measured directly in CCDs. The first listed reference is where the value was obtained from.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>$E_C - E$ (eV)</th>
<th>$\sigma_p$ (cm$^2$)</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divacancy (double acceptor) VV$\cdots$</td>
<td>VV$\cdots\cdots$</td>
<td>$-0.235$</td>
<td>$1.35 \times 10^{-15}$</td>
<td>14–16</td>
</tr>
<tr>
<td>Divacancy (single acceptor) VV$\cdots$</td>
<td>VV$\cdots$</td>
<td>$-0.420$</td>
<td>$1.5 \times 10^{-15}$</td>
<td>15, 16</td>
</tr>
<tr>
<td>Self-interstitial-oxygen interstitial</td>
<td>Si(O$^-$)</td>
<td>$-0.390$</td>
<td>—</td>
<td>16, 17</td>
</tr>
<tr>
<td>Vacancy-oxygen interstitial (Si-A)</td>
<td>VO$\cdots\cdots$</td>
<td>$-0.165$</td>
<td>$6.1 \times 10^{-15}$</td>
<td>15, 16, 18</td>
</tr>
<tr>
<td>Boron interstitial</td>
<td>B$^-$</td>
<td>$-0.45$</td>
<td>—</td>
<td>16, 19</td>
</tr>
<tr>
<td>Boron interstitial oxygen interstitial</td>
<td>B$_2$O$^-$</td>
<td>$-0.27$</td>
<td>$1.2 \times 10^{-15}$</td>
<td>16, 20</td>
</tr>
<tr>
<td>Phosphorus vacancy (PV, Si-E)</td>
<td>PV$\cdots\cdots$</td>
<td>$-0.456$</td>
<td>$3.7 \times 10^{-15}$</td>
<td>16, 21</td>
</tr>
<tr>
<td>Carbon interstitial–carbon substitutional</td>
<td>C$_C^-$ (A$^-$)</td>
<td>$-0.17$</td>
<td>—</td>
<td>16, 22</td>
</tr>
<tr>
<td>Carbon interstitial–phosphorus substitutional</td>
<td>C$_P^-$ (IA)</td>
<td>$-0.38$</td>
<td>—</td>
<td>16, 23</td>
</tr>
<tr>
<td>Carbon interstitial–phosphorus substitutional</td>
<td>C$_P^-$ (IB)</td>
<td>$-0.39$</td>
<td>—</td>
<td>16, 23</td>
</tr>
<tr>
<td>Carbon interstitial–phosphorus substitutional</td>
<td>C$_P^-$ (IIA)</td>
<td>$-0.26$</td>
<td>—</td>
<td>16, 23</td>
</tr>
<tr>
<td>Carbon interstitial–phosphorus substitutional</td>
<td>C$_P^-$ (IIIB)</td>
<td>$-0.31$</td>
<td>$1.5 \times 10^{-14}$</td>
<td>14, 16, 23</td>
</tr>
<tr>
<td>Carbon interstitial–phosphorus substitutional</td>
<td>C$_P^-$ (III)</td>
<td>$-0.23$</td>
<td>$3.0 \times 10^{-15}$</td>
<td>14, 16, 23</td>
</tr>
<tr>
<td>“Unknown”</td>
<td>—</td>
<td>$-0.345$</td>
<td>$5.0 \times 10^{-16}$</td>
<td>24</td>
</tr>
</tbody>
</table>

where $N_C$ is the density of states in the conduction band, $k_B$ is the Boltzmann constant, and $v_{th}$ is the thermal velocity of the electron, discussed within the Appendix. When a charge packet encounters a trap, it must first be captured, following which there is an amount of time where the trap may release its charge such that it re-joins the original signal packet. If the trap emits during this time, then there is no net charge loss. If the trap emits after this time, then the signal is emitted into a later pixel and the trap contributes to net charge loss.

Figure 5 shows the emission time constant of the dominant species described found within previous studies of Teledyne-e2v CCDs as a function of temperature. Parallel EMCCD timings range between $10^{-6}$ and $10^{-2}$ s, serial timings can vary from $10^{-9}$ to $10^{-6}$ s, and single frame integration times can exceed $10^2$ s, and so the dominant defects will vary considerably depending upon operating conditions. Slower operation of the EMCCD provides additional opportunity for recently captured charge to be re-emitted into the original signal packet. However, it also provides time for occupied traps that are between the packet and the output node to empty. Intelligent optimization must focus on keeping as many traps filled as possible while also allowing as many traps to re-emit into the original signal packet, i.e., minimizing the number of effective traps. To achieve this, knowledge of the emission time constants of every defect as a function of temperature is required alongside the relative abundance of each species so that the dominant traps are given more weight during optimization of clocking. A catalog of the defects present within an irradiated EMCCD can therefore be used to minimize the number of effective traps and hence optimize CTE for any range of operating conditions of the EMCCD. While this study is specifically focused on the EMCCD, the technique is applicable to any device that exhibits the CCD transfer-reliant architecture that is vulnerable to bulk trap formation.
3 Probing Silicon Defects within EMCCDs

The space heritage of CCD-based instruments now spans over three decades and so many studies exist that focus on the nature of charge traps and mitigation techniques such as optimized clock timings, charge loss correction algorithms, and high-temperature annealing. Until recently, however, the properties of many defects have been inferred from measurements of CTI as a function of temperature. While these techniques remain useful, they are susceptible to interference from systematic electronic effects and provide the averaged effect of trapping sites the signal encounters under specific operating condition. A catalog of individual trap properties allows CTE optimization over a range of operating conditions through calculation of the emission time constant at a specific temperature. Furthermore, this information can provide a more accurate prediction of the effect of a signal profile as it is transferred to the output. The “single trap pumping” technique allows characterization of individual defects within the transfer channel of the device, providing information on their precise location, emission time constant, energy level, and cross section. A detailed description of the development of the underlying theory can be found within Ref. 18, and Ref. 14 for the case of EMCCDs, and so only a summary is included here.

The technique involves a flat field of illumination being clocked between phases within a pixel such that charge can be repeatedly captured by a trapping site and then emitted into a neighboring pixel. Each step of the clocking scheme is separated by a controllable time, referred as the phase time ($t_{ph}$), that is typically constant for each step in the scheme. If a trap is present with an emission time constant ($\tau_e$) comparable to the phase time, charge may be “pumped” from
one pixel to another. The repetition of this process over numerous ($\approx 10000$) cycles gives rise to a bright dark pixel pattern referred to as a “dipole.” Measurements of the intensity of the dipole at a given temperature as a function of $t_{ph}$ give rise to a curve of the form:

$$I(t_{ph}) = NP,$$

where $N$ is the number of pumping cycles and $P$ is the probability that a trap will pump within a complete clocking cycle. The functional form of $P$ is dependent upon the pixel architecture. The Teledyne-e2v CCD201 was chosen for this study. The CCD201 is a $1k \times 1k$ frame transfer device with $13\text{-}\mu m$-square image pixels that each have four separately connected electrodes that can be paired to operate with 2-phase clocking if required. Figure 6 shows a schematic of the CCD201 pixel with a SILVACO Technology Computer Aided Design (TCAD) simulation of the potential profile within a pixel during standard 2-phase clocking conditions at datasheet biases.\(^\text{14}\)

The precursor to this study used these potential profiles to devise a trap-pumping clocking scheme that probed defects beneath $I\Phi_2$ and $I\Phi_4$, with different functions describing the intensity of the dipole as a function of phase time depending on the sub-phase location of the trap.\(^\text{14}\) It was shown that charge capture beneath the barrier phases ($I\Phi_1$ and $I\Phi_3$) is negligible for moderate signal sizes and clocking speeds, so this single scheme was adequate to give a measure of the absolute number of traps. However, this single scheme could not be used to calculate the position of a trap within the pixel to high accuracy. Since the impact of the trap is strongly dependent upon the physical location of the defect within the pixel, three additional pumping schemes were developed as part of this study to provide high-resolution location information (Table 2).

Implementation of Schemes 1 to 4 on a CCD201 will result in dipoles that exhibit one of three possible functional forms of $P$ depending upon the pumping scheme and the location of the defect [Eqs. (3)–(5)]:

$$P_{P_1} = NP_e \left( e^{\frac{t_{ph}}{\tau}} - e^{-\frac{2t_{ph}}{\tau}} \right),$$

Fig. 6 TCAD simulation of a CCD201 image pixel at datasheet voltages using 2-phase clock pairings, taken and modified from Ref. 14.
Table 2  Clock pairings used for each of the four trap pumping schemes described within the main text. When information from these schemes is combined, the location of defects can be determined to sub-phase resolution.

<table>
<thead>
<tr>
<th>Time step</th>
<th>Scheme 1</th>
<th>Scheme 2</th>
<th>Scheme 3</th>
<th>Scheme 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ph}$</td>
<td>$\phi_2 + \phi_3$</td>
<td>$\phi_1 + \phi_2$</td>
<td>$\phi_3 + \phi_4$</td>
<td>$\phi_2 + \phi_3$</td>
</tr>
<tr>
<td>$2t_{ph}$</td>
<td>$\phi_1 + \phi_2$</td>
<td>$\phi_3 + \phi_4$</td>
<td>$\phi_2 + \phi_3$</td>
<td>$\phi_3 + \phi_4$</td>
</tr>
<tr>
<td>$3t_{ph}$</td>
<td>$\phi_3 + \phi_4$</td>
<td>$\phi_1 + \phi_2$</td>
<td>$\phi_1 + \phi_2$</td>
<td>$\phi_1 + \phi_4$</td>
</tr>
<tr>
<td>$4t_{ph}$</td>
<td>$\phi_1 + \phi_4$</td>
<td>$\phi_2 + \phi_3$</td>
<td>$\phi_1 + \phi_4$</td>
<td>$\phi_1 + \phi_2$</td>
</tr>
<tr>
<td>$5t_{ph}$</td>
<td>——</td>
<td>——</td>
<td>$\phi_1 + \phi_2$</td>
<td>$\phi_1 + \phi_4$</td>
</tr>
<tr>
<td>$6t_{ph}$</td>
<td>——</td>
<td>——</td>
<td>$\phi_2 + \phi_3$</td>
<td>$\phi_3 + \phi_4$</td>
</tr>
</tbody>
</table>

\[
P_{P2} = NP_c \left( e^{-\frac{t_{ph}}{\tau_e}} - e^{-\frac{3t_{ph}}{\tau_e}} \right),
\]

\[
P_{P3} = NP_c \left( e^{-\frac{t_{ph}}{\tau_e}} - e^{-\frac{4t_{ph}}{\tau_e}} \right).
\]

The orientation of the dipole varies according to its location of the trap within the pixel; charge will either be emitted into the pixel to the left or right depending on the phase location and potential profile within the pixel at the time of emission. Figures 7 and 8 show the orientation of each dipole according to the phase location of each trap for each of the four schemes and a plot of each form of $P_P$. The use of all four multiple schemes is important to ensure that the correct form of $P_P$ is fitted to each trap. For example, a dipole with positive polarity in Scheme 1 and negative polarity in Schemes 2 and 3 must be located on the RHS of $\phi_2$, and should therefore be fitted with $P_{P1}$ for data obtained with Scheme 1, or $P_{P3}$ for data obtained with Scheme 3. Incorrect fitting of $P_P$ to the dipole intensity curve results in an error in the distribution of emission time constants, giving false daughter peaks that complicate analysis.\(^1\)\(^4\)\(^,\)\(^3\)\(^8\)

**Fig. 7** (a) Diagram showing the orientation of each dipole according to the location of the trap. “Positive” polarity refers to a dipole that has a leading bright pixel, and vice versa. The number indicates the functional form of $P_P$ that applies to each dipole [Eqs. (3)–(5)]. (b) Schematic of a CCD201 pixel showing the regions that each of the $P_P$ functions applies to for each of the four pumping schemes within Table 2.
Each form of $PP$ [Eqs. (3)–(5)] assumes that temperature is fixed to ensure $\tau_e$ is constant throughout the dataset. As the temperature is increased, the emission time constant decreases by a factor dependent on the energy level and cross section of the defect [Eq. (1)]. A fit to $\tau_e$ as a function of temperature can return both $E$ and $\sigma_p$ for the trap; however, care must be taken to ensure the fit is performed correctly; $N_e$ and $v_{th}$ vary as a function of temperature and this must be accounted for. The formulism used in this study is provided in the Appendix and is the same formulism that should be used when interpreting any of the results presented later. Subtle changes in the effective energy level of the trap through different mathematical treatment can manifest as large variations in $\tau_e$. A fit to Eq. (1) also assumes the enthalpy values for the traps do not change with temperature despite bandgap narrowing, i.e., the traps are pinned to the conduction or valence bands. The result of the fit is therefore the energy level with respect to the bandgap edge, which itself shifts as a function of temperature.

Seven commercial CCD201 EMCCDs were studied (Table 3). Three were irradiated at the Paul Scherrer Institut (PSI), Switzerland, another at STERIS, Harwell, UK, and the remaining devices kept as unirradiated controls. The irradiations at PSI were performed at room temperature, unbiased and with shielding to maintain on-chip parallel control regions. The primary beam energy was 74 MeV, and fluences can be normalized to the 10-MeV equivalent using the non-ionizing energy loss (NIEL) function.8,9,39,40 The irradiation at STERIS was performed with the detector biased, using 5-MeV protons and no shielding.

![Fig. 8 Summary of the three functions that describe $P_P$ for the trap-pumping schemes described within Table 2. Each function has a different maximum amplitude and peak location.](image.png)

### Table 3 Summary of devices studied and the details of each irradiation

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Date irradiated</th>
<th>Proton fluence ($p^- /cm^2$)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>14222-11-2</td>
<td>May 14, 2016</td>
<td>$(2.09 \pm 0.2) \times 10^9$</td>
<td>Irradiated unbiased with a 74-MeV primary beam</td>
</tr>
<tr>
<td>10091-16-7</td>
<td>February 23, 2015</td>
<td>$(5.23 \pm 0.52) \times 10^9$</td>
<td>Irradiated unbiased with a 74-MeV primary beam</td>
</tr>
<tr>
<td>14222-14-2</td>
<td>December 4, 2015</td>
<td>$(1.45 \pm 0.15) \times 10^{10}$</td>
<td>Irradiated unbiased with a 74-MeV primary beam</td>
</tr>
<tr>
<td>15293-15-4</td>
<td>June 29, 2018</td>
<td>$(3.65 \pm 0.37) \times 10^9$</td>
<td>Irradiated biased with a 5-MeV primary beam</td>
</tr>
<tr>
<td>11281-22-15</td>
<td>—</td>
<td>—</td>
<td>Unirradiated</td>
</tr>
<tr>
<td>14222-20-6</td>
<td>—</td>
<td>—</td>
<td>Unirradiated</td>
</tr>
<tr>
<td>12231-21-19</td>
<td>—</td>
<td>—</td>
<td>Unirradiated and no aluminum store shield</td>
</tr>
</tbody>
</table>
The trap-pumping technique was implemented using a flat field of approximately 10,000 e\(^{-}\). The number of pumping cycles \(N_p\) was set to 10,000, giving a maximum pumped signal of 2500 e\(^{-}\) for \(P_{p1}\), assuming a capture probability of 1. Devices were operated at 1 MHz with a read noise of approximately 20 e\(^{-}\), leaving photon shot noise as the dominant noise source. Assuming a 3\(\sigma\) detection threshold, these conditions allowed the intensity curve of a trap to be tracked when the pumping efficiency was \(\geq 12\%\) of the peak intensity for the example of \(P_{p1}\) (\(P_C \geq 12\%\)).

Measurements were made in the temperature range of 150 to 240 K in the time-domain spanning \(10^{-6}\) to \(10^{-2}\) s. Faster clocking (> 1 MHz) in the parallel direction was not possible without significant CTE degradation. At the higher temperatures (\(\geq 220\) K), thermal dark signal and hot pixels became an increasing source of data contamination. This was resolved through subtraction of bias frames that were obtained with identical integration times as experienced by the pumped frames, albeit with no pumping taking place. A fixed, low-activity \(^{55}\)Fe source was pointed at the detector for calibration throughout data collection. Defects were identified through use of a 3\(\sigma\) detection threshold, and the intensity of each dipole was tracked as a function of phase time. Dipoles from each pumping scheme were compared so that the correct form of \(P_p\) was fitted to return the emission time constant at a given temperature. For each defect, the emission time constant was tracked as a function of temperature and fitted using Eq. (1) to return an energy level and cross section with associated error.
The most detailed investigation was performed on device 14222-11-2. This device was irradiated to the lowest fluence ($2.09 \times 10^9 \text{ p}^+ / \text{cm}^2$ 74 MeV) and exhibited enough defects for analysis without a high likelihood of multiple defects per pixel. Measurements were made using 2-K increments from 156 to 240 K for this device. Additional measurements were made using the remaining devices in targeted areas to highlight any differences in the absolute and relative abundance of trap species as a function of proton fluence.

The amplitude of each dipole has noise that propagates into error on the fitted emission time constant. This in turn results in error on the calculated energy level and cross section. A least-squares minimization procedure was used to fit values of $E$ and $\sigma$ to the measured values for $\tau_e$. This routine varied $E$ and $\sigma$ within a set range to achieve the smallest residual between the fitted function and the real data. Figure 10 shows a plot of the residual as a function of both $E$ and $\sigma$ for some example data. There is a clear "valley" where the residual drops to low values for certain $E$ and $\sigma$. The shape of the valley is consistent with the function; exponential variation of $\sigma$ can compensate for a linear variation in energy level and return the same emission time constant. The addition of error on $\tau_e$ means that the lowest residual will not necessarily be at the true $E/\sigma$ value, but at the point within this valley where the residual is lowest.

Figure 11 shows an example whereby different percentage errors were added to $\tau_e$ data for a trap with $E = 0.23 \text{ eV}$ and $\sigma = 4 \times 10^{-15} \text{ cm}^2$; the larger the error, the broader the distribution. Fits to the $E$ and $\sigma$ within this study were subject to this effect; however, the mean fitted values for $E$ and $\sigma$ remain as expected and can therefore still be trusted. The distribution of $E$ and $\sigma$, however, should not be trusted and is an artifact of the measurement and analysis technique. While $E$ and $\sigma$ are of scientific interest, only $\tau_e$ is required to perform CTE optimization using
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the trap-pumping technique. The distribution of $E$ and $\sigma$ therefore does not limit the ability to perform optimization with this data, as long as the distribution of $\tau_e$ is accurately preserved, as will later be discussed.

4 Results

4.1 Defects within Undamaged Devices and the Control Regions of Irradiated Devices

A small number of defects are present in as-made, undamaged EMCCDs that are remnants of wafer processing. The charge transfer performance of each control device was limited by measurement error, and so these defects do not require specific attention with respect to CTE mitigation. Nevertheless, they give an indication of impurities present that may subsequently lead to additional defects post-irradiation, and so discussion begin with the species identified in undamaged devices and the control regions of irradiated devices.

Figure 12 shows an emission time constant histogram of five devices measured at 170 K in the time parameter space of $10^{-6}$ to $10^{-2}$ s. There are four visible peaks with a consistent location but variable amplitude according to each device. The measurement was repeated at successively higher temperatures and no new peaks became visible until 240 K, where an additional peak was located at approximately $1 \times 10^{-3}$ s for devices 14222-11-2 and 14222-14-2. It was later discovered this peak also contained another smaller peak, giving a total of 6 peaks. The peaks have been labeled C 1-3 and R 1-3.

A plot of defect energy level versus cross section for all defects identified within the control region of device 14222-11-2 shows the apparent correlation explained within Sec. 3 that is a result of the experimental uncertainty on the emission time constants at each temperature on the numerical fit used to extract each parameter (Fig. 13). The defects were split into groups using a 2D Gaussian mixture model that returned a mean energy level and cross section for each defect with an uncertainty that incorporated the errors in emission time constants and their effect on the observed correlation. Due to these effects, we are unable to comment in detail about the distribution of energy levels and cross sections aside from stating that the distributions presented here represent an upper limit as a result of the uncertainty on the data. The stated uncertainties
also refer only to the error on the measured mean values for energy and cross section, as opposed to providing a limit on their distribution about the mean value. The mean energy levels and cross sections were cross referenced with other literature values to tentatively assign an atomic configuration of each defect (Table 4).

Defects C1 and C3 are believed to be due to the presence of interstitial carbon. The concentration of these defects varied between each device, which can be explained by different impurity concentrations introduced by the epitaxial growth process. The \( \text{C}_i \text{P}_s \) defects are known to be metastable and can change charge state according to the bias and illumination history of the device.\(^{23}\) Each device was cooled while clocking and with steady illumination; however, it is not possible to completely exclude the possibility that the differences in observed concentrations are due to subtle differences in how each device was operated during testing.

C2 has been assigned \( \text{B}_i \text{O}_i \) since boron is known to present in these devices at a reasonably high concentration due to additional implants that define the barrier phases within the pixel. The calculated mean energy level agrees with other literature values.\(^{20}\) The concentration is consistent across all devices aside from 11281-22-15.

**Fig. 12** Emission time constant histogram for each device obtained at 170 K (upper panel) and 240 K (lower panel) in the time parameter space of \( 10^{-6} \) to \( 10^{-2} \) s. Six defect species were identified labeled C (Control) 1 to 3, and R 1 and 3.
R1 is in the theoretical location of the double acceptor state of the divacancy (VV−−) with energy level and cross section that are consistent with literature findings. This is traditionally thought of as a radiation-induced defect since device processing heats the silicon beyond the thermal annealing temperature of >500 K. The defect was found in a higher concentration within the control regions of devices exposed to the proton beam. Although the control regions were shielded, a small fraction of secondary particles may damage the device and create defects in this region. This phenomenon would explain the increase in R1 for device 14222-14-2 (1.45 × 10^10 p/cm^2) compared to 14222-11-2 (2.09 × 10^9 p/cm^2).

R2 and R3 were contained within a single \( \tau_e \) peak and were separated through analysis of energy levels and cross sections. Traps within the R3 peak were found to exist in the same pixel location that R1 was identified at colder temperatures. This implies they are both the same physical defect with different charge states. Based on this observation, R3 is thought to be the single acceptor state of the divacancy (VV−). R2 is believed to be the Si-E (PV) center.

---

**Fig. 13** Plot of energy level as a function of cross section for defects identified within the control region of device 14222-11-02. Six separate species were identified, including the silicon divacancy and Si-E center that were assumed to be a result of damage to the control region through secondary particles. The energy level and cross section exhibit a positive correlation and large spread, explained within Sec. 3. The mean values for energy level and cross section remain accurate.

**Table 4** Summary of defects identified within the control region of device 14222-11-2 in the temperature range 150 to 240 K and time parameter space \( 10^{-6} \) to \( 10^{-2} \) s. Of the six defects found, three are believed to be due to intrinsic impurities within the device (C1, C2, and C3) and the other three are thought to be present due to radiation damage sustained within the shielded control regions (R1, R2, and R3).

<table>
<thead>
<tr>
<th>Defect</th>
<th>Mean energy level (eV)</th>
<th>Mean cross section (cm^2)</th>
<th>Designation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>(0.23 ± 0.01)</td>
<td>(6.0 ± 2.0) × 10^{-15}</td>
<td>CP_s III</td>
<td>23</td>
</tr>
<tr>
<td>C2</td>
<td>(0.280 ± 0.01)</td>
<td>(2.0 ± 1.0) × 10^{-14}</td>
<td>BiO_1</td>
<td>20</td>
</tr>
<tr>
<td>C3</td>
<td>(0.315 ± 0.01)</td>
<td>(3.0 ± 0.9) × 10^{-14}</td>
<td>CP_s IIIB</td>
<td>23</td>
</tr>
<tr>
<td>R1</td>
<td>(0.235 ± 0.005)</td>
<td>(2.6 ± 1.2) × 10^{-15}</td>
<td>VV−−</td>
<td>14</td>
</tr>
<tr>
<td>R2</td>
<td>(0.475 ± 0.015)</td>
<td>(3.7 ± 0.8) × 10^{-14}</td>
<td>PV</td>
<td>15,16</td>
</tr>
<tr>
<td>R3</td>
<td>(0.42 ± 0.01)</td>
<td>(2.0 ± 1.0) × 10^{-15}</td>
<td>VV−</td>
<td>15</td>
</tr>
</tbody>
</table>

R1 is in the theoretical location of the double acceptor state of the divacancy (VV−−) with energy level and cross section that are consistent with literature findings. This is traditionally thought of as a radiation-induced defect since device processing heats the silicon beyond the thermal annealing temperature of >500 K. The defect was found in a higher concentration within the control regions of devices exposed to the proton beam. Although the control regions were shielded, a small fraction of secondary particles may damage the device and create defects in this region. This phenomenon would explain the increase in R1 for device 14222-14-2 (1.45 × 10^{10} p/cm^2) compared to 14222-11-2 (2.09 × 10^{9} p/cm^2).

R2 and R3 were contained within a single \( \tau_e \) peak and were separated through analysis of energy levels and cross sections. Traps within the R3 peak were found to exist in the same pixel location that R1 was identified at colder temperatures. This implies they are both the same physical defect with different charge states. Based on this observation, R3 is thought to be the single acceptor state of the divacancy (VV−). R2 is believed to the Si-E (PV) center.
Similar to the VV\(^{--}\), these are also radiation-induced defects and so it appears that partial damage to the control regions has resulted in a measurable concentration. Both R2 and R3 exhibited an increase in concentration with respect to the proton fluence for the control regions of the irradiated devices, suggesting they are damage related.

The spatial distribution of defects was found to be uniform across all of the control devices tested, with the exception of device 11281-22-15 that exhibited a noticeable increase in defect density within a region of aluminum store section closest to the LS output (Fig. 14). The non-uniformity was found to be independent of the illumination (i.e., not due to an increase in background signal) and was not due to a specific trap species but a local increase in all identified species. The explanation for this observation remains unclear; the distribution is not consistent with any known processing patterns of the device and is thought to be due to a non-uniformity in the impurity concentration of the underlying epitaxial silicon. The spatial distribution of defects within windows regions 50 × 50 pixels in size was otherwise well represented by a Gaussian distribution (Fig. 14).

4.2 Defects within Irradiated Devices

Three devices in this study were irradiated using 74-MeV protons, unbiased at room temperature, to fluences of \(2.09 \times 10^9\), \(5.23 \times 10^9\), and \(1.45 \times 10^{10}\) p/cm\(^2\) (74 MeV). These devices were shielded to maintain parallel control regions. Another device (15293-15-4) was irradiated with 5-MeV protons to a fluence of \(3.65 \times 10^9\) p/cm\(^2\). This irradiation was performed with the device biased and unshielded. (The fluence values must be scaled using the NIEL relation for an accurate comparison between each device.) Device 14222-11-2 (\(2.09 \times 10^9\) p/cm\(^2\)) was studied in most detail, whereas the other devices were studied in select regions of the parameter space to confirm that similar defect distributions were present and to establish the relationship between defect density and proton fluence.

The defects introduced by the irradiation far outnumbered the defects present in the undamaged devices. Figure 15 shows the spatial distribution of defects observed at 240 K for devices 14222-11-2, 14222-14-2 and at 170 K for device 15293-15-4, where the shielding pattern is clearly visible for the first two devices. Row and column profiles of defect density show an increase in density that extends beyond the shielding edge into the control region, explaining the observation of the VV\(^{--}\)/VV\(^{--}\) and Si-E/PV in the previous section (Fig. 16). The irradiated region also exhibits non-uniformity, with a higher density of defects at the shield boundary that decreases moving to the device edge. A possible explanation is that, during the irradiation,
primary protons scattered off the shielding edge and passed through the device with reduced energy, leading to greater damage to these regions than intended. The difference in defect density is approximately 10% across the damaged region (i.e., within ordinary limits of dosimetry); however, it is clear that the control regions are measurably affected. By comparison, the density for device 15293-15-4 (unshielded) is uniform in both the row and column directions, this result shows that applications especially sensitive to small changes in the trap density may measure performance degradation within the shielded region post-irradiation. There is a noticeable drop in the row profile for each device around row 1000; this is due to an illumination non-uniformity

Fig. 15 Defect density distributions for three of the irradiated devices. 14222-11-2 and 14222-14-2 were shielded, whereas 15293-15-4 was unshielded. Note the orientation is such that the serial register is at the top of the image (row 0). The output node is positioned at the top left of the image (column 0).

Fig. 16 Column and row profiles for the defect density distributions shown by Fig. 15. The shielded devices have an increase in density within the control region as a result of protons scattering off the shielding edge and secondary particles generated within the shielding during the irradiation. The row profiles are uniform for each device, the drop at row bin 101 is due to an illumination non-uniformity at the silicon image/store boundary generated by the trap pumping process.
at the boundary between image and store sections that caused a measurable drop in the number of traps in this region for all devices.

Figures 17 and 18 show the control and irradiated regions of device 14222-11-2 in 10-K increments up to 240 K. A total of at least three new peaks are visible, with the peak at 240 K dominating the total number of radiation-induced traps by a considerable factor. An additional peak was found to be hidden within this larger peak, discovered during calculation of the energy-level and cross-section values and correlation of the location of defects at different temperatures (Figs. 19–21). Each defect has been labeled as R1 to R4. R1 is thought to be the double acceptor state of the silicon divacancy ($\text{VV}^-$) and R3 is thought to the single acceptor state ($\text{VV}^-$). Each defect exhibited an emission time constant, energy-level, and cross-section distribution consistent with the control region analysis but with much larger amplitude as a result of the irradiation. The single acceptor state was also found to be present within the same pixel location as the double acceptor state, suggesting that they were one and the same defect. R2 is thought to be the Si-E center since it has an energy level consistent with the literature expectations and is present in the highest concentration out of all defects, owing to the phosphorus-doped channel of the device. R4 is a defect with yet unknown atomic configuration, and so it is referred to as the Si-U center. Analysis indicated that every pixel that contained an Si-U also contained a defect consistent with the VV$^-$ (Fig. 21), indicating that the two may be related.

The Si-A center ($\text{VO}_i$) is often detected following irradiation of N-type epitaxial silicon. The shallow energy level of approximately 0.165 eV means that the emission time constant was
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Emission time constant histogram for device 14222-11-02 for temperatures ranging from 156 to 190 K, showing the presence of R1 and R4.
faster than the maximum possible pumping frequency of 1 MHz for the main temperature range of interest. Modifications to the equipment lowered the minimum possible device temperature to 125 K, where an additional attempt was made to locate the Si-A.

Figure 22 shows the emission time constant histogram where there is a significant peak located at approximately $3 \times 10^{-6}$ s that is consistent with previously reported energy level and cross section values. The defect showed no measurable increase or difference in density attributed to irradiation. Since this defect was identified at the lowest temperature and fastest parallel clocking speeds the equipment was capable of, it is possible that what has been observed here is in fact the appearance of localized potential “pockets” that arise as a result of the experimental conditions. That being said, the results exhibited features that suggested that the dipoles were in fact due to bulk defects. The uncertainty surrounding this measurement means the result remains speculative and so literature values are quoted for energy and cross section since these remain more reliable.

A plot of the defect energy level as a function of cross section revealed the same relationship seen for the control region where there was large variance in the calculated energy levels and cross sections as a result of the analysis technique (Fig. 23). These fitted values were used to generate emission time constant histograms as a function of temperature, which were then compared to the original measured values (e.g., Figs. 17 and 18). The results were consistent, indicating that the fitted energies and cross sections accurately reproduced values for $\tau_e$ as long as the values remain coupled (i.e., the correlation was preserved). While this shows the fitted values are

**Fig. 18** Emission time constant histogram for device 14222-11-02 for temperatures ranging from 200 to 240 K, showing the presence of R2, R3 and R4. R3 is hidden within the R2 peak and was separated through additional analysis (Fig. 21).
Fig. 19 Emission time constant histograms from device 14222-11-2 at 170 K and 200 K with additional analysis. (a) The original, unfiltered emission time constant histogram is shown in blue, measured at 170 K. This data was then filtered to only show traps that were also measured at 200 K with an emission time constant in the range $10^{-6}$ to $10^{-2}$ s. The C3 peak is unchanged by the filtering since it falls within the measurable range at both temperatures. C1 disappears since it cannot be measured in this time domain at 200 K. R1 decreases in amplitude, but does not disappear completely. This indicates that some fraction of R1 is also measurable at 200 K, but with a different value of $\tau_e$ than would be expected for this defect. (b) The original, unfiltered emission time constant histogram is shown in black, measured at 200 K. The 200-K data was then filtered to only show traps that were also measured at 170 K with an emission time constant in the range $10^{-6}$ and $10^{-2}$ s. The C3 peak is unchanged since it falls within the measurable range at both temperatures. R4 does not change in intensity, indicating that each R4 trap is also measured at 170 K under the R1 peak. Since R1 and R4 are observed at different temperatures under different $\tau_e$ peaks but present in the same pixel location, the suggestion is that these are different configurations of the same lattice defect.

Fig. 20 The same technique implemented for Fig. 19 for measurements at 170 and 240 K. In this case, almost every pixel that contained R1 also contained a defect in the same physical location at 240 K but with a different emission time constant. At 240 K, the peak due to the Si-E-R2 is visible. The high density of the Si-E means that some pixels will contain both defects through chance alone, however simulations suggested this should account for no more than 25% of the correlation. This effect is seen for C1, C2, and C3 where a fraction was detected at both temperatures. The R3 peak at 240 K is thought to be the single acceptor state of the divacancy (VV$^-$) and showed an energy level consistent with literature expectations when the emission time constant was tracked as a function of temperature. The observation on the correlation between the Si-U and VV$^-$ is interesting and unexplained. It appears that a small fraction of the VV$^-$ exhibit an additional effective energy level that manifests as the Si-U as warmer temperatures.
reliable, it is less than useful for future optimization and correction algorithms since it means that the emission cross sections and energy levels are specific to this dataset. To account for this, the mean energy levels and cross sections from this data were used in combination with a cross-section distribution that would accurately reproduce the distribution in $\tau_e$ as a function of temperature:

$$\tau_e = \frac{1}{\sigma_{\text{dist}} N_C \nu_{\text{th}}} e^{\frac{E}{kT}},$$  \hspace{1cm} (6)\

**Fig. 21** 50 x 50 pixel windows of data illustrated by Fig. 20. (a) Emission time constant and location for all defects located at 240 K, this includes data for R2, R3, and R4. (b) Emission time constant and location for all defects identified at 170 K, this includes C1, C2, C3, and R1. The 240-K data were then filtered to only include information for defects identified at both 240 and 170 K in the same pixel location. The result is shown in (c), where only data for R3 is displayed. Comparison of (b) and (c) shows that the defects are present in the same pixel location but with different $\tau_e$, due to the different charge state of the VV probed at each temperature.

**Fig. 22** Emission time constant obtained for device 14222-11-02 at 125 K, highlighting the presence of a defect believed to be the Si-A center. The right panel shows the spatial distribution of the defect across the device. No measurable increase or difference in density could be attributed to the irradiation. This defect was identified at both the coldest temperature the equipment was capable of, and the fastest parallel clocking speeds. It is possible that what has been observed here is in fact the appearance of localized potential “pockets” that arise as a result of the experimental conditions. That being said, the results exhibited features that suggested that the dipoles were in fact due to bulk defects.
\[ \sigma_{\text{dist}}(x) = e^{-\frac{(x - \sigma_{\mu})^2}{2c^2}}, \]  \hspace{1cm} (7)

where \( \sigma_{\text{dist}} \) refers to the distribution in cross-section values (assumed Gaussian), \( \sigma_{\mu} \) is the mean cross-section value, and \( c \) is a measure of the variance of the distribution; a free parameter that is fitted for each trap. This approximation to the defect distribution allows accurate reproduction of \( \tau_e \) without the need for the individual fitted energy-level and cross-section values from each dataset. The fitted values of \( \sigma_{\text{dist}} \) are presented in Table 5.

Figure 24 shows a plot of the emission time constant of each defect as a function of temperature, reproducing the form of Fig. 5 but with experimental data from 14222-11-2. The data have been binned to give an impression of the relative densities of each defect. It is clear that, within the parameter space probed, the VV\( ^{-} \) and the Si-E are the dominant defects that form following the irradiation. The Si-U appears but at a density that is comparable or lower than some of the defects present in undamaged devices. The distribution of the Si-U differs from the other defects in that it is a broad peak that spans a comparatively large time domain compared to the other defects. This was reflected in a large value of \( \sigma_{\text{dist}} \) relative to \( \sigma_{\mu} \) when compared to the other defects (Table 5). While there are clearly dominant traps, there is also a distribution of defects

\[ \begin{array}{|c|c|c|c|c|}
\hline
\text{Defect} & \text{Mean energy level (eV)} & \text{Mean emission cross section} \sigma_{\mu} (\text{cm}^2) & \text{Fitted cross section variance} (c) & \text{Designation} & \text{Reference} \\
\hline
\text{R1} & (0.235 \pm 0.005) & (2.6 \pm 0.5) \times 10^{-15} & (4.0 \pm 0.5) \times 10^{-16} & \text{VV}^- & 14, 15 \\
\text{R2} & (0.475 \pm 0.015) & (3.7 \pm 0.8) \times 10^{-14} & (5.9 \pm 0.7) \times 10^{-15} & \text{PV} & 15, 16 \\
\text{R3} & (0.42 \pm 0.01) & (2.0 \pm 1.0) \times 10^{-15} & (5.0 \pm 0.6) \times 10^{-16} & \text{VV}^- & 15 \\
\text{R4} & (0.37 \pm 0.01) & (8.7 \pm 0.7) \times 10^{-15} & (3.0 \pm 0.5) \times 10^{-15} & \text{Si-U} & 24 \\
\text{R5} & 0.165 & 6.1 \times 10^{-15} & (1.6 \pm 0.8) \times 10^{-14} & \text{VO}_{[-]} & 15, 16, 18 \\
\hline
\end{array} \]
between the dominant species that were not explicitly identified in this study. There is a cluster of defects with mean energy $E = E_C - 0.39$ eV and $\sigma_\mu = 3 \times 10^{-14}$ cm$^{-2}$ that could potentially be the acceptor state of the self-interstitial oxygen interstitial ($\text{Si}_i\text{O}^-$), and an additional cluster with mean energy $E = E_C - 0.37$ eV and $\sigma_\mu = 7 \times 10^{15}$ cm$^{-2}$ that could be due to the $C_iP_s$ complex (Fig. 23, Table 1). The number density of these defects was low (between $100 \times$ and $1000 \times$ less than the $\text{Si-E}$ center), and they could not attributed to any peaks within the emission time constant data. Larger format devices may have these defects present in sufficient number for peaks to be visible; however for the devices in this study, these defects were too few in number for accurate identification and so these designations remain speculative.

4.3 Calculating Defect Densities

The results presented in Sec. 4.2 allow accurate reproduction of the emission time constant distributions of each of the primary defects as a function of temperature; however, they give no representation of the relative abundance of each species. This is the final piece of information required in order to use the information for CTI estimation, optimization, and correction.

The trap-pumping technique gives a number density, in units of traps per pixel, that can be converted into a density value (defects $\cdot \mu$m$^{-3}$) through calculation of the volume of silicon probed the charge packet during the trap-pumping process. The analysis was performed on scheme 1 for the CCD201, although in principle the same technique can be used on any scheme or device. The volume of the charge packet is difficult to define in conventional terms since there is no fixed boundary, but rather a decreasing region of signal density that surrounds a core with a maximum value equivalent to the peak doping density of the device ($\approx 10^{16}$ cm$^{-3}$ for a CCD). Instead, it is more appropriate to define an “effective volume” available for capture since it is only when charge is captured that it will be seen in the trap-pumping process. The capture probability is described by a capture time constant, $\tau_C$, and the probability of capture ($P_C$) is then given by the combination of the time constant and the total time the charge spends in the vicinity of the trap ($t_{\text{dw}}$)

$$\tau_C = \frac{1}{\sigma_n n_E v_{\text{th}}},$$

Fig. 24  Plot of emission time constant versus temperature for all defects identified in the irradiated region of device 14222-11-02. For this plot, emission time constant bins were logarithmically spaced between $10^{-6}$ and $10^{-2}$ with 200 points. The temperature bin spacing was 0.1 K. The temperature data were obtained with a wider 2-K spacing, and so the values for $E$ and $\sigma$ were used to calculate intermediate values. Data are valid between the boundaries of the white dashed lines.
The estimated volume of silicon probed by the trap pumping technique for a 10,000 e$^-$ signal packet for a given temperature, capture cross section, and dwell time. These values were used to calculate the cutoff density, $\rho_{cut}$, that was in turn used to define the volume of the cloud probed using pumping scheme 1 in TCAD.

<table>
<thead>
<tr>
<th>Defect species</th>
<th>Temperature (K)</th>
<th>$\sigma_t$(cm$^2$)</th>
<th>$t_{dw}$ (s)</th>
<th>$n_E$ (e$^-$/cm$^3$)</th>
<th>Volume probed ($\mu$m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV$^{--}$</td>
<td>170</td>
<td>$1.2 \times 10^{-15}$</td>
<td>$1 \times 10^{-4}$</td>
<td>$7.1 \times 10^{11}$</td>
<td>7.8</td>
</tr>
<tr>
<td>Si-U</td>
<td>210</td>
<td>$1.4 \times 10^{-15}$</td>
<td>$1 \times 10^{-4}$</td>
<td>$5.3 \times 10^{10}$</td>
<td>8.9</td>
</tr>
<tr>
<td>PV (Si-E)</td>
<td>240</td>
<td>$3.7 \times 10^{-15}$</td>
<td>$1 \times 10^{-3}$</td>
<td>$1.87 \times 10^{10}$</td>
<td>9.4</td>
</tr>
<tr>
<td>VV$^-$</td>
<td>240</td>
<td>$1.6 \times 10^{-15}$</td>
<td>$1 \times 10^{-3}$</td>
<td>$4.3 \times 10^{10}$</td>
<td>9.0</td>
</tr>
<tr>
<td>VO$_3$ (Si-A)</td>
<td>125</td>
<td>$6.2 \times 10^{-15}$</td>
<td>$5 \times 10^{-6}$</td>
<td>$3.0 \times 10^{12}$</td>
<td>7.0</td>
</tr>
</tbody>
</table>

\[ P_C = 1 - e^{-\frac{tdw}{\tau_C}} \]

where $n_e$ is the signal density, $v_{th}$ is the thermal velocity of the electron, and $\sigma_t$ is the capture cross section of the trap (note this differs from the emission cross section). The capture cross section cannot easily be measured through the trap-pumping technique; however for the defects of interest to CCDs, past studies have estimated values of order $10^{-15}$ to $10^{-14}$ cm$^2$. The capture probability is an output of the analysis [Eqs. (3)–(5)] and so it is possible to filter the data in such a way that the number of traps with an average capture probability greater than, e.g., 0.8, are selected. For a pumping scheme, $t_{dw}$ is equivalent to $t_{ph}$ and so it is possible to rearrange Eqs. (8) and (9) in such a way as to calculate a value of $n_E$ that is used to define the effective edge of the charge packet relevant to capture. This value is termed the cutoff density, $\rho_{cut}$. For the example of the silicon divacancy (VV$^{--}$) probed at 170 K, with $P_C \geq 0.8$, $\rho_{cut} \approx 10^{10}$ e$^-$/cm$^3$. This method was used to define the edge of the charge packet in TCAD for each of the main trap species introduced by the irradiation (Table 6). This method is prone to uncertainty; in practice $t_{ph}$ is not fixed but varied over the range of $10^{-6}$ and $10^{-2}$ s and so the value chosen was equal to the peak of the emission time constant histogram measured at a given temperature. The capture cross sections are also poorly defined and are expected to vary by up to an order of magnitude. This method for estimating density should in principle be valid for any signal size used for pumping. Figure 25 shows the number of VV$^{--}$ identified with $P_C \geq 0.8$ for signal sizes ranging from 10,000 e$^-$ to 20,000 e$^-$. Both the number of traps and predicted volume probed by pumping increase, but by slightly different factors. Doubling the signal size from 10,000 e$^-$ represents a predicted increase in volume of $\times 1.4$, whereas the increase in detected traps is slightly lower at $\times 1.25$. The discrepancy is believed to be due to the change in signal size throughout the pumping process. For the example of Scheme 1 with 10,000 pumps, the signal size will decrease by as much as 2500e$^-$ in the presence of a trap with $P_c = 1$; a 14% decrease in volume according to TCAD. Future iterations of this method can reduce this effect by limiting the number of pumps to, e.g., 1000, and improving data quality by averaging frames to reduce the impact of shot noise on trap detection.

An additional estimate for the volume of the charge packet is also possible through the knowledge of the pixel dimensions and the charge handling capacity. The CCD201 has a measured full well capacity of approximately 80,000 e$^-$. The pixels are 13-μm square with 3-μm channel stops, leaving 9 μm for charge storage. Within the pixel, charge is stored beneath the storage phases that are each 4.5 μm in length. The buried channel is located approximately 0.5 μm into the substrate. This gives a storage volume of approximately 20 μm$^3$ per storage phase. It is worth noting this calculation has ignored the effects of fringing fields that reduce the volume further. For large signal levels, the volume occupied by a charge packet has been shown to be proportional to the square root of the signal size. A reduction in signal size from 80,000e$^-$ down to the 10,000 e$^-$ used for pumping therefore constitutes an approximate factor 3 reduction in volume. The pumping scheme probes both storage phases, meaning that we can expect a 10,000 e$^-$ signal packet to probe approximately $(20 \times 2)/3 \approx 13 \mu$m$^3$ of silicon as an
upper limit. This is close to the TCAD estimated values, and so we believe our estimates of defect density to be accurate within a factor of $\times 2$.

Table 7 contains a summary of defect density as a function of proton fluence for each of the irradiated devices in this study. The highest density was attributed to the Si-A center. There is a large degree of uncertainty surrounding the data for this defect in particular, however we note

**Table 7** Summary of density calculations for each of the defects and devices studied. Results were obtained as a function of proton fluence for the VV$^{-}$, Si-E, and Si-U. For the VV$^{-}$, only a single calculation was performed due to the difficulty in isolating it from the peak of the Si-E center. The calculation suggested that results at higher fluences would be unreliable as the density of the Si-E continued to increase. The Si-A was thought to be found on device 14222-11-2 (Fig. 22), however showed no noticeable increase with fluence. The number found is presented since this is the best data available, however it should be treated with uncertainty. The number found relates to a charge packet of $10,000$ e$^{-}$ used with Scheme 1 in a pixel region of interest 2000 pixels $\times$ 500 pixels in size. For the Si-E center at the highest fluence, the density of the defect was approaching 1 trap per 2 pixels (the upper limit) and so data from Schemes 3 and 4 were also used to verify the value since they probe a smaller fraction of the pixel area.

<table>
<thead>
<tr>
<th>Defect</th>
<th>Proton fluence (74 MeV)</th>
<th>Number found</th>
<th>Density ($\mu$m$^{-3}$)</th>
<th>Number found</th>
<th>Density ($\mu$m$^{-3}$)</th>
<th>Number found</th>
<th>Density ($\mu$m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VV$^{-}$</td>
<td>$(2.09 \pm 0.2) \times 10^9$</td>
<td>7358</td>
<td>$9.43 \times 10^{-4}$</td>
<td>24074</td>
<td>$3.10 \times 10^{-3}$</td>
<td>47506</td>
<td>$6.10 \times 10^{-3}$</td>
</tr>
<tr>
<td>Si-E</td>
<td>$(5.23 \pm 0.52) \times 10^9$</td>
<td>67820</td>
<td>$6.40 \times 10^{-3}$</td>
<td>141692</td>
<td>$1.25 \times 10^{-2}$</td>
<td>364991</td>
<td>$3.38 \times 10^{-2}$</td>
</tr>
<tr>
<td>Si-U</td>
<td>$(1.45 \pm 0.15) \times 10^{10}$</td>
<td>2242</td>
<td>$2.49 \times 10^{-4}$</td>
<td>5938</td>
<td>$6.60 \times 10^{-4}$</td>
<td>13553</td>
<td>$1.50 \times 10^{-3}$</td>
</tr>
<tr>
<td>VV$^{-}$</td>
<td>—</td>
<td>7018</td>
<td>$7.80 \times 10^{-4}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Si-A</td>
<td>$83250$</td>
<td>$1.20 \times 10^{-2}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
that other studies have also presented a density that is approximately equal to 2× that of the Si-E. Each state of the VV showed a similar density. This was expected and is also an artifact of the measurement technique. The separation of the VV−− from the Si-E center peak meant that the same pixel also had to exhibit a VV−−, so in practice the density value for this defect had this value as an upper limit. Any VV− that were not detected would have been incorporated into the value for the Si-E. The Si-U has the lowest density, approximately 3× less than the VV−−. A plot of each defect density as a function of fluence showed a linear dependence on proton fluence for the fluence levels of this study (Fig. 26).

5 Summary and Conclusions

This study has identified a total of 8 unique silicon defects within irradiated and unirradiated CCD201 EMCCDs. The mean energy levels and cross sections have been presented alongside density values for the dominant defects that can influence CTE. A means to replicate the spread in emission time constants has also been presented in the form of a Gaussian distribution about the mean value. When combined, this information allows replication of the defect distributions observed in this study for any temperature in the range 150 to 240 K. Figure 27 shows the example of a measured emission time constant histogram at both 170 and 240 K. In each panel, the raw data are shown alongside the distributions recreated from fitted energy levels and cross sections, and a randomly generated distribution that used the cross-section distribution function for the VV−− (Table 5). At 170 K, the agreement between each of the three datasets is excellent for the VV−−. At 240 K, there is a discrepancy in the number and the shape of the distribution for the Si-E center and VV−. The energy levels and cross sections are reliant on a good quality fit to the emission time constant as a function of temperature, and at the warmer temperatures dark current, hot pixels and a high defect density interfered with data quality. A number of Si-E candidates were therefore discarded during the fit process, leading to a reduction in the reconstructed number. Either side of the peak is also an extended tail that is partially reconstructed using the fitted energy levels and cross sections, but not reconstructed using the \( \sigma_{\text{dist}} \) formalism. It is unclear whether this is a feature of the lattice defect distribution, or just due to a tail of poor-quality data that have skewed a fraction of the measured values for \( \tau_e \). Comparison of measured CTI data compared to the simulated and measured trap distributions is the important next step to verify whether additional measurements are required to better replicate the emission time constant distribution of this defect.

Fig. 26 Plot of defect density versus proton fluence for the devices irradiated with 74-MeV protons. A logarithmic scale was used so all values were clearly visible, the dashed lines are linear fits to the data.
Many observations made in this investigation open the door to interesting further study. The identification of the Si-A remains speculative and requires additional data at lower temperatures. The technique used to calculate the defect densities was reliant on TCAD simulations of the CCD201 image pixel and measurements of the $VV^-$ as a function of signal size. The volumes returned by TCAD are believed to be fairly accurate; however, the measurements of the $VV^-$ density as a function of signal size were limited by the change in signal size throughout the pumping process. Further measurements with a reduced number of pumping cycles should yield more accurate results to match the TCAD expectations. Despite these improvements, the values presented here are a useful step toward CTE optimization on these devices. For example, a useful feature of the energy-levels and cross-section distributions presented here is that they allow the inference of the emission time constant distribution of all traps at different CCD operating temperatures. Figure 28 shows an emission time constant histogram for device 14222-11-02 at
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**Fig. 27** Emission time constant histograms at (a) 170 and (b) 240 K showing a comparison between raw measured data, reconstructed data using fitted values for energy level and cross section, and the simulated distribution using the cross section parameters in Table 5.
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**Fig. 28** Emission time constant histogram of all traps identified in device 14222-11-2 at 170 K. While the Si-U, Si-E, and VV$^-$ were not explicitly measured at this temperature using trap pumping, the energy levels and cross sections of these defects measures at warmer temperatures were used to infer the expected value at colder temperatures.
160 K showing all identified defects. The Si-U and Si-E peaks extend from the $10^{-1}$ to $10^3$ s range; a region that cannot currently be probed by trap pumping, yet remains relevant to CTI mitigation. A future study shall aim to use this information to optimize charge transfer efficiency on the same irradiated CCDs through minimization of the number of effective traps during the readout process. It is hoped that this technique shall demonstrate the utility of the data provided by this study for future applications that can benefit from improved charge transfer performance in the presence of proton damage.

6 Appendix

In this study, the formalism used to describe defect energy levels and cross sections is based upon Shockley–Read–Hall statistics that are well described within and the associated references. All equations and constants used are described below, with additional references as needed:

The emission time constant of the trap is given by

$$\tau_e = \frac{1}{\sigma_p N_C v_{th}} e^{E/k_B T},$$

where $\sigma_p$ is the capture cross section for holes, $v_{th}$ is the thermal velocity of the electron, and $N_C$ is the effective density of states within the conduction band.

The thermal velocity is given by

$$v_{th} = \sqrt{\frac{3k_B T}{m_{dc}}},$$

$N_C$ is given by

$$N_C = 2 \left( \frac{2 \pi m_{dc}^* k_B T}{\hbar^2} \right)^{\frac{3}{2}},$$

where $m_{dc}^*$ denotes the density of state effective electron mass in the conduction band. Silicon has six conduction-band minima that form ellipsoidal surfaces of constant energy. The effective mass is given by

$$m_{dc}^* = 6\left(m_t^2 m_l^*\right)^{1/3},$$

where $m_t^*$ and $m_l^*$ are the transverse and longitudinal effective masses associated with the constant energy surfaces, respectively:

$$\frac{m_t^*}{m_0} = 0.1905 \times \frac{E_g(0)}{E_g(T)},$$

$$\frac{m_l^*}{m_0} = 0.1963,$$

where $m_0$ is the reset mass of the electron, $E_g(0) = 1.1692$ eV and, from Ref. 46

$$E_g(T) = E_g(0) - \frac{\alpha_g T^2}{T + \beta_g},$$

$$\alpha_g = 4.9 \times 10^{-4} \text{ eV/K},$$

$$\beta_g = 655 \text{ K}.$$

The remaining symbols take their usual meaning and values; $h$ is the Planck’s constant and $k_B$ is the Boltzmann constant. It is noteworthy that the units of $k_B$ vary according to usage in each of these equations.
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