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Abstract

In the era of digitalization, manufacturing companies expect their growing access to data to lead to improvements and innovations. Manufacturing engineers will have to collaborate with data scientists to analyse the ever-increasing volume of data. This process of adopting data science techniques into an engineering organisation is a sociotechnical process fraught with challenges. This paper uses a participant observation case study to investigate and discuss the sociotechnical nature of the adoption of data science technology into an engineering organisation. In the case study, a young data scientist/statistician interacted with experienced production engineers in a global automotive organisation to mutual satisfaction. However, the case study highlights the mis-aligned expectations between engineers and data scientists and knowledge in what is necessary to successfully benefit from manufacturing process data.

The results reveal that the engineers had an initially romantic and idealistic view on how data scientists can bring value out of dispersed and complex information residing in the multi-site manufacturing organisation’s datasets in a “magic” way. Conversely, the data scientist had not enough engineering and contextual understanding to ask the right questions. The case reveals important shortcomings in the sociotechnical processes that undergo changes as digitalisation is brought into mature engineering organisations and points to a lack of knowledge on multiple levels of the data analysis process and the ethical implications this could have.

1 Introduction

“Come, faeries, take me out of this dull house!
Let me have all the freedom I have lost—
Work when I will and idle when I will!
Faeries, came take me out of this dull world,
For I would ride with you upon the wind,
Run on the top of the dishevelled tide,
And dance upon the mountains like a flame!” W.B. Yeats [1], The Land of the Heart’s Desire

Data generated in manufacturing industry is increasing rapidly [2]. Expected business benefits from this data are high, and companies launch initiatives, hire consultants and invest to come out as winners in the ongoing digital transformation. Data scientists are seen as magicians, bringing their expertise in Big Data analytics, machine learning (ML), artificial intelligence (AI) or statistics to help companies to reveal the golden insights residing in their data on product quality and process efficiency. This paper uses a case study to discuss the expectations that engineers and managers in the manufacturing industry have about data scientists, and report on problems and practical challenges when engineers and data scientists work together to analyse the data sets.

The opportunity for this paper arose from a production systems development engineer and her team in a global manufacturing unit within the truck manufacturer Volvo (the fifth author of this paper) decided to engage a young statistician (the third author of this paper) for a short term student placement. They asked the statistician to investigate their data set on production quality at different production sites using statistical analysis. They recognised a clear potential in their data set and knew that it needed to be analysed further. Volvo also saw the placement also as a way to learn from engaging with statisticians. This type of engagement is typically awarded to professional consultants and thus rarely reported in literature. This was a unique opportunity to observe and reflect with the participants on the sociotechnical nature of the process. It illustrates issues that a data scientist can meet when entering into the engineering land of a manufacturing company such as Volvo and how the magic of data analytics actually happens.
The objective of the paper is to discuss the sociotechnical aspects when introducing new data science related skillsets necessary into a manufacturing engineering industry context. In particular, the misaligned expectations of what can be achieved, and what is needed to succeed is addressed. The short placement is used as a case that give empirical examples for the discussion.

The engineering of industrial products, processes and systems has as long been recognised as a sociotechnical process [3], where the successful delivery of manufactured products largely depends on the process by which they are designed and manufactured. Manufacturing industries invest continuously in improving and renewing these processes. Mature businesses such as manufacturing in the automotive sector have for decades stayed competitive by a combination of economy of scale and continuous improvement together with offering more advanced products. Management approaches such as Lean Manufacturing [4] and Six Sigma [5] build on rational and data driven prediction, analysis and decision-making [6]. Manufacturing companies are often large, global and complex organisations where practices, norms and tools for how data is processed used typically vary.

Although engineering in general has been at the forefront of using – and even advancing – computing and data analysis technologies for many decades, the situations that arise from a broader digitalisation transition are new. Artificial intelligence, statistics and big data analysis have typically been applied in a more limited and technical context, typically where the engineers have first hand access to the sets. Therefore, the sociotechnical aspects of gathering, handling and analysing data have been less pronounced when it was kept within one technical competency. Data is now gathered from multiple sources, often generated for different purposes, and represented in a large variety of formats and forms. We are now at a point of change where engineers working on all aspects of the product life cycle have to engage with data to an unprecedented extent.

Ongoing improvements now include taking advantage of the rapidly increased ability to generate and process large quantities of data within all the activities along a product life cycle. The ability to collect and store data increases and the sheer volume of data gathered is steadily growing. It provides the potential for greater predictability of human behaviour [6]. Data from manufacturing processes is seen as a credible and objective way to gain wider insight and knowledge and informed decisions on e.g. quality improvement and process performance. This knowledge is vital to improve and optimize current production processes. It is also needed to gain insights for decisions onto how to design next generation products and processes. However, the journey from data to resulting decision is not a deterministic process, but one where humans have to take multiple decisions on the way, where data analytics can help to prioritise human attention [7].

European Union [8] update is pushing the “digital transformation” as a key strategy to for both societal development and business success. The expectations of society at large and engineers that data can resolve current problems are currently extremely high. Regarding AI, Elish and Boyd [9] put it as “AI has the potential to collapse under the weight of the hype that surrounds it, even though the analytic contributions it has to offer have significant potential”. AI is currently discussed in the public debate through three interwoven strands of discourse: AI as portrayed in science fiction, high-profile real-world development in AI, and futurology pointing to the risk of machine intelligence outstripping human intelligence [10].

Gartner [11],[12] describes hype cycles of technology with the following phases: Technology Trigger, Peak of Inflated Expectations, Trough of Disillusionment, Slope of Enlightenment and Plateau of Productivity. These are based on classical S-curve models [13], but distinguish between the hype around a technology and the actual development. While not being scientifically rigorous, (see [14]), the hype phases describe the current romantic enthusiasm for data science and the disillusionment that is likely to befall it unless the engineering community engages with some of the technical and ethical challenges that lie ahead and of which this paper gives a flavour. For example, the notion of data is
ambiguous, as the data sources deliver data of different composition and quality, whereas expectations about comparative analysis following statistical processing raises unexpected issues.

This implies that engineers either acquire data management or analysis skills or interact directly with data scientists such as statisticians. Like all cross disciplinary collaborations, this brings its own challenges. This paper highlights some of the different perspectives of engineers and statisticians in approaching data sets and the difficulties they have in understanding each other’s and their own information needs, and their divergent interpretations of key concepts, like what constitutes a model statistical analysis needs hypotheses in terms of the relationships that are being investigated. While it is possible to discover correlations from data sets, it is important to do so only where it makes sense in the context of the specific situation. Otherwise spurious correlations could lead to time consuming or harmful actions.

Manufacturing industries typically generate data and deploy it in decision making and efficiency improvement in three different life cycle phases, as illustrated in Figure 1. Based on specifications from business units (marketing, sales etc) engineers initially develop new and improved technologies and products that can be offered to the market. In the second phase, the products are being manufactured and assembled; and finally the products need to be sustained and maintained. Each phase uses and generates an increasing amount of data. In the Technology and Product Development phase, typically through modelling, simulation and testing of technologies and forthcoming products to ensure that requirements and expectations are met. In the second phase – Production – data is being generated to with the aim of efficiently realising products. Measuring and controlling activities and material flows generate data that is used for quality control and prognosis of process performance in general. In the In-Service phase, data is generated from the product in use, both to operate it, e.g. for autonomous cars, and to monitor it, e.g. for predicting and scheduling maintenance. Data is captured both within each phase, but also shared between the phases. In particular data from production and in-service provides a foundation for design improvements.

Managers and engineers alike see an underutilized source of insight hidden in the increasingly rich data sets that are being captured. It is recognised that such data need to be analytically studied to extract these insights. Big data approaches and – in absence of a clear understanding – statistics become an almost magical way to finding links and gaining insight. In this paper we will discuss this in the context of discussions of the magic of technology. However, Domingos [15] summarised it nicely when he said: “In retrospect, the need for knowledge in learning should not be surprising. Machine learning is not magic; it can’t get something from nothing.
This paper puts data analysis in the context of working across disciplines and discusses the rapidly changing nature of data analysis. Section 2 sets the background of working with data scientists as a sociotechnical problem. Section 3 illustrates the sociotechnical nature of data analysis by discussing a case study of a data analysis problem in industry, whereas section 4 focuses on issues arising from the pivotal role of data models. Section 5 puts the fascination with data in the context of the long running debate on the magic of technology and AI and points to the layers of misunderstanding that can exist in a data analysis process. The paper draws conclusions about the wider implications of our study for the practice of manufacturing engineering.

2 Working with data experts
Data analysis, Big data and AI are wildly recognised trend areas in engineering, [6],[16],[17] and engineering companies are bracing themselves to respond and work with data experts.

2.1 The challenges of cross disciplinary working
Realising the full potential of new technologies often requires greater collaboration across disciplinary boundaries, which can be challenging for engineers from different backgrounds. Engineers are used to working in their own object worlds [18], i.e. the concepts, terminology and domain knowledge of their own field, and can find it difficult to collaborate with others who have different ways of thinking and use a different vocabulary. To work together they depend on boundary objects, which are understood by all the groups that are relevant [19]. The first step of enabling a successful collaboration is often the recognition that others do not understand what is required from them and providing them with clear and unambiguous explanations and instructions [20]. This however requires a sufficient understanding of the information needs of the group they are working with. In addition, as engineers work across supply chains or companies merge, the engineers also have to overcome cross-cultural differences in procedures and methods as well as concepts and terminology. In the case study data had to be obtained from several recently acquired companies, who were still operating some of their old systems. The companies often use different data base and file formats, so this presents additional challenges when consolidating data before analysis. Further, the work processes and IT tools used also differ within large organisations.

In industrial processes, cross-disciplinary collaboration is necessary, for example between manufacturing engineers, design engineers and operational research and logistics experts. These groups have been working together for a long time and frequently run into problems that emerge in integration due to communication problems [21] even though an increasing number of engineers are trained at least to a certain extent in both areas. When data is gathered within the In-Service phase, the primary use of data is to ensure availability of equipment and product through careful maintenance and overhaul processes, yet the data is found increasingly useful for the design of new products, business programs and business models. Data needs to be correctly interpreted consistently by different domain specialists and roles in the organisation.

2.2 The rising prominence of data in engineering
Data is prominent in all phases of the product life cycle in engineering. For a very long time, engineering has been at the forefront on taking advantage of – and even leading – advancements in data analytics and use of IT. Analytics have traditionally focussed on physics-based phenomena, but have started to address social and behavioural aspects of real world variation and problems. Alignment and compliance with physical testing is still seen as the main source of validation. Measurement-based approaches such as Lean Production [22] and Six Sigma [23] introduced systematic procedures to understand and improve production processes; and have paved the way for increased level of automation in industrial processes. Industry 4.0 aims to achieve greater autonomy in production though introducing sensor-based technologies. It enables companies to link data across the life cycle from production and use of a product from a multitude of sources to monitor and manage their products in the so called IOT (Internet of Things). "Digital Twins” create digital clones
of products and processes, experiments, prognoses, deviations, change impacts etc, that can be simulated to provide useful input for maintenance planning, production flow optimisation and effects of product, process changes and so on [24]. This data can then be combined with data from modelling and simulation activities to inform the development of the next generation of the product and assure a robust design.

Expectations are high. The European Union expected an annual efficiency gain in European manufacturing of 6 to 8 % through the introduction of industry 4.0 [25]. The EU measures progress with digitisation through “digital transformation scoreboards” [26]. Production is priority area and big data analytics is seen as a driver of digital adoption. The lack competence in digitalisation has been raised as a bottleneck. As an example, Soban et al. [27] emphasised the role of visual analytics for decision makers as a means to interact with datasets, incomprehensible unless these are processed and prepared.

However, not all data will be generated automatically and directly from sensors. Instead some of the critical data will need to be gathered manually or derived from other data sources. Analysis of data in industry dependents on the quality of data. This has led to the development of new standards for data quality to handle the ever-increasing richness and complexity of data sources. Within the ISO/TC 184/SC 4 Industrial data organisation, a new ISO 8000 series on data quality [28] has been developed with the view that the value of data is the information derived from the data, and that such information depends on how data can be trusted, the relevance of data, its representation and its timeliness. The ISO8000 standard is a basis for certifying Master Data Quality Managers. The standard provides a structure to represent and manage the value of data, as well as the figures.

2.3 Skills of a data scientist – the myth of the data science unicorn

Data science is a quickly evolving field, which is still debating the skills it requires, as illustrated by the debate on professional websites cited in this section.

Engineers often hope that they can hand data over to a data scientist, who then reports back with useful insights with little further input [29]. This is unrealistic. Unless the data scientists understand the context in which they are working, such as how the model will be used, where the data comes from and what the priorities of all key stakeholders are, they cannot ensure that their model or analysis actually provides the required value for the engineers. Likewise, the engineers must understand the results of the data science project to use them, for example to make decisions or integrate them into their process. For the results to be trusted enough to be used the data scientists need to be able to answer technical questions to a level that satisfies the engineers in a language that they can understand. This understanding can only be gained though open communication on both sides [30]. A lack of effective communication skills is widely regarded to be a key reason why data science projects are often considered failures [31]-[34]. The amount of effort to correctly understand, interpret and act in a new context is underestimated.

Interdisciplinary communication is just one of a wide range of skills and prior knowledge needed in data science projects. Other required skills include: extracting data from different sources; pre-processing data so it can be used; finding patterns in complex data structures that could be of business interest; building effective and efficient models; conducting rigorous statistical testing; visualise and present results in a compelling and accessible fashion; communicating effectively with stakeholders from different backgrounds and building infrastructure and develop software [35]. Finding a single individual capable of doing even a large fraction of those jobs is so rare that they are often referred to as unicorns [36][37]. While “Many organizations are seeking unicorn data scientists, that rarest of breeds that can do it all” [38] Baškarada and Koronios [38] established through an interview study, that they rarely do. The skills that the individuals bring with them depend on their own background and skillsets. While an increasing number of universities are offering designated data science degrees, most data scientists working today have crossed over from a wide range of different fields such as
computer science, mathematics / statistics, natural or social sciences, engineering or economics or business (source) and taken supplementary courses[39].

Most data science projects are carried out by teams, who collectively ought to hold the skills needed to carry out all steps in the project. Wrong team composition is a frequently cited reason for data science projects failing [30]. Data science team roles are often ambiguous[40]. Common job titles and associated roles include:

- **Data analysts** search for patterns in data [41]
- **Business analysts** have the domain knowledge to determine which patterns could be of potential business interest and often facilitate communication between the project partners and the data science team [42],
- **Data engineers** are usually involved in building the infrastructure to extract and use large amounts of data; they need to be very good at programming [35]
- **Machine learning engineers** also build predictive models using different modern machine learning [43]
- **Data scientists** are expected pre-process, analyse and visualise data, carry out statistical tests and build models using both classic statistical methods as well as modern machine learning techniques, and communicate results [43].

In practice these roles can be shift, for example the data analyst could also be the team’s “data storyteller” responsible for constructing a compelling narrative around the results[35].

### 2.4 Data science as a sociotechnical process.

De Weck et al [3] point out that today “Today, working in an engineering system, that same engineer has to interact with a host of socioeconomic complexities and “externalities” – impacts, either positive or negative, that are not a direct part of the artefact or even a self-contained system or process under consideration.” For the engineers the skillset of the data scientists is one of these externalities. They need to have a close look at the skills the data scientists bring, as well as the skills available on the side of the engineers to support them, to see whether these are likely to be sufficient to cover all stages of the task at hand. However, it is not only the technical skills of the engineers and data scientists that determine whether they can successful communicate, but also the personal interaction and personality. The views of the engineers that engage with the data scientists are those that are privileged and reflected in the models and analysis.

Communication between engineers and data scientists is a vital aspect of the social process. The data scientists need understand the domain context. They not only have to negotiate the access to data [44] but also negotiate the definition and scope of their tasks. On the other hand, the engineers need to instruct the data scientists and interpret their results. The ability to understand and critically evaluate statistical results is a major aspect of statistical literacy [45]—[49]), which is essential for any form of data-based decision making. As the rise of easy to use machine learning tools makes statistical results more widely accessible, the ability to interpret results becomes all the more important. Statistical literacy is a broad concept that encompasses a wide range of concrete abilities and contextual knowledge [45].

Statistical literacy in teams is often collective ability, as one person rarely holds all the relevant knowledge and abilities. Even then the number of equivalent terms for the same concepts can pose a problem [50]. Which terminology data scientists and those aiming to collaborate with them are most comfortable with depends largely on their educational background or object world [18]. Statisticians or those who took statistics courses at university would most likely speak of ‘fitting’ a model to ‘describe’ the relationship between the ‘independent variables’ and the ‘dependent variables’ using a data set containing a number of ‘observations’ [51]. While people who came to data science from a machine learning angle would describe the same task as ‘training’ a model to ‘learn’ the relationship
between ‘features’ and ‘labels’ using a ‘labelled set of examples’ [52]. This distinction is particularly important in this context, because many engineers have encountered statistics in their degree, whereas the majority of data scientists come from a machine learning background.

3 Empirical example of sociotechnical aspects of data analytics

The previous section establishes data science as a sociotechnical activity. This section highlights some of the practical challenges a data analysis activity can face. It shows up some of the issues that can arise if engineers approach a data analysis tasks without much prior preparation.

3.1 The case study methodology

The specific example is based on a short-term placement of a young statistician (the third author of this paper), who has a background in statistics and philosophy, in the production organisation within Volvo Powertrain (represented by the fifth author of this paper). The company often brings in students and gives them freedom to explore to get different views on the system and the application of lean improvement methods. This is a conscious learning strategy of the company, when learning to utilize techniques new to the organisation. On the personal level the team was extremely friendly and helpful and made the statistician feel part of the team.

This paper is written in the spirit of participatory observation, which has a long history in social sciences and anthropology going back to the pioneering studies of Malinowski [53] and Mead [54] in the 1920s. It has risen to prominence in a wider research community to enable more socially relevant research where research subjects ”can bring their own ‘voices’” to the research process [55]. It enables researches to “produce knowledge about the everyday interactions of people”[56]. Unlike in ethnography study, two of the authors were active participants in the process, however they did not enter the study with specific hypotheses or questions [57], [58]. Rather the paper arose from their telling of their experiences to the other authors. The arguments put forward in this paper are themselves a sociotechnical artefact negotiated by all the authors. This enables the authors to get the perspectives of both the engineers and the data scientists and to discuss the sociotechnical issues freely. The willingness of the participants to share their experiences was a large part of the motivation to write this paper.

A powertrain of a truck is a part of the product platform and is used in vehicles of multiple brands as well as sold independently. Volvo Powertrain has five plants worldwide building powertrains in Volvo Group. Volvo Group has grown by acquisition which means that some plants had their own quality procedures stemming from the period when they had operated as independent companies. The aim of the placement in the production organisation at the main site in Sweden was to analyse how effective quality improvement measures were at the different plants by understanding how well the data for wastes and losses are captured and how effective the different plants are in addressing these losses. At the same time Volvo Group saw this as an opportunity to learn how to work with a data scientist.

There was not enough data to carry out extensive statistical analyses and the statistician developed an Excel tool, which allowed the company to view the available data using appropriate filters. Building the spreadsheet was technically straightforward; the challenge lay in understanding the problem and structuring the data in a way that allowed an unbiased analysis across the different plants. Even though the team was extremely welcoming and approachable, they did not know what they needed to explain and the statistician did not know what to ask.

The company was happy with the results of the placement and can now analyse how effectively the plants carry out projects to reduce loss. The study has been presented in the knowledge networks within the company and is now analysed on global level as input to take the next steps in the improvement journey.
3.2 The task and the available data

The data was not collected deliberately for this project, but part of their established process for documenting Kaizen Projects.

![Figure 2 Kaizen hierarchy](image)

The company follows a lean production paradigm and engages in Kaizen initiatives [22]. It uses the term for improvement activities in their manufacturing processes at different scales and levels of effort from simple and sporadic problems to chronic and complex problems as illustrated in Figure 2. A Quick Kaizen could be done by anyone, bottom-up as the company calls it, and without prioritisation and should take about one hour to implement the improvement action. This means that thousands can take place every year in a plant. The Standard, Major and Advanced Kaizens are all carefully prioritised and triggered in a top-down manner, as they are more expensive to perform. They take longer to complete, require experts and are usually triggered from the top-down perspective. A Standard Kaizen should be implemented within one week, a Major Kaizen within one month, and the Advanced Kaizen can take up to three months to implement. The more advanced the Kaizen, the more savings are expected to be generated.

The data from the bottom-up Kaizens is collected by each operator in a paper format and then transferred to data sheets, either by the team leader or the improvement leader. The data from the top-down initiatives is collected by engineers into spreadsheets. The design of the spreadsheets varies between locations, which contributes to the data cleaning challenge.

The statistician was given two sets of data from the Goteborg plant while further data was requested from plants in Sweden, the US, Brazil and France. The plants maintained an independent work culture. While they were supposed to report largely the same variables, their interpretation of the data diverged in different plants. The data arrived in individual spreadsheets. Some plants already had spreadsheets with the data on all the improvement projects; others had to collate data from different spreadsheets recording projects in a 4 or 6 month time period. Some time periods were missing, which had to be requested individually. Some plants changed the way they recorded projects over time, so even on a plant level it was labour intensive to produce a uniform dataset. Between plants the structure of the datasets varied considerably, in terms of what was recorded and how the variables relate to one another. With considerable effort it was possible to transform the heterogeneous data sets into a uniform dataset that could enable a meaningful comparison.

The uniform dataset was used to produce tables and plots that could give a visual overview over the data in each plant and compare the performance between plants. Each analysis could be filtered according to a range of factors to enable a more nuanced look at how they affect each plant in different ways. For example, some plants made greater use of major and advanced Kaizen while others focused mainly on quick Kaizen.

3.3 Challenges for carrying out the data analysis

The case study highlights some factors that could affect wider collaboration between engineers and data scientists. In the case study the statistician was located with the engineering team and had the opportunity to ask questions during the day, unlike others who are in data analysis departments or
work as consultants, which might exacerbate problems. The team did not know what to expect from a trained statistician.

Timely availability of data. The greatest challenge was to get sufficient data to carry out the analysis. While data from the Swedish plants was available at the beginning, it was much more difficult to obtain the data from the other plants. The data was repeatedly requested by various members of the engineering teams. Most of the data eventually arrived, but one data set was never provided. It clearly had not been possible to communicate the benefit of the data and the analysis of the data to the other plants.

Visualisation versus Correlations. The team wanted to have a convenient way of viewing details of the data in an Excel spreadsheet, that they can click through. They wanted filters put into the data set, e.g., filtering the data by year to view different elements of the data together, so that they could directly see relations in the data. In addition, statisticians want to find correlations or patterns in the data through statistical analysis. Correlations can indicate causal connections and therefore be used to identify where to look for the root cause of problems.

Using suitable statistical package. The engineers were familiar with using Excel and had Excel as standard software on their machines. R, the freely available statistical analysis language, would have been better suited to analysing the data, because it would have enabled easier changes when the new data with a different structure became available. However, getting permission to load R onto the company machines could have taken an infeasibly long time.

Understanding the importance of the structure of the data. The statistician started with one data set and got an initial explanation how the process in the plant worked and what different data entry points meant. From hindsight this turned out to be the partial view of one person on that data set, which was difficult for a new person to challenge. It later emerged that the underlying logic of the data set was different in terms of what the individual plants measured, where sometimes variables of the same name had different meanings. For example, the different plants had different time cycles over which they captured some of the data. The Excel spreadsheet was therefore prepared following the logic of the first data set that was made available and the other data sets are adapted to follow this logic. This has a profound effect on the analysis that can be carried based on the data and ultimately the actions that can be derived from this. The order in which data sets are provided and explanations are given therefore has a profound effect on the outcome.

3.4 Challenges in making use of the potential of data analysis
Knowing what the statistician can know. The data analysis revealed that one of the plants had better results, i.e., fewer mistakes than they had predicted themselves. This would point to either very conservative estimates in the first place or underreporting of faults that actually occurred. These results surprised and concerned the engineers. They therefore asked the statistician for reasons, which cannot be provided just by looking at the numbers. In practice the engineers have to make the step from correlation to potential causality themselves.

Understanding how statistics or data could support arguments. During lunch time the engineers often discussed their ongoing work, in particular needing to write reports or requests for changes to the manufacturing process. The statistician tried to extract and test hypotheses based on these informal conversations but the data set would have yielded many more supporting graphs or figures, if it had occurred to the engineering team to ask the statistician for these graphs directly.

Recognising what was useful when they saw it. When the engineers saw the visualisations and the ability to "click through" the data they recognised that some of graphs would be really useful for them. They saw the potential of their data when it was prepared for them rather than providing input into the decision-making process. This makes data analysis serendipitous, rather than goal directed.
Pushing the envelope of the analysis. The engineers largely looked for quantitative confirmation or contradiction of the impressions they formed based on anecdotal evidence. The engineers did not ask for additional analysis nor tried to push the scope of the analysis beyond what they had at that moment. The data analysis would have allowed them to get interesting results out; however, nobody asked the statistician additional questions that would have prompted her to generate this analysis. The people who understood the process well did not think in terms of the criteria and measures to improve the process. Instead, this left the statistician with anticipating what would be of interest to them and incorporating that in her analysis.

Communicating the benefits of the data analysis of the different plants. The plants might also have felt a certain unease about the impending analysis, which might "find them out". Rather than seeing the analysis as a help to identify their own problems, they might have seen it as a threat to their established way of working. The engineering team was not surprised at some of the reluctance to hand over data and saw that as a part of an ongoing power struggle between the plants.

The different plants had their own systems of capturing and reporting data, where data was recorded in different systems or spreadsheets with a different structure. Therefore, somebody had to manually prepare the data for the analysis by copying particular rows or columns into a dedicated file. This became evident in data cleaning as some entries were clearly in the wrong place.

3.5 Sociotechnical aspects of the case study

Analysing data and drawing conclusion from it is complex sociotechnical process in its own right [9], where a deep understanding of the problem from which the data arose needs to come together with state-of-the-art analysis techniques. Social scientists have pointed out social values are underpinning the techniques and practices and are encoded in the mathematical processes (e.g. [59]).

The case illustrates that in data analysis the challenge is often not technical, but social or rather that the social and human challenges need to be overcome before it is possible to engage with the difficult technical challenges. The engineers were very happy with the Excel tools they were given because they wanted to see their data and draw their own conclusions from the data. In this sense, the data was not analysed. If the data had been available at the beginning and arrived in a suitable structure, it would have been possible to apply statistical methods to look for significant correlations.

The team had little awareness of the different aspects of a data analysis task and roles as outlined in section 2.3. They expected that the data scientist would yield useful results, but underestimated their own role in guiding this process. It was obvious to them that without data no results would be forthcoming, so they helped obtaining the data sets. However, for the engineers, it was much less clear what they needed to explain to the data scientist. Equally, the data scientist was unsure what questions to ask. This is typical for cross-disciplinary collaboration and shows the importance of a basic level of statistical literacy (see section 2.3). The participants have learned from this experience and future interactions are likely to be smoother. In established collaboration, different groups know what inputs the other groups require and what results to expect. This was not the case here, the engineers still needed to learn what guidance they needed to provide and what information was needed to direct the process. From hindsight, they would have benefited, if they had explained the context more clearly upfront and voiced some of the concerns or suspicions, they had about the different manufacturing plants, which could have been turned into testable hypotheses.

The remainder of the paper will pick up on issues that were very prominent in the case and have a wider implication for current data science: the central role of a data model as a boundary object between the data scientists and the users; and the belief in the almost magical properties of data analysis for understanding and addressing problems, which otherwise would be difficult to tackle.
4 The central role of data models

This section argues that one reason was that the engineers did not recognise the preparation of the data as a modelling exercise. Underlying this are different notions of what a model is, held by engineers and data scientists.

Models are abstractions of reality for a specific purpose which can described in different ways [60]. Models typically represent an aspect of reality [61]; however the relationship between models and target systems, i.e. the piece of reality they are modelling, is not always unproblematic.

Statistical modelling is the generation of mathematical relationships between the input variables and output variables that reflects an abstracted image of their real world connection in order to gain a greater understanding of the relationship between the input and output variables [62]. In order to do this a model needs to be found for which the assumptions are sufficiently fulfilled to enable confidence in the possibility of generalising beyond the given sample. Typically, statisticians take the data as given and do not engage actively in the generation of the data. Machine learning follows a different paradigm. It aims to build models that can reliably predict outputs variables using the input variables. Therefore, underlying assumptions are not relevant [15]. The two approaches to data analysis have the same mathematical foundations and share many of the same methods (even if they have different names for them) but they are used to achieve different goals.

Models are a fundamental way for engineers to interact with the emerging product and the process by which it is generated. Engineering models have been researched much less than models in science, but have a more complex relationship between the models and their target system as many models are generated before a target system exists. Engineering models can be divided into generative models, who describe the future product and evaluation models, which assess whether the actual or intended design have the intended properties [63]. In spite of the enormous importance of models in engineering, engineers rarely reflect about the nature of models, and typically adopt the view that a model represents its target system. In most engineering contexts the modelling conventions are fairly clear and standardised (e.g.[64]), so that engineers do not have to think about what is included in a model.

The performance of manufacturing processes can be modelled in different ways to design, monitor and improve the production process. In the targeted organisation within Volvo this also depends on the perspective of the engineer: The perspective of the global process owner or the perspective of a specific plant. The models capture different elements of the target system. Some are based on physical flows, while others also capture more invisible information flows. For example the case study used a model of the physical order of the stations in the production line, a loss data model based on the platform of eleven key knowledge areas, and the Kaizen classification of project effort based on problem complexity (see Figure 2).

The data model in the case study is similar to the schemata developed by the data scientists, albeit on a smaller scale. The engineers left the modelling process to the statistician with a relatively loose brief. The process of generating a coherent data set is itself a social process, as the articulation of categories and deploying of classification is a historically determined social process [65].

4.1 Challenges arising from the analysis brief

Deciding on the purpose or the purposes of the models. The purpose determines the selection of the relevant information. While this does not preclude unintended uses, a clear purpose also assures consistency in the selection. The engineers did not provide a clear list of all the aspects they were interested in.
Missing assumptions. The engineers had made multiple assumptions about what improvements would be included by the data reported from the plants in their data sets and what would constitute good or bad practise in the plants. Improvements to Kaizen events were attributed differently.

Developing a coherent and agreed vocabulary for the variables used in the model. The terminology of the data model was based on the data set from Swedish plants, because the other data sets where not yet available. The other plants were theoretically expected to use the same data capturing template as their Swedish parent company, but deviated considerably. Some variables were included, because it would be useful for further analysis even though not every plant had selected them, such as the classification of the loss which the project aimed to address. The intent was also that by including it in the standardised merged dataset the other plants could be encouraged to collect data on these variables in future allowing analysis at a later date. In the case study company, the data was not even in the same language and some measures were taken in different currencies. Particularly for key variables like “focus area” the abbreviations had to be standardised across all datasets.

4.2 Challenges from using data schema

Significant effort was needed to represent the data in suitable data schemata. Harmonising data from different sources with different structures required making assumptions about the ‘right’ way terms and concepts relate to each other. These assumptions needed to be explained. Here again the aspect of data science as a sociotechnical process can be seen, as the perspective and priorities of whichever individual engineers communicate with the data science team will be privileged in the model as they shaped the data scientists’ understanding of the data generating process and project goals. In the case study, the way the Swedish plants were run, was expressed in the data model.

A schema contains the variables which structure the data and their relationships. The issues of data structuring or data warehousing is of greatest concern to the data science community. Rahm and Do [66] classified problems with data quality into single source problems and multiple source problems. In both cases the problems occur at the level of the schema i.e. the logic in which the data is presented; and at the instance level, where errors and inconsistencies in the actual data occur. They attribute schema problems to a "lack of appropriate model-specific or application-specific integrity constraints, e.g., due to data model limitations or poor schema design, or because only a few integrity constraints were defined to limit the overhead for integrity control". Instance problems include misspellings, abbreviations, multiple entries, violated dependencies and contradictory records.

Cleaning the data took a very large fraction of the effort, in particular as the data was in different languages and had different abbreviation conventions.

4.3 Challenges from the data sets

Misunderstanding the purpose of the modelling for the data providers. The different plants needed to pull data out of existing spreadsheets. The differences in the provided data sets arose from misunderstandings about what the metrics meant and how they related to each other; and what the rationale for the metrics was. There were clear differences in the quality and validity of the provided data.

Deciding on the logic by which the data is structured. There are often choices about how certain processes are measured and which variables need to be connected. Data can be bundled, which might camouflage certain relations, or individual points might be included which gives them undue importance in the analysis. For example, only two of the plants explicitly measured the size of the losses avoided in the future as a result of the implementation of the project. For the other plants only savings were recorded. Another interesting difference could be found in the relationship between direct and potential savings. In some plants one project could have direct savings, potential savings and cost avoidance and these were added together to make total savings, while at other plants a project could only have one of either direct savings, potential savings or loss avoidance. At the fourth
plant direct loss was given as percentage of potential loss, which shows that these concepts were fundamentally understood in different ways at different plants.

5 The magic of data
As outlined in the introduction engineering is placing high hopes in data science to understand their products, markets or problems better. Some of these hopes arise from the general hype around data science, others from the knowledge that good data can provide insights. The expectation that data reveals its meaning by itself, is even more prevalent when it comes to the analysis of big data. However, big data approaches are based on the assumption that the data itself is coherent and valid and that the quality of the data is roughly similar across the data set. In the example of the case study, a big data approach would be not be practical for the Kaizen projects, because the number of projects and therefore opportunities to make savings is quite limited.

In the case study the engineers had a rich, but by no means enormous data set, but still had hoped to gain insights without having clear hypotheses. They provided the data scientist will all the data they could access and were very outstandingly friendly and encouraging colleagues. Like magical creatures in stories, they looked very well after the data scientist and in the hope that she would do her “magic” and provide insights that the engineers could not obtain from eye balling the data. Having produced an Excel spreadsheet, the data scientist was able to draw inferences from the data. These insights surprised the team, and they kept asking her for what she thought was going on within the plants and why this might be the case. Which were not questions that she could answer.

All this gives data an almost magical property in the eye of many potential users of data analyses and make the statistician or data scientist an almost magical creature, who can reveal connections and find causes when the domains experts themselves could not. Like with magical creatures in fairy stories, it had never been clear what exactly the data should reveal and what the consequences of any insights might be. The difficulty to predict what data analysis can bring and the heightened expectation have a profound effect on the sociotechnical process when applying data science.

5.1 The magic of technology
Viewing technology, in particular new technology, as magical has a long tradition. The science fiction author Arthur C. Clarke is often quotes for putting this succinctly as “any sufficiently advanced technology is indistinguishable from magic” ([67] p. 21). The phenomenon of technology as magic has been studied in different fields and comes to the forefront around applications of powerful AI. It gives us an additional lens with which to look at the current fascination with data science as a form of ‘enchantment’.

In anthropology Gell [68] has argued that magic is a “commentary” on ‘technical strategies in production, reproduction, and psychological manipulation’ (p. 8). He also connects magic with the absence of apparent cost and effort: magic does not have the costs and disadvantageous of real production such as struggle and effort (p. 9). Technology is also magic in the sense that it has the power to enchant, in that it can make us do things that are against our personal interest and see things in an enchanted way [68]. This use of the term is thus linked to the issue of cost and struggle: the idea is that the data itself (and the magic work of the data scientist) will easily deliver results. It also refers to the power that people hope to achieve by using data science. The result is indeed a kind of ‘enchantment’ in the sense that individuals, professional groups (engineers), companies, and nations embrace AI and data science without really knowing how it works.

There has also been some work on how contemporary information and communication technologies enchant the world, and how this can be understood by means of comparisons with romantic science and stage magic. Technology becomes a device of wonder and deception. Devices such as robots, for example, seem to answer to our romantic longing for mystery and wonder[69]-[71].
AI seems to evoke similar responses. Our expectations about the technology and our experiences are influenced by desire for romantic wonder. We expect AI to perform like humans or better than humans, for example. The hype and mystique around AI systems and their ability to better human performance is exemplified by IBM Watson and its participation in the US TV show Jeopardy [9]. This is not only a romantic performance itself, but also creates high expectations in people that the technology will be human-like in the future soon. And for instance, an AI-powered device with a voice interface raises the question if users like young children may be deceived into thinking that it is a person and whether this is ethically acceptable.

Magic is a way to explain the gap between the expectations about what data can do especially from itself without much human intervention and what it actually can deliver in the absence of the necessary expertise to work with data or to interpret what data science delivers. Magical expectations are personal and rarely articulated as clear goals and imply an openness to be delighted as well as the risk of being shocked or disappointed. A magical understanding of data science can be a source of this misalignment of expectation between engineers and data scientists.

This almost magical view of data and the expectation gap it creates is reflected in practice in the expectations non-data scientists (non-statisticians) and non-computer scientists have concerning what (big) data can do. In the context of engineering design and production, this means that engineers may perceive data, data analysis, and more generally data science as magic.

To some extent this also happens within data science: in the case of black box machine learning algorithms, the different steps in the layers of the neural net are uninformative because the emergent processes that create the results are unintelligible. Nevertheless, they can perform them and make recommendation results from it, in which they trust whether or not they should. In this sense what happens can be perceived as “magic”.

The person who creates the data analysis becomes a type of magical creature, a benign fairy or a more morally ambiguous sorcerer, who can affect the fate of the company or of individuals who are affected by the decision resulting from the analysis of the data in ways that neither the data scientists or the engineers can predict. In the case study, the young statistician was seen as somebody who could do something useful but was essentially harmless – like a fairy, even though the results of the analysis could have a profound effect for the manufacturing plants that were analysed.

Conversely the engineers also don’t know what their sorcerer or fairy requires to perform their magic. The data alone is clearly not enough, rather they need to be provided with contextual information. However even though the engineers might be aware that how the data is presented affects the results, they are not do understand in which way this affects the results. They are not aware of the socio-technical nature of data analysis.

Engineers usually pride themselves in their rational understanding of their products and the performance. In particular in manufacturing, which unlike engineering design have largely uncertainty, the manufacturing engineers have usually a good causal understanding of the relationship between input data and output results. This a priori understanding of the relationship between input and output is precisely what is missing in data analysis that is carried out for them.

Both lay persons/ user and data scientists, each in their own way, have a magical understanding of what the technology can do (lay people) and of how the technology comes to a decision or recommendation (experts). Despite ignorance, the “magic” means that they trust in the technology and its magicians. Given these magical properties, both groups may also develop the will to subject everything to data analysis, and therefore to gather, analyse, and sell data. Conversely, they feel empowered by data in situations where they do not understand the causal relationships and are therefore hoping that data will give them insight they don’t have as experts in the field. Both leads to what we call “data grabbing”.
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5.2 Data grabbing

Currently engineering companies collect data when they can and where they can, because they see the potential benefit. Few engineers are aware of the bias that they are introducing through the nature of the data, the way it is represented, and how it has been captured. Unless engineers have a clear picture of how the data is later analysed, they might capture the data they can capture in a straightforward way which might not be what is later required. Even if suitable data is captured, analysing data can be time-consuming and therefore needs to be planned into the process. If the people who analyse the data and benefit from it are different from those who capture it, valuable context information is lost. More complex analyses are sometimes postponed in the hope that the time and money to carry them out becomes available, so that the later analysis is biased by simpler earlier analysis and the process become very error prone. This also means that the data is sometimes passed over to young people, or interns as in the case study, because they are less involved in the day to day running of the company.

The ability to generate data is seen as something positive, however in the long run it is not clear how the data will be curated in a way that people can use it at a later date. For example, at the moment much valuable data is kept in a variety of systems, forms and formats, so that handing over data to those who could analyse it can become a practical challenge. In the case study some data arrived very late, because it had to manually be moved out of a legacy system. The data was also provided without the contextual information necessary to interpret the data. The engineers in the team could explain some of the idiosyncrasies of the different plants, however these caveats might be lost as the data spreadsheet was passed through the organisation.

The provenance of the data is often not clear, so that the assumptions behind the data gathering are not known. The most “dangerous” situation is where data can be accessed for free, i.e. the data generated elsewhere, sometimes for another purpose. The concern with using data that was generated in a different process is that the models built on it won’t transfer as well as hoped when applied to different situations, leading to disappointment. However, provided the need to do this is recognised, so long as one has some data from the relevant system it can be used to recalibrate the model generated on the big set of similar data. This approach works quite well and is known as transfer learning. Engineers see this data as a potential gold-mine, but need “someone” to extract these valuable insights. Such magicians may be statisticians or data scientists.

Where the engineers create and/or own the data sets themselves, the relation is somewhat different. Design engineers create models and digital experiments, where a massive amount of data is generated. In such situations, the source of data generation is the engineers themselves. It is then more straightforward to have a healthy expectation of what one can expect to find. However, the risk remains that this data is passed on to others, who don’t understand its context of creation or the limits of the data collection.

6 Discussion: Lack of understanding on multiple levels

Overcoming this almost magical belief in the power of data and data analysis is largely a sociotechnical issue need to be addresses as a social rather than a technical issue. It won’t be overcome by better computers or cleverer algorithms, but a greater understanding of what data analysis can provide and what support data scientists need to provide useful results. This understanding is required both in the context of the specific problem, but in understand the capability of data science in general. This mutual lack of knowledge leads to problems on multiple levels.

To summarise, at present we are confronted with multiple levels of misunderstanding which can affect the ability to act on the results of the data analysis.

- Data origin: Lack of understanding about where the data comes from
- Data model: Lack of understanding about what data model is used and what assumptions went into the modelling
- Data analysis: Lack of understanding about how the analysis is done
- Machine learning: Lack of understanding about the machine learning algorithm and, more generally, about what machine learning is

AI, big data and other forms of data analysis have become fashionable. People want to argue and persuade with facts and equate data with facts. They are lured by the measurable and numerical, because it gives the impression of objectivity. This is part of the “magic” of the data and the related technologies and science. The idea that computer could analyse situations quickly and thereby reduce human expert time, attracts companies to data analysis in addition to the kudos they receive from being able to say that they use these state-of-the-art techniques. The potential of AI is currently still limited by three interrelated factors: the methodological and epistemological misconceptions about the capabilities of AI, restriction of the social context in which AI and machine learning are embedded, and the technical limitations in the development and use of AI [72].

However the present attitude shows a serious lack of critical thinking. The multiple levels of misunderstanding are not considered, because of the belief that data equals fact. There is a lure of numbers, which appear more “objective” and seem easier and clearer compared to doing the bigger, messy work of finding causal relations. The “magic” aspect returns here: humans reason about causal relations and interpret, but if we can take humans out of the process, we have a more objective view or representation of the world. The idea is to let the data speak for themselves, rather than have the human intervene. It is the magic promise of an unmediated world, a Big Data Eden of transparency compared to the dirty engineering world. This also explains the current distrust for human experts who bring understanding and insights into the context to the analysis of problems. In a sense, the experts are “in the way”; they block the direct representation of the world that the data analysis seems to promise [72].

Practically these issues can be overcome in a specific situation, if is it is treated consciously as a sociotechnical problem. Engineers, as the agents who commission data analysis, need to pick data scientists with suitable skills that meet their needs. If they need a causal analysis, they probably want to pick a team which includes someone with a strong understanding of statistics; if they want patterns or predictions, they need an expert on machine learning models. In either case they need to work together and explain the problem context. Both groups need to be explicit about their assumptions, the engineers about the sources of the data and the data scientists about the assumptions that affect their models. Both groups need to critically question the analysis. Is the method of analysis appropriate? Is the data set sufficient to draw particular inferences? Does the data really support the conclusion? This can only happen in an environment where both groups are able to challenge each other and are equal partners. As data scientists are often hired to analyse a particular situation or to “prove” a particular hypothesis, the power lies often with the engineers as customers. An analysis of the power relationships in the data analysis projects would be a fruitful extension of this paper.

7 Conclusion
This paper mainly reports on a short placement; therefore, it could be argued that the engineers did not put a lot of effort into this placement as they had low expectations that something useful would come out. However, this particular group of engineers was very happy to have a statistician looking at their data and tried very hard to be supportive and organise the information that was required and explain the data as required. However, the statistician did not know what questions to ask and the engineers did not quite know what to explain. Similar tasks are often carried out by expensive management consultants, who typically are not trained as statisticians, when their findings could be used as the basis for fundamental decisions in the organisation.

The case study also illustrates the sociotechnical nature of data analysis and points to the need for engineers and data scientists to communicate effectively when setting up the data models. The
creation of the data models needs to be seen as a design process in its own right, where an information artefact is being designed, which can have a long-term effect on the system it is modelling. If engineers want to benefit from data analysis, they also need to take ownership of the generation of the data models.

The engineers were largely unaware that the modelling decisions had a profound effect on the outcome and therefore might bias the decisions based on the data. This points to the ethical implications of making decisions based on data, in particular repurposed data, and to the vulnerability of those who become the subjects of data analysis.

This paper concludes, firstly, that engineers and data scientists have fundamentally different views of what constitutes a model; and the creation of the data model required to carry out these analyses lies outside the core expertise of either group. However, the engineers can do three basic steps either in preparation for meeting the data scientists or in collaboration with them: decide on the purpose of the model and the basic relationships they are interested in, and if they have data from multiple sources, decide on the basic vocabulary and logic of structuring the data, as this will have a fundamental effect on the actions taken based on the data analysis. Design ontologies address similar concerns; however in many situations the rigour and effort of an ontology might not be required, instead teams can take pragmatic decisions what works for them.

Secondly, the paper also points to the limitations of data science and what engineers and data scientists do and do not know, as well as the procedures they use to collaborate with each other. It is important that the magic of big data, machine learning, AI, etc. does not blind the parties involved – engineers, data scientists, management, politicians, general public – to these limitations and challenges, and that all actors involved are aware of the possibility that they might have misleading expectations about what data science can do. Further analysing the epistemic, political, and technological sources of ethical concern and focusing on the issues of bias, responsibility, and implications for people providing data, is work we are planning to do in the future. It is necessary to create more awareness of the potential problems and – going beyond awareness – to integrate ethics in the processes and organizations involved.
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