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Abstract

The classical and quantum dynamics of a one-dimensional atomic system perturbed by a periodic electric field of frequency, $\Omega$, in the regimes of high and low field frequency is studied.

At high frequencies various ionization mechanisms are considered in both dynamics. We show that for systems having analytic potentials, and for sufficiently high frequencies, the classical system can ionize through regular orbits, in contradistinction to the driven Coulomb system.

An area-preserving map is constructed which approximates the classical motion well at high frequencies; explicit quantisation of this map, in terms of the Fourier components of the classical motion, provides a very efficient means of obtaining approximate solutions to the one-dimensional, time-dependent Schrödinger equation. The Morse oscillator is considered in detail: the classical map is found to agree well with the numerical solution of Hamilton's equations. Classical and quantal ionization probabilities are compared and circumstances delineated where they agree.

Comparisons of various theoretical models with experimental data for the ionization of excited hydrogen atoms in low frequency microwave fields are used to distinguish between tunnelling through and classical escape over the slowly oscillating barrier and between one- and many-state dynamical processes. Formulae used to interpret low frequency laser multi-photon ionization data are found not to describe the experimental data which are best reproduced by the new semiclassical model presented here. Ranges of validity of other models are delineated.

A new analytic approximation for the solutions of the two-state equations of motion is obtained and used to predict the positions and widths of each member of the infinite set of resonances between any finite value of $\Omega$ and $0$. This analysis shows why recent experiments on the microwave ionization of hydrogen atoms by low frequency fields failed to observe any resonances.
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Introduction

In recent years, much work has been devoted to the study of nonlinear dynamics and chaos. A system is regarded as chaotic when its long-time evolution depends so sensitively upon the initial conditions that it becomes *do facto* unpredictable and it has become increasingly clear that virtually all systems which are not obviously integrable are prone to chaos, even seemingly simple systems with few degrees of freedom. Indeed, if we allow time dependent systems, we can even observe chaos in systems with only one degree of freedom.

The study of classically chaotic systems has become one of the most popular and rapidly growing subfields in many areas of physics. In plasma physics, for example, it is relevant to the study of the confinement of charged particles in electromagnetic fields, such as particles in an accelerator (see, for instance, Rechester and Rosenbluth 1978, Month and Herrera 1979 and Jowet *et al.* 1985) whilst in astrophysics it plays an important role in our understanding of the great quantity of observed data on white dwarfs (Angel 1977) and the study of the stability of our solar system (Wisdom 1987).

Atomic physics provides several examples of simple, yet non-trivial, systems which are observable in the laboratory and whose classical motion exhibits all the chaotic features currently causing excitement. Many of these examples are essentially of a quantal nature and, because the linear Schrödinger equation that governs the quantal dynamics contains neither the local instability of the nonlinear classical equations of motion that allow for the onset of chaos nor the sensitivity to small changes in the initial conditions, there is a need to understand the manifestations of classical chaos in quantum mechanics, a problem which reduces to a study of the correspondence principle in a regime where the classical motion is irregular.

The development of quantum theory in the early decades of this century revolutionized physics. The seemingly unshakeable concept of a particle moving along a trajectory, sharply defined and uniquely determined by its initial position and momentum coordinates, was replaced by a description of electrons as wave packets whose position and momentum carry inherent uncertainties; classical mechanics could no longer be regarded as providing a correct description of the dynamics at the atomic level. However, estab-
lishing a correspondence between classical and quantum mechanics remained one of the fundamental problems of physics. Whilst solutions to particular problems, such as the quantization of simple systems have been found, many questions remain unanswered and, together with the rapid growth of interest in classically chaotic systems and the continued search for manifestations of chaos in quantum mechanics, the field of semiclassical mechanics has taken on a new and crucial importance. After decades in the wilderness, classical mechanics is now being reinstated as a relevant theory for the study of atomic systems.

Two examples of atomic systems whose classical motion is chaotic involve highly excited hydrogen atoms in the presence of strong fields; in one case a periodically oscillating electric field and in the other in a uniform magnetic field. Each of these systems may be readily studied both theoretically and experimentally and can thus give insight into the relationship between classical and quantal dynamics when the classical motion is irregular.

An excited hydrogen atom in a homogeneous magnetic field provides an example of a time-independent system of two degrees of freedom for which the classical dynamics exhibits a transition from regularity to chaos and its study has yielded several surprising results. For dominantly regular or dominantly chaotic classical motion, the short-ranged correlations in the quantum spectra have been directly linked to the shorter classical periodic orbits. The quantum mechanical energy level spectra has also been related to periodic orbits via a semiclassical series formula, with the information contained in a comparatively few isolated orbits being sufficient to describe the spectra with remarkable accuracy, even for the relatively low-lying states: further details of current work in this field can be found in the review by Friedrich and Wintgen (1989).

Highly excited hydrogen atoms in a microwave field provide a physical realization of a time-dependent system for which the classical motion is chaotic; it is the study of this latter system which motivates the work presented in this thesis.

The microwave ionization of highly excited hydrogen atoms, first observed by Bayfield and Koch (1974), provided a new challenge for theorists. Quantal perturbation theory, which had previously been used to describe multiphoton ionization experiments, proved to be woefully inadequate for studying this new phenomenon, with between 50 and 100 orders perturbation theory being needed to describe the microwave ionization process. The first theoretical study to provide reasonable agreement with the threshold fields observed experimentally by Bayfield and Koch (1974) and Bayfield et al. (1977) was provided by Leopold and Percival (1979) who carried out a purely classical, numerical simulation of the dynamics of a periodically driven Kepler system. Subsequently, the onset of ionization in the quantal atom was linked to the onset of stochasticity in the
corresponding classical system, see Meerson et al. (1979).

Since then, the microwave ionization of highly excited hydrogen atoms has provided a rich source of study for experimentalists and theorists alike. In recent years, the experiments of Koch and co-workers, see van Leeuwen et al. (1985) and Galvez et al. (1988) and references therein, have considerably refined the original experiments to produce very accurate measurements, whilst the experiments of Bayfield et al. (1989 and references therein) have shown the way towards direct comparison with quantal calculations by restricting the electron to move collinearly with the field, so producing quasi one-dimensional atoms.

From a theoretical viewpoint, the ionization dynamics of an excited hydrogen atom in a microwave field is complicated and incompletely understood. There are no rigorous theories to provide a guide to the system behaviour and, moreover, there are many parameters defining an individual experiment or calculation so it is very difficult to obtain an overall picture of the dynamical response. The two parameters defining the applied field, the field strength, \( F \), and frequency, \( \Omega \), together with the initial principle quantum number, \( n_0 \), are the main system parameters, but it is convenient to measure these in terms of the scaled field strength, \( F_0 \), and frequency, \( \Omega_0 \), see equation (1.1), page 9 below; the classical ionization probabilities satisfy scaling laws (see Leopold and Percival 1979) and depend only upon the parameters \( F_0 \) and \( \Omega_0 \) and not upon \( F \), \( \Omega \) and \( n_0 \) separately. Other important parameters are the initial distribution of substates, the interaction time, the shape of the field envelope, \( \lambda(t) \) in equation (1.27) below, and the strength of the static field, if present. Classically, the numerical integration of Hamilton's equations is relatively straightforward provided regularization is used to remove the Coulomb singularity (see Leopold and Richards 1985, Rath 1990). The quantal study, however, is further complicated by the need to include the continuum, that is the region of phase space where the classical motion ceases to be bound, and the addition of a further parameter, Planck's constant, to parameter space. In addition, for the large quantum numbers of interest here, solving the three-dimensional Schrödinger equation numerically is prohibitively expensive and probably not possible on the computers currently available.

For these reasons, following Jensen (1984), much of the recent theoretical interest has been devoted to the study of the one-dimensional atom, equation (1.26) below; this problem, being computationally much simpler, allows quantal calculations to be performed on relatively modest computers, provided approximations to the continuum are made. One of the main findings of these theoretical studies, together with the recent experiments of Koch and co-workers, is that there are at least six distinct ranges of the scaled field frequency (see, for instance, Koch 1990) in which the dynamics of the problem, both one and three-dimensional, has quite different characteristics and needs different theoretical
models. The boundaries of these regions are approximate; some depend on both \( n_0 \) and \( \Omega_0 \), but for the values of \( n_0 \) currently used are given by the following inequalities.

R1 **The tunnelling regime**, \( \Omega_0 \leq 0.07 \): at these very low field frequencies, experimentally observed threshold fields lie systematically below the corresponding classical values. Comparisons of experimentally obtained ionization probabilities with those calculated using various theoretical models (see Sauer et al. 1992 and chapter 4 below) have shown that for values of the coupling strength \( C_s = n_0 F_0 \Omega_0 < 0.12 \), transitions between adjacent states can be neglected and the atom ionizes from the initial level via quantal penetration of the slowly oscillating potential barrier; this ionization mechanism has no classical analogue.

R2 **The low-frequency regime**, \( 0.05 \lesssim \Omega_0 \lesssim 0.3 \): in this region the experimental ionization curves exhibit a great deal of structure which is not reproduced by classical simulations (see Richards et al. 1989b). One-dimensional quantal models have, however, reproduced this structure fairly accurately. Richards et al. (1989b) have shown that in this regime the quantum dynamics is well described by relatively few adiabatic states and that resonances between these states are responsible for the observed behaviour; this mechanism cannot be reproduced by classical dynamics. As \( C_s \) increases so does the required number of adiabatic states: for \( C_s > 1.5 \) many states are needed and although the quantum resonances persist there are so many that classical dynamics provides a good estimate of the average quantal behaviour. An equivalent explanation is given by Blümel and Smilansky (1987, 1990) who link the experimental structure to 'unresolved clusters of many Floquet avoided crossings', see also Breuer et al. (1989).

R3 **The semi classical regime**, \( 0.1 \lesssim \Omega_0 \lesssim 1.2 \): here there is broad agreement between threshold fields obtained using classical three-dimensional simulations and experimental results, see van Leeuwen et al. (1985), except at the low-order resonances, \( \Omega_0 = r/s \) for integers \( r < s \). Off resonance agreement is usually good for all field strengths: on or near resonance, detailed agreement is not so good although the theoretical studies by Jensen et al. (1989a) and Leopold and Richards (1993b) have linked quantal resonance effects to classical phase space structures.

R4 **The transition regime**, \( 1 \lesssim \Omega_0 \lesssim 3 \): in this region the agreement between experimental and classically computed threshold fields begins to break down; quantal effects both lower the experimentally observed threshold fields and raise them above the classical values, depending upon circumstances.
The high-frequency regime, $\Omega_0 > 2$: here there is a clear divergence of the three-dimensional classical and experimental threshold fields (see Galvez et al. 1988, Bayfield et al. 1989); for long exposure times, the classical thresholds decrease slowly with $\Omega_0$, as $\Omega_0^{-1/3}$, while the experimental and quantal thresholds increase approximately linearly with $\Omega_0$. This 'quantal suppression of classical chaos' was first predicted by Casati et al. (1984). The theoretical reasons for these differences are still the source of some controversy. Casati et al. (1988) described the underlying dynamics producing the observed behaviour via the theory of 'dynamical photonic localization' and pointed to the existence of a critical field strength, the 'delocalization border', below which the quantal wave function is 'exponentially localized' in photon states, at least near the initial state, and above which there is 'diffusive' ionization. An alternative theoretical explanation has been proposed by Leopold and Richards et al. (1989). Here, it was shown that the one-dimensional quantum dynamics is dominated by relatively few quasi-resonant states, that is those states whose energy differs from that of the initial state by an integer number of the photon energy, and that this drastically reduces the effective density of states so making the classical and quantum dynamics quite different.

The photoelectric effect, $\Omega_0 > 0.5\nu_0$: at these very high field frequencies the photon energy rises above the threshold for one-photon ionization, $\hbar \Omega > 0.5\mu e^4/(\pi\hbar)^2$, and all vestiges of classical behaviour disappear, at least for weak field intensities, see Koch (1990).

Whilst these boundaries have been determined for hydrogen, it seems likely that other systems will behave similarly. In this thesis we concentrate on the dynamical response of a one-dimensional system in frequency regimes R1, R2 and R5.

The remainder of this thesis is organized as follows. In chapter 1 we study the classical motion of an atomic system of one-degree of freedom in the presence of an periodic electric field via the Hamiltonian formulation of dynamics. Following Leopold and Richards (1991), we provide a rigorous derivation of the Hamiltonian of a hydrogen atom moving through a region containing a periodic electric field, give the generalization of this to an arbitrary one-dimensional system and derive equivalent representations in which the dynamical response can be more conveniently studied when the field frequency is either very high or very low. For low frequency fields we show how a related conservative system can be used as a starting point in the study of the more complex time dependent problem. At high frequencies, we obtain an estimate of the critical field strength required for the onset of chaotic motion and show that, for some systems, classical ionization can take place through regular orbits, in contradistinction to the periodically driven Coulomb
potential. In addition, we construct an area-preserving map which is applicable to a wide variety of one-dimensional systems and which reproduces the exact dynamics remarkably accurately at high frequencies.

Chapter 2 discusses some aspects of the corresponding quantal system. We review some of the techniques which have been used to date to solve the time-dependent Schrödinger equation and highlight the problem of including the interaction with the continuum. In the low frequency regime we show how the quantal motion may be efficiently described using the adiabatic basis representation of Richards (1987). Studies of the quantum dynamics of a hydrogen atom in the presence of a high frequency periodic field have yielded two important, yet controversial, theoretical explanations for the discrepancies between classical and quantum dynamics in this regime of field frequency; 'stabilization' and 'localization': we review some of the more important results in both of these fields of study. We end the chapter by providing an explicit quantization of the general classical map, derived in chapter 1, which provides us with an efficient means of numerically solving the one-dimensional time-dependent Schrödinger equation at high field frequencies.

In chapter 3 we apply the classical theory developed in chapter 1 to the specific case of the Morse potential in the presence of a high frequency field. The Morse potential is often used to model molecular interactions with periodic electric fields (see Walker and Preston 1977 and Goggin and Milonni 1988); its analytic properties mean that its response to a high-frequency periodic field is distinctly different to that of the Coulomb potential. By both numerically integrating the equations of motion and iterating the classical map, which we find mimics the exact dynamics fairly accurately, we show that, at sufficiently high frequencies, the driven Morse oscillator can ionize classically via regular orbits. In addition we provide comparisons between ionization probabilities obtained by iterating the classical and quantal maps and, for the Morse potential in a high frequency field, delineate circumstances where there is agreement between classical and quantal dynamics.

Chapters 4 and 5 both consider excited hydrogen atoms in a low frequency microwave field. In chapter 4 we compare ionization probabilities calculated using various theoretical models with those obtained experimentally. These comparisons allow us to distinguish between tunnelling through and classical escape over the slowly oscillating barrier, formed by the combination of the Coulomb potential and the periodic electric field, and between one- and many-state dynamical processes. In particular, we find that theories which are often used to interpret data for low frequency multi-photon ionization experiments fail to describe the experimental data presented here. We find that the new semiclassical model, derived in chapter 4, reproduces the experimental data remarkably well and delineate ranges of validity of other models.
In chapter 5 we re-investigate the quantal resonance behaviour experimentally observed in the low frequency regime. By obtaining a new, accurate and tractable solution of the two-state equations of motion, we are able, for the first time, to obtain approximations to the resonance widths as $\Omega_0 \to 0$. In particular we show that the width of the resonance at $\Omega_0 \simeq p^{-1}$ is approximately $p^{-5/2}e^{-Cp}$, $C$ being a positive constant, and that for the quantum numbers and frequencies dealt with in chapter 4 they are too narrow to be observed.

Our conclusions are given at the end of each of the chapters 3, 4 and 5 where most of the new results are presented.
Chapter 1

Classical Theory

1.1 Introduction

In this chapter we study the classical motion of an atomic system of one degree of freedom in the presence of a periodic electric field. For moderate field strengths, the classical motion of such a system is complicated as there is no general theory available to describe how a given system will behave. Clearly, the response of the system depends upon a variety of parameters, the applied field frequency, $\Omega$, field strength, $F$, initial principal action, $I_0$, and the interaction time being the main system parameters. Fortunately, numerical solutions of Hamilton's equations are relatively easy to obtain for specific systems and so it is not too difficult to explore limited regions of parameter space in order to build up an approximate picture of the dynamical response.

In recent years, classical dynamics has played an important role in the theoretical study of the microwave ionization of highly excited hydrogen atoms. Indeed, the first theoretical study to provide reasonable agreement with the ionisation thresholds reported by Bayfield and Koch (1974) and Bayfield et al. (1977) was provided by Leopold and Percival (1978, 1979) who, reasoning that because of the high principal quantum numbers involved, $63 \leq n_0 \leq 69$, classical methods could be applied to the problem, carried out a purely classical numerical simulation of the dynamics of a periodically driven Kepler system. An important result of this work was the observation that ionization occurs classically via unstable trajectories which do not lie on invariant tori; orbits on invariant tori do not ionize. In subsequent studies, Delone et al. (1978) gave the new name 'diffusive ionization' to this process while Meerson et al. (1979) linked the onset of microwave ionization in the quantal atom to the onset of stochasticity in the corresponding classical system. It was further noted by Leopold and Percival (1979) that the classical ionization probabilities satisfy scaling laws and depend only upon the scaled field strength and
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frequency,

\[ F_0 = \frac{(n_0 \hbar)^4}{\mu^2 e^6} \mathcal{F}, \quad \Omega_0 = \frac{(n_0 \hbar)^3}{\mu e^4} \Omega, \quad \text{with} \quad I_0 = n_0 \hbar, \quad (1.1) \]

and not upon \( F, \Omega \) and \( I_0 \) separately; in equation (1.1), \( \mu \) and \( e \) are the reduced mass and charge of the electron respectively and \( 2\pi \hbar \) is Planck's constant. The scaled field, \( F_0 \), is the ratio of the applied field strength to the mean Coulomb field while the scaled frequency, \( \Omega_0 \), is the ratio of the applied field frequency to the unperturbed classical frequency; together, these provide a possible means of experimentally measuring quantal effects (see Koch et al. 1989). Throughout this thesis we shall, where possible, use the scaled variables defined in equation (1.1) when considering the microwave ionization of excited hydrogen atoms.

Following the success of these early theoretical studies, many authors have used classical dynamics to model the microwave ionization process. For the hydrogen atom, these studies have often considered the simpler one-dimensional model given by equation (1.26) below (see, for example, Jensen 1984, Leopold and Richards 1985 and Casati et al. 1988), although two-dimensional (Leopold and Richards 1986) and three-dimensional (Rath 1990) calculations have also been made. Classical models have also been used to study other periodically forced atomic systems. In particular, Walker and Preston (1977) and Goggin and Milonni (1988) have considered the classical response of the periodically driven one-dimensional Morse oscillator.

In this chapter we study some aspects of the classical motion of an arbitrary one-dimensional system in the presence of a harmonic field. We begin in section 1.2 by providing a brief overview of the Hamiltonian formulation of dynamics for a system of one degree of freedom. In particular, we introduce the concepts of time-dependent canonical transformations and angle-action variables.

In section 1.3 we derive the Hamiltonian functions for both the one- and three-dimensional hydrogen atom in the presence of a microwave field and generalize this work to provide a Hamiltonian for an arbitrary system of one degree of freedom in the presence of a periodic forcing term. The one-dimensional Hamiltonian so obtained does not always provide us with the most convenient description of the motion, particularly for very high or very low frequency fields. In such circumstances we show how time-dependent canonical transformations can be used to obtain equivalent Hamiltonians which provide a more useful description of the dynamics.

The regime of low field frequency is discussed in section 1.4. We show that in the adiabatic limit, \( \Omega \to 0 \), where the action is an approximate constant of the perturbed motion, it is possible to use a related conservative system, the adiabatic Hamiltonian, to describe the dynamics.

In section 1.5 we concentrate on the high frequency regime and in particular we con-
sider resonant motion, where the applied field frequency is an integer multiple of the unperturbed classical frequency. For such fields, we show how the Chirikov (1979) resonance overlap condition can be used to estimate the field strength required for the onset of chaotic motion. We find that this estimate depends crucially upon the smoothness of the potential and that for analytic potentials other ionization mechanisms may become important at very high frequencies. We investigate two such mechanisms in section 1.6 where we derive the 'mean-motion' Hamiltonian which provides a good approximation of the motion in very high frequency fields.

Finally, in section 1.7, we generalize the work of Casati et al. (1988) on the Kepler map and Graham and Hohnerbach (1990, 1991) on the Morse map, to derive an area-preserving map which is applicable to a wide variety of one dimensional systems and provides us with an efficient means of obtaining solutions to Hamilton's equations when the field frequency is high.

1.2 Hamiltonian dynamics

In this section we provide a brief overview of the Hamiltonian formulation of dynamics for a system of one-degree of freedom: generalizations to higher dimensional systems can be found, for example, in Goldstein (1980).

Suppose we have a particle of mass, $\mu$, moving in the one-dimensional, time-independent potential, $V(q)$; the Hamiltonian function or Hamiltonian for such a system is defined to be

$$H_0(q, p) = \frac{1}{2\mu}p^2 + V(q),$$

where $q$ is known as the generalized coordinate and $p$ as its conjugate momentum. The pair $(q, p)$ are called conjugate variables and define a point in two-dimensional phase space representing the state of the system. During a particular motion of the system, $(q, p)$ trace out a continuous curve in phase-space named a phase curve; a typical potential, $V(q)$, and its phase curves are sketched in figure 1.1.

The time evolution of the conjugate variables, $(q, p)$, is described by Hamilton's equations of motion:

$$\frac{dq}{dt} = \frac{\partial H_0}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial H_0}{\partial q}. \tag{1.3}$$

Note that the variable $q$ need not describe the configuration of the system nor need $p$ represent a physical momentum, though they frequently do have this meaning.

The Hamiltonian, $H_0$, has no explicit time-dependence and so its value is always conserved: for the systems of interest in this thesis its value is equal to the energy, $E$. Henceforth, we shall refer to $H_0$ as the unperturbed Hamiltonian for which we shall assume that Hamilton's equations of motion have known solutions.
In general, we shall be considering one-dimensional systems in the presence of a periodic field for which we assume the Hamiltonian can be written in the form

\[ H(q, p, t) = H_0(q, p) + H_1(q, p, t), \]  

where \( H_1 \) represents a time-dependent perturbation. Hamilton's equations of motion for the system described by \( H \) are then given by equation (1.3) but with \( H \) replacing \( H_0 \). Note that \( H \) now depends explicitly on the time, \( t \), and so its value is no longer conserved.

The general theory of time-dependent Hamiltonians is difficult and only for special classes of time-dependent systems does a general theory exist. However, it is sometimes possible to consider the motion of a related conservative system or to use the solutions of the unperturbed system, \( H_0 \), as the starting point for finding approximate solutions to a more complex time-dependent system: for these reasons we first consider the motion described by the conservative Hamiltonian, \( H_0 \).

### 1.2.1 Conservative Hamiltonian systems

The contours of the conservative Hamiltonian, \( H_0 \), are invariant sets of the system. Hamiltonian systems have fixed points which are also invariant sets. The fixed points occur whenever the gradient of the Hamiltonian is zero:

\[ \left( \frac{\partial H_0}{\partial q}, \frac{\partial H_0}{\partial p} \right) = \nabla H_0 = 0, \quad \text{(fixed point).} \]  

At fixed points the system is in equilibrium. The location and nature of the fixed points allow us to determine an overall description of the motion. For one-dimensional conservative Hamiltonian systems only elliptic and hyperbolic fixed points can occur: elliptic
fixed points occur when the potential function, \( V(q) \) is at a minimum whilst hyperbolic fixed points occur at the maxima of \( V(q) \). Hyperbolic fixed points are joined by phase curves, called *separatrices*, that divide phase space into different invariant regions with different types of motion.

For conservative one-dimensional systems, the motion is usually periodic. Two different types of periodic motion can occur.

1. When the velocity, \( \dot{q} \) always has the same sign the motion is said to be a *rotation*.
2. When \( \dot{q} \) changes sign the motion is said to be a *libration*.

For rotational motion, it is often more convenient to choose the coordinate \( q \) in the range \([0, 2\pi]\) with the ends of the range identified. The Hamiltonian, \( H_0(q, p) \), is then \( 2\pi \)-periodic in \( q \).

### 1.2.2 Time-dependent canonical transformations

The coordinates, \((q, p)\), used to formulate the problem do not always provide us with the most convenient representation in which to study the evolution of a Hamiltonian system. Other equivalent Hamiltonians, for which the equations of motion take on a more convenient form, can be obtained by making a *canonical transformation* to a new set of conjugate variables, \((Q, P)\). Such transformations may be time-dependent and may be applied to either the conservative Hamiltonian, \( H_0 \), or the time-dependent Hamiltonian, \( H \), and are particularly useful for two reasons. Firstly, they preserve the form of Hamilton's equations and secondly they are *area-preserving*, that is the Jacobian determinant of the transformation is unity,

\[
\frac{\partial(Q, P)}{\partial(q, p)} = \begin{vmatrix} \frac{\partial Q}{\partial q} & \frac{\partial Q}{\partial p} \\ \frac{\partial P}{\partial q} & \frac{\partial P}{\partial p} \end{vmatrix} = 1. \tag{1.6}
\]

This area-preserving property can be used to infer the existence of a function, \( F_1(Q, q, t) \), (see, for example, Goldstein 1980, chapter 9) which generates the transformation \((q, p) \rightarrow (Q, P)\) via

\[
p = \frac{\partial F_1}{\partial q}, \quad P = -\frac{\partial F_1}{\partial Q}. \tag{1.7}
\]

The function, \( F_1 \) is called a *generating function*: note that it is only defined up to an additive constant.

In the \((Q, P)\)-representation the Hamiltonian is

\[
K(Q, P, t) = H(q, p, t) + \frac{\partial F_1}{\partial t}(Q, q, t), \tag{1.8}
\]
where \( q \) and \( p \) are expressed in terms of \( Q \) and \( P \), after taking the time derivative, and the equations of motion are,

\[
\frac{dQ}{dt} = \frac{\partial K}{\partial P}, \quad \frac{dP}{dt} = -\frac{\partial K}{\partial Q}.
\]

The form of the generating function, \( F_1 \), requires \( q \) and \( Q \) to be independent variables and thus does not exist for certain important classes of transformation, such as coordinate transformations in configuration space. However, other generating functions can be found by considering \((P,q)\), \((Q,p)\) or \((P,p)\) as independent variables. There are four different types of generating function depending upon the choice of independent variable: \( F_1(Q,q,t) \), \( F_2(P,q,t) \), \( F_3(Q,p,t) \) and \( F_4(P,p,t) \). The relationships between the dependent variables and the various generating functions are summarized in table 1.1 and the new Hamiltonian is given by

\[
K(Q,P,t) = H(q,p,t) + \frac{\partial F_j}{\partial t}, \quad (j = 1, 2, 3, 4).
\]

Canonical transformations are used in many areas of classical mechanics, in particular the Hamilton-Jacobi theory, which is extensively explained in Goldstein (1980) and briefly but elegantly by Landau and Lifshitz (1976), and are the classical equivalent of unitary transformations often used in quantum mechanics.

### 1.2.3 Angle-action variables

The variables used to formulate a problem are not always the best for solving it. Indeed, for the systems of interest in this thesis, we will often use the solution of a relatively
simple system as the starting point for finding the solution to a more complex system. In such circumstances it is best to choose variables so that the solution of the simpler problem is expressed in the simplest possible way: for the bounded motion of conservative Hamiltonian systems these variables are called *angle-action variables*.

For Hamiltonians of one-degree of freedom, such as $H_0$ of equation (1.2) above, the motion is usually periodic in time and may be either librational or rotational. First we consider librational motion.

**Librational motion**

The theory of angle-action variables requires that the phase curve be closed but not a separatrix. Specifically, we consider the unperturbed Hamiltonian, $H_0$ of equation (1.2), with typical potential and phase curves shown by figure 1.1. In $(q, p)$-representation the phase curve of energy, $E$, is represented by the two-valued function

$$p(q, E) = \pm \sqrt{2\mu (E - V(q))}. \quad (1.11)$$

The multivaluedness of this function is clearly unsatisfactory, so we seek a new pair of variables, $(\theta, I)$, with the properties:

1. each phase curve is labelled uniquely by $I$, which is constant along that curve;
2. each point on the phase curve is labelled by a single-valued function of $\theta$.

In the $(\theta, I)$-representation, the contours are lines of constant $I$, so that the Hamiltonian is independent of $\theta$ and, since $I$ is constant, $\theta$ increases linearly with time. This is expressed in Hamilton’s equation of motion:

$$\frac{dI}{dt} = -\frac{\partial H_0}{\partial \theta}, \quad \frac{d\theta}{dt} = \frac{\partial H_0}{\partial I} = \text{constant}. \quad (1.12)$$

The angle-action variables are obtained by making $\theta$ increase by $2\pi$ in each period. Then $\theta$ is named the *angle variable* and $I$ the *action variable*. The phase curves in the angle action representation are thus straight lines parallel to the $\theta$-axis, as shown in figure 1.2.

The time-dependence of $\theta$ is given directly by Hamilton’s equation (1.12),

$$\theta = \omega(I)t + \theta_0, \quad \text{where} \quad \omega(I) = \frac{\partial H_0}{\partial I} \quad (1.13)$$

is the angular frequency of the motion and $\theta_0$ is an arbitrary constant. The dependence of the angle variable upon $q$ is more complicated to derive and is given by

$$\theta(q) = \frac{\partial}{\partial I} \int_{q_0}^{q} dq' p(q', I). \quad (1.14)$$
Figure 1.2 Phase curves in angle-action representation for librational motion.

Note that care must be exercised when evaluating $\theta(q)$ using equation (1.14) because $p(q, I)$ is a multivalued function of $q$.

The Hamiltonian, $H_0$, in angle-action representation is obtained by comparing the area enclosed by a phase curve during one full period in the $(q, p)$-representation with the corresponding area in the $(\theta, I)$-representation; as the transformation $(q, p) \to (\theta, I)$ is canonical, these two areas are the same, see figure 1.3:

$$\mathcal{A}(E) = \oint d\theta I = 2\pi I, \quad \mathcal{A}(E) = \oint dq \sqrt{2\mu(E - V(q))} = \int_0^{2\pi} d\theta I = 2\pi I,$$

(1.15)

where $V(q_i) = E$, $i = 1, 2$. Thus, for librational motion, the action variable is proportional to the area and, as a function of the energy, $E$, is given by

$$I(E) = \frac{1}{\pi} \int_{q_1}^{q_2} dq \sqrt{2\mu(E - V(q))},$$

(1.16)

which is a monotonic increasing function of $E$ within each invariant region. By inverting equation (1.16) we can obtain the Hamiltonian, $H_0(I) = E$, as a function of the action. For potentials where there is a minimum energy, $E_0$, below which motion is impossible, the phase curves in the $(q, p)$-representation reduce to a point and $I(E_0) = 0$; the action then has a natural boundary at $I = 0$.

The action variable has the same dimensions as angular momentum; the angle variable is dimensionless and usually represents an angle in configuration space. Since the points
$(\theta, I)$ and $(\theta + 2\pi, I)$ label the same points in phase space, the $(\theta, I)$ coordinates can be represented upon a semi-infinite cylinder, where $\theta$ is the angle around the cylinder and $I$ is the coordinate along its axis, see figure 1.4: on this cylinder, $q$ and $p$ are both
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Figure 1.4 Representation of angle-action variables upon a semi-infinite cylinder.

$2\pi$-periodic functions of the angle variable,

$$q(\theta + 2\pi, I) = q(\theta, I), \quad p(\theta + 2\pi, I) = p(\theta, I). \quad (1.17)$$

A separatrix divides phase space into invariant regions which contain phase curves with different properties. Within each such invariant region either all motions are periodic or none are. When the motion is periodic, angle-action variables may be defined but they are not defined on the separatrix itself nor are the angle-action variables in different invariant regions related.

Rotational motion

For rotational motion, the phase curves on the plane are not closed and the coordinate, $q(t)$, is a continuously increasing or continuously decreasing function of time. The Hamiltonian is then periodic in $q$ and, for convenience, we suppose this period to be $2\pi$, $H_0(q + 2\pi, p) = H_0(q, p)$.

As before, we require that each phase curve is labelled by an action, $I$, and each point on a phase curve is labelled by a variable, $\theta$, that is linear in time as in equation (1.13): the phase curves in each representation are shown in figure 1.5. The action is then given as a function of the energy by equating the areas between phase curves in the $(q, p)$ and $(\theta, I)$-representations:

$$I(E) = \frac{1}{2\pi} \int_0^{2\pi} dq \, p(q, E), \quad (1.18)$$

where $p(q, E)$ is a function of $q$ given by the solution to the energy equation, $H_0(q, p) = E$, which usually has more than one solution; for a Hamiltonian given by equation (1.2) there are two solutions corresponding to the different signs of the square root and representing
rotations in opposite directions. Thus for each energy there are, in this case, two actions defined by equation (1.18), corresponding to each direction of the motion.

Different choices of horizontal axis give actions differing from equation (1.18) by additive constants. Thus, unlike librational motion, for rotations there is no natural boundary for the action and any arbitrary constant may be added to it.

The form of the equation for $\theta(q)$ is identical to equation (1.17) above but since $p(q, I)$ is a single-valued function for rotations, $\theta(q)$ is a continuously increasing or decreasing function of $q$.

Semiclassical methods: quantization of the action variable

We shall often be concerned with providing quantizations of particular classical systems: for a one-dimensional system expressed in terms of angle-action variables, this is achieved using the prescription,

$$I = \left( n + \frac{\alpha}{4} \right) \hbar, \quad (n = 0, 1, 2, \ldots),$$

where $2\pi\hbar$ is Planck's constant and $\alpha$ is the Maslov index (see Percival 1977). The value taken by the Maslov index depends subtly upon the topology of phase-space: for our purposes we simply note that $\alpha = 2$ for librations and $\alpha = 0$ for rotations give the correct quantization conditions for motion in a one-dimensional system.

1.3 The Hamiltonian and gauge transformations

1.3.1 The Hamiltonian for a hydrogen atom in a microwave field

There are currently two sets of experiments which subject an excited hydrogen atom to a microwave field but which produce these fields in different ways. Here, we follow Leopold and Richards (1991) and derive the equations of motion for both sets of experiments.
The Koch experiment

In the experiments of Koch and co-workers (see Koch 1982, Koch 1990 together with section 4.5 below) an excited hydrogen atom, initially prepared in a microcanonical ensemble of substates, moves through a microwave cavity with a linearly polarized field in the \( \hat{z} \) direction of the motion. If \( S_L \) is the laboratory rest frame, with coordinate axes \( 0XYZ \), then the electric field in \( S_L \) is assumed to comprise static, \( F_s \), and oscillatory components:

\[
E' = [F_s + \Lambda(z)F_m \sin(\Omega t + \delta)] \hat{z},
\]

(1.20)

where \( \Lambda(z) \) represents a smoothly varying envelope which is zero outside some finite region, positive inside this region with \( \Lambda'(z) \geq 0 \) for \( z \leq 0 \) and \( \Lambda'(z) \leq 0 \) for \( z \geq 0 \); usually \( \Lambda(z) \) is an even function of \( z \); in current experiments \( F_s = 0 \). In the reference frame \( S_H \) moving with constant velocity \( V \) with origin at the nucleus of the hydrogen atom, the vector and scalar potentials of this field are, on using the Lorentz transformation (see Landau and Lifshitz 1971 §24), and assuming \( V \ll c \),

\[
A_x = \frac{cF_m}{\Omega} \Lambda(z + Vt) \cos(\Omega t + \delta) + \frac{V}{c} (z + Vt) F_s, \quad A_x = A_y = 0, \quad (1.21)
\]

\[
\phi = -(z + Vt)F_s - \frac{V F_m}{\Omega} \Lambda(z + Vt) \cos(\Omega t + \delta), \quad (1.22)
\]

where \( 0xyz \) are the coordinates in \( S_H \) with \( 0Z \) parallel to \( 0x \) and \( c \) is the speed of light.

Assuming that \( \Lambda(z + Vt) \) varies little over the atomic diameter, it may be replaced by the function \( \Lambda(Vt) = \lambda(t) \) of time only to give the Hamiltonian,

\[
H = \frac{1}{2\mu} \left( P - \frac{e F_m}{\Omega} \lambda(t) \hat{z} \cos(\Omega t + \delta) \right)^2 - e F_s - \frac{e^2}{r}, \quad (1.23)
\]

\[
P = p + \frac{e}{c} A \simeq p + \frac{e F_m}{\Omega} \lambda(t) \hat{z} \cos(\Omega t + \delta), \quad (1.24)
\]

where \( (P, r) \) are the conjugate variables.

The Bayfield experiment

The experiments of Bayfield (1987) and co-workers are different. The excited hydrogen atoms move through a waveguide perpendicular to its axis; the waveguide is excited to the \( \text{TE}_{10} \) mode and, in addition to this field, there is also a magnetic field present perpendicular to both the waveguide and the direction of the motion. In the moving frame, \( S_H \), the electric field is perpendicular to \( V \hat{z} \) and the vector and scalar potentials of the combined field are,

\[
A = \frac{c F_m}{\Omega} \hat{z} \sin \left( \frac{\pi t}{T} \right) \cos(\Omega t + \delta), \quad \phi = -F_s x, \quad (1.25)
\]
where $T$ is the time of passage through the wave-guide, about 23.6 ns in the Bayfield et al. (1989) experiments. The Hamiltonian is therefore the same as that given in equation (1.23) except that $z$ is now in the direction perpendicular to the beam velocity and $\lambda(t) = \sin(\pi t/T)$.

In the Bayfield experiments the hydrogen atoms are prepared in an extremal Stark state, $n_0 \gg 1, n_e = n_2 - n_1 = n_0 - 1, m = 0$: the electron is confined close to the field axis and its motion is well described by a one dimensional Hamiltonian which may be written in the form,

$$H(z,P,t) = \frac{1}{2\mu} P^2 - \frac{e^2}{z} - eF_s - \frac{eF_m}{\mu\Omega} \lambda(t) \cos(\Omega t + \delta), \quad z \geq 0. \quad (1.26)$$

At this point it should be noted that the form usually used by theorists to model the Bayfield experiments also neglects the static field, $F_s$, see, for example, Casati et al. (1988).

### 1.3.2 The Hamiltonian for a one-dimensional system

We now provide a generalisation of the Hamiltonians derived in the previous section to obtain a Hamiltonian which describes an arbitrary one-dimensional system, described by the potential $V(q)$, in the presence of an oscillating electric field. In particular, we wish to model the Koch experiments, and so we neglect the static field and re-write Hamiltonian (1.23) in the form,

$$H_m(q,p,t) = H_0(q,p) + p\lambda(t) F \cos(\Omega t + \delta), \quad (1.27)$$

where $\mu$ is the reduced mass of the system, $F = eF_m$ and $\Omega$ the applied field amplitude and frequency, $\delta$ the field phase and $(q, p)$ are the conjugate variables: henceforth we shall refer to equation (1.27) as the momentum gauge Hamiltonian. Note that the change of sign proceeding the cosine in equation (1.27) simply corresponds to a change in the definition of the field phase, $\delta$, and has no effect on the dynamics. Whilst the derivation of Hamiltonian (1.27) was carried out with a microwave field in mind, it should be noted that the same Hamiltonian can be used to describe laser excitation of ground state hydrogen atoms, provided suitable changes in the parameters are made.

The time-dependent field envelope function, $\lambda(t)$, represents the finite extent of the field in the laboratory: typically, it is zero for a time $t < 0$ and for $t > 0$ rises monotonically to unity over a prescribed time, $T_a$, remains at unity for many field periods and finally decreases monotonically to zero at time $t = T_m$. In general, it is important to include this envelope in any theoretical model because, for the experimental work carried out to date, the field is rarely switched on suddenly. Typically, $\lambda(t)$ takes the form
Figure 1.6 Typical variation of the field-switch function, \( \lambda(t) \), with \( t \) for \( 0 \leq t \leq T_m \).

shown in figure 1.6: note that this differs from a typical laser pulse which may have no flat portion to the envelope.

In order to accurately model experiments it is essential to incorporate the variation of \( \lambda(t) \) into any theoretical model because adiabatically and suddenly switched fields produce different effects. Classically, the initial conditions are usually chosen to lie on an invariant torus of the unperturbed system. When the field is switched on adiabatically, the ensemble of initial conditions evolves onto a single invariant torus of the perturbed system; a sudden switch, on the other hand, projects each different initial condition onto a different initial torus of the perturbed system. Moreover, if the field is switched on suddenly the field phase, \( \delta \), plays an important role in the dynamics, see section 1.6 below; it is then necessary to average results over \( \delta \). For an adiabatic switch, on the other hand, the field phase has little effect on the dynamics, as is shown by the results presented in chapter 3.

The phase space of the unperturbed system, \( H_0(q, p) \) of equation (1.28), is assumed to comprise a bounded and an unbounded region between which there is a single separatrix of energy \( E_S \). Typically, the potential, \( V(q) \), will take the form shown by the solid lines of figures 1.8 and 1.9, see page 30 below. It is also assumed that the frequency, \( \omega(E) \), of the unperturbed motion decreases with increasing energy. An orbit ionizes by crossing the separatrix and remaining in the unbounded region until \( t > T_m \).

1.3.3 Gauge transformations

The Hamiltonian of equation (1.27) does not always provide us with the most convenient description of the motion, particularly when the field frequency is very high or very low. Other equivalent Hamiltonians can be obtained by making a general time-dependent
linear transformation in phase space,

\[ P = p + a(t), \quad Q = q + b(t), \] (1.29)

produced by the generating function,

\[ F_2(P, Q) = (P - a(t))(q + b(t)), \] (1.30)

so that in this representation, and on ignoring terms solely dependent upon time, Hamiltonian (1.27) becomes,

\[ K(Q, P, t) = \frac{1}{2\mu} P^2 + V(Q - b(t)) + \frac{P}{\mu} \left( \frac{F}{\Omega} \lambda(t) \cos(\Omega t + \delta) - a(t) + \mu b(t) \right) - \dot{a}Q. \] (1.31)

This Hamiltonian can be simplified by removing the term linear in \( P \) and there are two obvious ways in which this may be achieved. It should also be noted that because the canonical transformation generated by \( P^2(P, q), \) equation (1.30), is linear, the Schrödinger equation corresponding to Hamiltonian (1.31) is obtained by replacing the momentum, \( P, \) by its quantal operator equivalent, \( \hat{P} = -i\hbar \partial / \partial Q. \)

### 1.3.4 The dipole gauge Hamiltonian

For low frequency fields, \( \Omega \ll \omega, \) a convenient description of the motion is obtained by choosing,

\[ a(t) = \frac{F\lambda(t)}{\Omega} \cos(\Omega t + \delta), \quad b(t) = 0, \] (1.32)

to give the dipole gauge Hamiltonian,

\[ H_d(q_1, p_1, t) = \frac{1}{2\mu} p_1^2 + V(q_1) - q_1 \frac{F}{\Omega} \frac{d}{dt} (\lambda(t) \cos(\Omega t + \delta)), \] (1.33)

where,

\[ q_1 = q, \quad p_1 = p + \frac{F}{\Omega} \lambda(t) \cos(\Omega t + \delta). \] (1.34)

The initial state is almost always described in terms of the conjugate variables, \( (q_1, p_1), \) or the angle-action variables, \( (\theta, I), \) of this representation and in this gauge \( p_1 = \mu \dot{q}_1. \) Hamiltonian (1.33) reduces to the form usually used to describe the microwave ionization of hydrogen atoms (see, for example, Leopold and Percival 1979, Jensen 1982, 1984, Casati et al. 1987b, 1988, Blümel and Smilansky 1987),

\[ H_d(q_1, p_1, t) = \frac{1}{2\mu} p_1^2 + V(q_1) + q_1 F \lambda(t) \sin(\Omega t + \delta), \] (1.35)

only when the field envelope changes insignificantly during one field period, that is when \( \dot{\lambda} / \lambda \ll \Omega. \) This condition is satisfied for most experiments performed to date but may not be in future experiments. In particular, Hamiltonian (1.35) describes the dynamics incorrectly when the field is switched-on suddenly.
1.3.5 The acceleration-gauge Hamiltonian

For high field frequencies, $\Omega \gg \omega$, the dynamics is best described in the 'acceleration' gauge, obtained by setting

$$a(t) = 0, \quad b(t) = -\frac{F}{\mu \Omega} \int_0^t dt' \lambda(t') \cos(\Omega t' + \delta),$$

(1.36)

to give

$$H_a(q_2, p_2, t) = \frac{1}{2\mu} p_2^2 + V(q_2 - b(t)),$$

(1.37)

with

$$p_2 = p, \quad q_2 = q + b(t).$$

(1.38)

This representation is useful when the field frequency is high because the perturbation is $O(\Omega^{-2})$.

It is important to note that the three Hamiltonians just described, equations (1.27), (1.33) and (1.37), provide equivalent descriptions of the dynamics but, for times $0 < t < T_m$, the canonical variables, $(p, \theta)$, $(p_1, q_1)$ and $(p_2, q_2)$ are different in each of the three gauges.

1.4 Low frequency behaviour: the adiabatic Hamiltonian

In this section it is assumed that the applied field frequency is very much less than the frequency of the unperturbed motion, $\Omega \ll \omega$, so that the dynamics is best described using Hamiltonian (1.33). In this case, the Hamiltonian for the system changes little during one unperturbed period and so the principle of adiabatic invariance is valid, see Percival and Richards (1982, chapter 9). Classically, this means that the action of the perturbed motion is an approximate constant of the motion and so it is possible to use a related conservative system to understand the dynamics.

1.4.1 The adiabatic Hamiltonian

Consider a Hamiltonian having the general form,

$$H(q_1, p_1, t) = \frac{1}{2\mu} p_1^2 + V(q_1) - f(t)q_1,$$

(1.39)

where $f(t)$ varies slowly between finite limits $(f_1, f_2)$. If it is assumed that $\lambda(t)$ varies very little during one field period, so that $f(t) \simeq -F\lambda(t) \sin(\Omega t + \delta)$, then Hamiltonian (1.39) is just the conventional dipole gauge Hamiltonian (1.35).

The related conservative system is described by the unperturbed adiabatic Hamiltonian (see Leopold and Richards 1993a), defined by,

$$H_{AD}(q_1, p_1) = \frac{1}{2\mu} p_1^2 + V(q_1) - \kappa q_1,$$

(1.40)
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where $\kappa$ is a constant. It is assumed that for $f_1 \leq \kappa \leq f_2$ the unperturbed system supports bound motion with angle-action variables $(\theta, I)$ and generating function $F_2(I, q_1; \kappa)$, parametrically dependent upon $\kappa$ (see Percival and Richards 1982). In this case the unperturbed motion is periodic with frequency $\omega_{AD}(I, \kappa)$; subsequently it will be useful to define $\omega(I) = \omega_{AD}(I, 0)$ to be the frequency of the field-free system. All phase space variables are $2\pi$-periodic functions of $\theta$, so can be expressed as Fourier series; in particular, since the Hamiltonian is an even function of $p_1$ and $p_1 = \mu q_1$, it may be assumed that the Fourier development of the position coordinate has the form,

$$q_1(\theta, I) = \tilde{q}_1(I, \kappa) + \sum_{s=1}^{\infty} Q_s(I, \kappa) \cos s\theta,$$  \hspace{1cm} (1.41)

where $\tilde{q}_1$ is the mean of $q_1$ over an unperturbed orbit,

$$\tilde{q}_1(I, \kappa) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta q_1(\theta, I).$$  \hspace{1cm} (1.42)

The variation of the perturbation of the original system, equation (1.39), is slow if the relative variation of $f(t)$ during one period is small, that is provided.

$$\left| \frac{1}{f} \frac{df}{dt} \right| \ll \omega_{AD}. \hspace{1cm} (1.43)$$

In the case where $f(t) = F \sin(\Omega t + \delta)$ we need the scaled frequency to be small, $\Omega_0 = \Omega/\omega_{AD} \ll 1$.

The time-dependent generating function, $F_2(I, q_1; f(t))$, obtained by replacing $\kappa$ with $f(t)$ in the generating function for the unperturbed system, produces a time dependent canonical transformation which, when applied to the original system gives the new Hamiltonian,

$$K_1(\theta, I, t) = H_{AD}(I, f(t)) + \frac{\partial F_2}{\partial t}(I, q_1; f), \hspace{1cm} (1.44)$$

where $H_{AD}(I, f)$ is the adiabatic Hamiltonian in angle-action representation. Here the partial derivative of $F_2(I, q_1; f)$ with respect to time, is expressed as a function of the angle-action variables, $(\theta, I)$, after differentiation with respect to $t$ as $f(t)$ is a slowly varying function of time this term, being proportional to $\dot{f}$, is small and in the adiabatic limit can be neglected to give the adiabatic Hamiltonian,

$$K_1(\theta, I, t) \simeq H_{AD}(I, f(t)), \hspace{1cm} (\text{adiabatic limit, } \Omega \rightarrow 0). \hspace{1cm} (1.45)$$

This approximation is valid provided changes in the classical action are sufficiently small to be neglected and has the correct static field limit as the field frequency tends to zero.
1.4.2 The breakdown of adiabatic invariance

The transformation between Hamiltonians (1.39) and (1.44) is exact provided the initial orbit remains in the region where the angle-action variables are defined. If the original system ionizes then this condition is violated and Hamiltonian (1.44) is no longer valid. Hence, it is assumed that the applied forces are not strong enough to ionize the system.

As the field frequency, $\Omega$, increases from zero, the adiabatic approximation breaks down and the second term of equation (1.44) can no longer be neglected. It is then necessary to use the exact Hamiltonian (1.44) to describe the dynamics. Leopold and Richards (1993a) show how to obtain an expression for the time-dependent generating function, $F_2(I, q_1; \kappa)$, of the unperturbed system and its time derivative. The former can be defined in terms of the integral given by Percival and Richards (1982, page 112),

$$F_2(I, q_1; \kappa) = \int_{q_0}^{q_1} dq p_1(I, q) = \sqrt{2\mu} \int_{q_0}^{q_1} dq \sqrt{E(I, \kappa) - V(q) + \kappa q}, \quad (1.46)$$

where $E(I, \kappa) = H_{AD}(I, \kappa)$ is the unperturbed energy expressed in terms of the action and $q_0(I, \kappa)$ is the smallest turning point, corresponding to $\theta = 0$. Differentiation with respect to $\kappa$ gives,

$$\frac{\partial F_2}{\partial \kappa} = \sqrt{\frac{\mu}{2}} \int_{q_0}^{q_1} dq \frac{\partial E/\partial \kappa + q}{\sqrt{E(I, \kappa) - V(q) + \kappa q}}. \quad (1.47)$$

Provided $\delta \kappa$ is sufficiently small, first-order perturbation theory can be used to write,

$$E(I, \kappa + \delta \kappa) = E(I, \kappa) - \bar{q}(I, \kappa) \delta \kappa + O(\delta \kappa^2), \quad (1.48)$$

which is a classical version of the Hellmann-Feynman theorem of quantum mechanics (see McWeeny and Sutcliffe 1969). Thus,

$$\frac{\partial F_2}{\partial \kappa} = \int dt \{ q_1(t) - \bar{q}_1(I, \kappa) \}, \quad (1.49)$$

where the integral is evaluated over one orbit of $H_{AD}(I, \kappa)$. Using the Fourier series expansion of equation (1.41) and setting $\theta = \omega_{AD}(I, \kappa)t + \theta_0$ gives,

$$\frac{\partial F_2}{\partial \kappa} = \frac{1}{\omega_{AD}(I, \kappa)} \sum_{s=1}^{\infty} \frac{1}{s} Q_s(I, \kappa) \sin s\theta. \quad (1.50)$$

Returning now to the time-dependent system described by Hamiltonian (1.44) and writing,

$$\frac{\partial F_2}{\partial t} = \frac{\partial F_2}{\partial f} \dot{f} \quad (1.51)$$

gives the following expression for Hamiltonian (1.44),

$$K_1(\theta, I, t) = H_{AD}(I, f(t)) + \dot{f}(t) \sum_{s=1}^{\infty} \frac{Q_s(I, f)}{s \omega_{AD}(I, f)} \sin s\theta. \quad (1.52)$$
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This Hamiltonian is exact provided the orbit remains inside the separatrix of the unperturbed system, equation (1.40), defining the boundary of the invariant region in which the variables \((\theta, I)\) are defined.

When the field is switched on over many field periods, so that \(\lambda/\lambda \ll \Omega\) and \(f(t) \simeq -F\lambda(t)\sin(\Omega t + \delta)\), Hamiltonian (1.52) becomes,

\[
K_1(\theta, I, t) = H_{AD}(I, f(t)) - F\lambda(t)\sum_{s=1}^{\infty} \frac{Q_s(I, f)}{s\omega_{AD}(I, f)} \sin s\theta \cos(\Omega t + \delta),
\]

(1.53)

where other correction terms due to the field envelope are small and may be neglected. The major advantage of this representation is that the perturbation is now proportional to \(F\Omega\) rather than just \(F\).

Hamiltonian (1.52) can be treated either classically or quantally: the quantal behaviour is discussed in chapters 2, 4 and 5 below; the classical behaviour is described by Leopold and Richards (1993a) where first-order perturbation theory is used to approximate the dynamics.

1.5 Resonant motion: the resonance overlap condition

At higher field frequencies, \(\Omega \geq \omega\), and for sufficiently high field strengths, it is possible for the classical system to ionize via chaotic orbits. Chaotic ionization occurs when a significant proportion of the orbits become unstable and the distribution in action satisfies, approximately, a diffusion equation (see Lichtenberg and Lieberman 1983, page 286). For resonant frequencies, \(\Omega = r\omega\) for integer \(r\), an estimate of the field strength required for the onset of chaotic motion can be obtained by using the Chirikov (1979) resonance overlap method which estimates the field strength at which adjacent resonance islands intersect.

In order to derive the overlap criterion for the one dimensional system under consideration here, it is convenient to express Hamiltonian (1.27) in terms of the angle-action variables, \((\theta, I)\), of the unperturbed system, \(H_0(I)\):

\[
H(\theta, I, t) = H_0(I) + FV(\theta, I)\lambda(t)\cos(\Omega t + \delta)\quad V(\theta, I) = \frac{1}{\mu\Omega}p(\theta, I),
\]

(1.54)

The perturbation, \(V(\theta, I)\), is a \(2\pi\) periodic function of the angle variable, \(\theta\), and hence may be expanded in a Fourier series, so that Hamiltonian (1.54) becomes:

\[
H(\theta, I, t) = H_0(I) + F\lambda(t) \sum_{s=-\infty}^{\infty} V_s(I)e^{-ist}\cos(\Omega t + \delta),
\]

(1.55)

where,

\[
V_s(I) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta V(\theta, I)\exp(is\theta), \quad V_{-s} = V^*_s.
\]

(1.56)
For sufficiently small fields the Kolmogorov-Arnol’d-Moser (KAM) theorem (see Arnol’d 1978) ensures that the majority of straight-line trajectories in angle-action space are only slightly distorted by the perturbation; the maximum distortion of the trajectories occurs at resonances, \( s = \pm r \), where the phase \( s \theta - \Omega t \) is stationary. By writing \( \theta = \omega(I)t + \theta_0 \), we see that this occurs when \( \Omega = r\omega(I) \) so that in the vicinity of the resonance at \( s = r \) an approximate expression for Hamiltonian (1.55) is,

\[
H(\theta, I, t) \simeq H_0(I) + F\lambda(t)|V_r(I)| \cos(\theta - \Omega t - \delta + \beta_r).
\] (1.57)

where \( \beta_r(I) \) is the phase of the Fourier component, \( V_r(I) = |V_r(I)|e^{-i\beta_r} \). By making a time-dependent canonical transformation,

\[
\psi = \theta - \frac{\Omega}{r}t - \frac{\delta}{r} + \frac{\beta_r(J)}{r}, \quad J = I - I_r,
\] (1.58)

by means of the type 2 generating function,

\[
F_2(J, \theta, t) = (J + I_r)\left(\theta - \frac{\Omega}{r}t\right) + \gamma(J),
\] (1.59)

where \( I_r \) is a constant and \( \gamma(J) \) a suitable function of \( J \), the new Hamiltonian is obtained:

\[
K(\psi, J) = H_0(J + I_r) - \frac{J\Omega}{r} + F\lambda(t)|V_r(J + I_r)| \cos(r\psi).
\] (1.60)

The unperturbed Hamiltonian, \( H_0 \), is now expanded as a Taylor series to \( O(J^2) \); on choosing the constant, \( I_r \), to be the action of the exact resonance, so that \( r\omega(I_r) = \Omega \), we obtain the following approximation to Hamiltonian (1.60):

\[
K(\psi, J) \simeq \frac{J^2}{2}\omega'(I_r) + F\lambda(t)|V_r(I_r)| \cos(r\psi), \quad \omega'(I_r) = \frac{d\omega(I_r)}{dI},
\] (1.61)

where an irrelevant constant and higher order terms in the expansion of \( V_r(I) \) have been neglected: the quantal equivalent of transformation (1.58) is given by Zaslavsky (1981).

Thus, for small perturbations, Hamiltonian (1.54) can be approximated in the vicinity of each resonance by the Hamiltonian of a simple pendulum; trajectories of the system close to the resonances are thus confined to narrow island chains in angle-action space. Between the resonances, the surviving KAM surfaces prevent trajectories from wandering from one resonance to another and so no net change in energy occurs.

In figure 1.7 we sketch the width of the adjacent resonance islands with increasing \( F \). We see that as the perturbation increases, the resonance islands grow wider in action. When the islands are sufficiently large the system can diffuse in action, or equivalently in energy, by wandering from one island chain to another. These transitions occur when the field is sufficiently strong for the islands generated by adjacent resonances overlap.
Increasing $F$ $\rightarrow$

\[ W_{r+1} - W_r = |\Delta I_r| = |I_{r+1} - I_r| = \frac{\omega(I_r)}{r \omega'(I_r)}, \quad r \gg 1. \]

Referring once more to figure 1.7, it is clear that the zeroth order islands overlap when the island width, $W_r$, is greater than the separation, $\Delta I_r$. From equations (1.62) and (1.63) we see that this occurs when,

\[ 16F\lambda(t)|V_r(I_r)| \frac{d\omega(I_r)}{dI} > r^{-4}\Omega^2, \quad r \omega(I_r) = \Omega \quad (r \gg 1). \]

Inequality (1.64) provides an approximate condition for the critical field required to destroy the KAM surfaces between the $r$ and $r + 1$ island chains. If the system has an initial energy corresponding to an action lying between $I_r$ and $I_{r+1}$, then the application of an oscillating field with amplitude greater than the critical field will cause the system to diffuse in action.

In extensive numerical calculations, Chirikov (1979) showed that the overlap condition (1.64) provides a good estimate for the field strength required for global stochasticity. Jensen (1984) argued that secondary island chains, generated by the nonlinear interaction of the primary resonance islands, accelerate the destruction of the confining KAM surfaces and thus estimate (1.64) provides an upper bound on the critical field strength required for the onset of stochastic excitation and ionization of the system; more precise calculations of the island widths and separation for the $r = 1$ and $r = 2$ resonances give values for the critical field approximately 10% lower than that obtained using the simple analysis given here (see Jensen 1984).
For the Hamiltonian of equation (1.27), with $V(\theta, I)$ defined by equation (1.54) above, condition (1.64) suggests that a significant proportion of orbits become chaotic for $F > F_{CH}$ with,

$$F_{CH} = \frac{1}{16\Omega^2} \frac{\omega(I)^4}{|V_r(I)|} \left| \frac{d\omega(I)}{dI} \right|^{-1}, \quad r = [\Omega/\omega], \quad (1.65)$$

where $[x]$ is the integer part of $x$. In appendix A we show that this criterion is gauge independent, so that Hamiltonians (1.27), (1.33) and (1.37), yield identical expressions for $F_{CH}$.

The important point to notice in expression (1.65) is that $F_{CH}$ is proportional to $(V_{1t}/\omega)^{-1}$ and that the rate at which the Fourier components decrease with $\Omega/\omega$ depends upon the analytic properties of the potential. For analytic potentials, such as the Morse potential which is discussed in detail in chapter 3, $V_r$ decreases faster than any power of $r$, see equation (3.7) page 70 below, but for potentials with discontinuities in the $n$th derivative, $V_r \sim r^{-(n+1)}$. Thus, the critical field strength required for chaotic ionization by high frequency fields depends crucially upon the smoothness of the potential: for analytic potentials it increases very rapidly with increasing field frequency whereas for the singular one-dimensional Coulomb potential it decreases.

1.6 High frequency behaviour: the mean-motion Hamiltonian

For high frequency fields, where $\Omega \gg \omega$, the resonance overlap criterion described in section 1.5 can again be used to give an estimate of the field strength required for the onset of chaotic motion. However, chaotic orbits are only significant for very high fields and so other ionization mechanisms may become important at lower field strengths. In this section, two such mechanisms are described, one which occurs when the field is switched on adiabatically, the other when it is switched on suddenly.

1.6.1 The mean-motion Hamiltonian

For high field frequencies the classical dynamics is best described by the Hamiltonian

$$H_0(q_2, p_2, t) = \frac{1}{2\mu} p_2^2 + V(q_2 - b(t)), \quad (1.66)$$

$$b(t) = -\frac{F}{\mu \Omega} \int_0^t dt' \lambda(t') \cos(\Omega t' + \delta), \quad (1.67)$$

which, it should be noted, is exact but remains time-dependent unless $V(q) \equiv 0$. A simplification can be made by noting that during the course of one field period the variables, $(q_2, p_2)$, change very little and that the exact motion consists of a slowly varying
average motion upon which are superimposed small, high-frequency oscillations. Thus, an approximation to Hamiltonian (1.66) can be formed by taking its average over one field oscillation to obtain the mean-motion, or 'dressed', Hamiltonian,

$$\bar{H}(q_2, p_2) = \frac{1}{2\mu} p_2^2 + \bar{V}(q_2),$$

(1.68)

where

$$\bar{V}(q_2) = \frac{\Omega}{2\pi} \int_{-\pi/\Omega}^{\pi/\Omega} dt V(q_2 - b(t)).$$

(1.69)

For many functions, $V(q)$, the integral for the mean-potential, equation (1.69), cannot be evaluated in terms of known functions; the field switch function, $\lambda(t)$, causes further complications. However, when the field is turned on over a large number of field oscillations, so that $\dot{\lambda}/\lambda \ll \Omega$ and $b(t) \simeq -(F\lambda(t)/\mu\Omega^2)\sin(\Omega t + \delta)$, then $\lambda(t)$ may be treated as a constant when computing $\bar{V}$ to produce the mean motion Hamiltonian with the function, $\lambda(t)$, present as a slowly varying parameter,

$$\bar{H}(q_2, p_2; \alpha) = \frac{1}{2\mu} p_2^2 + \bar{V}(q_2, \alpha), \quad \alpha = \frac{F\lambda(t)}{\mu\Omega^2},$$

(1.70)

where,

$$\bar{V}(q_2, \alpha) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi V(q_2 + \alpha \sin \phi),$$

(1.71)

and the change of variable, $\phi = \Omega t + \delta$, has been made. The theory of adiabatic invariance can now be used to deduce that the mean-motion action variable is an approximate constant of $\bar{H}$.

The dynamics of Hamiltonian (1.70) is best understood by treating $\alpha$ as a small parameter. The 'space-translated' potential, $V(q_2 + \alpha \sin \phi)$, can then be expanded as a Taylor series in $\alpha \sin \phi$ to give an approximation to Hamiltonian (1.66),

$$H_\alpha \simeq \frac{1}{2\mu} p_2^2 + V(q_2) + \alpha \sin \phi \frac{\partial V}{\partial q_2} + \frac{1}{2} (\alpha \sin \phi)^2 \frac{\partial^2 V}{\partial q_2^2} + \frac{1}{6} (\alpha \sin \phi)^3 \frac{\partial^3 V}{\partial q_2^3} + O(\alpha^4).$$

(1.72)

Taking a time-average over one field period gives the following approximation to the mean-motion Hamiltonian,

$$\bar{H} \simeq \frac{1}{2\mu} p_2^2 + V(q_2) + \frac{1}{4} \alpha^2 \frac{\partial^2 V}{\partial q_2^2} + O(\alpha^4).$$

(1.73)

This approximation can be used to establish some simple properties of the mean-motion potential, $\bar{V}(q_2, \alpha)$, and obtain a qualitative description of the mean motion for various values of the parameter $\alpha$.

Using approximation (1.73), it can be seen that $\bar{V}(q) > V(q)$ if $V''(q) > 0$. In figure 1.8, we show the mean potential, $\bar{V}(q)$, equation (1.71), corresponding to a potential of the Morse-type, $V(q) = (1-e^{-q})^2$, for various values of the parameter $\alpha$: the full curve,
Figure 1.8 Graph of $\bar{V}(q, \alpha)$, equation (1.71), corresponding to the potential, $V(q) = (1 - e^{-q})^2$, for various values of the parameter, $\alpha$. Note that the full curve, with $\alpha = 0$, represents $V(q)$.

Figure 1.9 Graph of $\bar{V}(q, \alpha)$, equation (1.71), corresponding to the potential, $V(q) = -1/(1 + q^2)$, for various values of the parameter, $\alpha$. Note that the full curve, with $\alpha = 0$, represents $V(q)$. 
with $\alpha = 0$, corresponds to the unperturbed potential, $V(q)$. The important point to notice here is that the area under the separatrix of the motion, and hence the action of the mean-motion, must be a decreasing function of $\alpha$.

A further example is given by the potential $V(q) = -1/(1+q^2)$: the graph of $V(q,\alpha)$, equation (1.71), corresponding to this potential for various values of the parameter $\alpha$ is shown in figure 1.9. This figure shows that for $\alpha < \sqrt{2}$ the mean potential is qualitatively similar to the unperturbed potential, but that for $\alpha > \sqrt{2}$, the minimum at $q_2 = 0$ becomes a maximum and two other minima are created at $q_2 = \pm q_m$.

Because chaotic orbits are significant only for very high fields other ionization mechanisms may become important. Assuming that the mean motion Hamiltonian accurately describes the dynamics so that there is no chaotic motion, ionization can only occur if the motion crosses the separatrix and, within a time-dependent approximation, there are only two ways in which this can occur. The first is when the field is switched on suddenly; the second when it is switched on adiabatically. In both cases, the dependency of the separatrix of the mean-motion Hamiltonian upon $F$ is needed.

### 1.6.2 Sudden field switch

For a sudden field switch ionization can occur simply because the phase curve of the initial state intersects the separatrix of the mean-motion Hamiltonian. In this case the field phase, $\delta$, becomes significant. The initial state is a phase curve of $H_d$ in the $(q_1,p_1)$ representation, equation (1.33): at time $t = 0$ each point on this phase curve starts moving on a different phase curve of $H$, that is the initial position and momentum are,

$$p_2(0) = p_1 - \frac{F}{\Omega} \cos \delta, \quad q_2(0) = q_1,$$

where $(q_1,p_1)$ lie on the energy contour of $H_d(q_1,p_1) = E_d$, with $p_1$ given by

$$p_1^2 = 2\mu(E_d - V(q_1)).$$

Similarly, the value of the momentum, $p_2$, on the separatrix of $H$, with energy contour $H(q_2,p_2) = E^S$, is given by,

$$p_2^2 = 2\mu(E^S - V(q_2,\alpha)).$$

By using the approximate mean-motion Hamiltonian (1.73), it may be seen that, for small $\alpha$, $V(q_2,\alpha) \approx V(q_2) = V(q_1)$. On writing $p_2 = p_1 - (F/\Omega) \cos \delta$, equations (1.34) and (1.38), the following expression is obtained for the value of $p_1$ at which the initial torus intersects the separatrix of $H$,

$$- 2p_1 \frac{F}{\Omega} \cos \delta + \left( \frac{F}{\Omega} \right)^2 \cos^2 \delta \approx 2\mu(E^S - E_d).$$
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In appendix B, this expression is be used to obtain ionization probabilities as functions of the unperturbed dipole energy, $E_d$, the applied field strength and field frequency for the specific case of the Morse potential. In appendix C it is shown that for any potential the classical and quantal ionization probabilities for this process are similar.

1.6.3 Adiabatic field switch

For slowly switched fields, the variable, $\alpha$, of equation (1.70), varies slowly with time, $\alpha \rightarrow \alpha(t)$, and the principle of adiabatic invariance ensures that the action, $I(\alpha)$, is an approximate constant of the mean motion. For some potentials, the area under the separatrix, $A(\alpha)$, of $\mathcal{H}$ is a decreasing function of $\alpha$; thus there is a critical value, $\alpha_c$, at which $I = A(\alpha_c)/2\pi$, beyond which bound motion ceases and the system ionizes. An illustration is given in figure 1.10, where an orbit, denoted by the broken curve, is shown in a potential of the Morse-type, $V(q) = (1 - e^{-q})^2$. Here we see that as $\alpha$ increases, the potential changes shape from that in panel A through panel B to panel C, with a corresponding decrease in $A(\alpha)$. Because the action of the mean-motion remains constant the energy of the orbit must gradually increase until, in panel D, it crosses the separatrix and ionizes.

Near the separatrix, the bound frequency, $\omega$, is small, so the ratio, $\Omega/\omega$, increases and the accuracy of the mean-motion approximation improves. However the principle of adiabatic invariance breaks down so that $\alpha_c$, as given above, is only a very rough approximation. In practice, the breakdown of adiabatic invariance affects only a small proportion of orbits and is discussed at the end of this section.

A second example is given by the potential $V(q) = -1/(1 - q^2)$, shown schematically in figure 1.11. In this case, the mean-motion Hamiltonian acquires a separatrix at time, $t = t_s$, where $\alpha(t_s) = \sqrt{2}$, and there are two possible outcomes depending upon whether the mean energy, $\bar{E}$, remains greater than the separatrix energy,

$$\bar{E}^S = -(1 + \alpha^2)^{-1/2}, \quad \alpha > \sqrt{2},$$

or whether the mean energy becomes less than $\bar{E}^S$ at some time. As both $\bar{E}$ and $\bar{E}^S$ are complicated functions of $\alpha$, we can determine whether or not this change occurs only by carrying out detailed calculations. Again, the invariance of the action can be used to obtain a qualitative description of the motion.

As $\alpha(t)$ increases through $\sqrt{2}$ at $t = t_s$, a separatrix is formed when the potential changes shape from that in panel A of figure 1.11, through panel B to panel C. This change alters the nature of the phase curves: for $t < t_s$ there is only one invariant region — note that only energies $\bar{E} < 0$ for which the motion is bounded are considered here — and for $t > t_s$ there are three invariant regions. Imagine an orbit shown schematically by the
Figure 1.10 Schematic picture of the motion in the potential, $V(q) = (1 - e^{-q})^2$ with increasing $\alpha$. The dotted line marks the energy of the same orbit in each of the panels $A$ to $D$.

Figure 1.11 Schematic picture of the motion in the potential, $V(q) = -1/(1 + q^2)$ with increasing $\alpha$. The dotted line marks the energy of the same orbit in each of the panels $A$ to $D$. 
dotted line in figure 1.11: as \( t \) increases, the action \( I \) of this orbit remains approximately constant. For times slightly larger than \( t_s \), the area \( A(\alpha) \) under the separatrix will be small so the mean energy of this orbit must satisfy \( \bar{E} > E^S \). Thus when the separatrix is created, and immediately after, the orbit will begin to oscillate about the two centres at \( q_2 = \pm q_m \), so its amplitude and period will increase dramatically.

As \( t \) increases further, the area under the separatrix increases, and when the action \( I \) satisfies \( I \approx A(t)/2\pi \) we must have \( E \approx E^S \). Now it is helpful to imagine the orbit rather than the phase curve. If \( \alpha(t) \) increases still further at a time when the particle is not near \( q_2 = 0 \), then by the next time it reaches the vicinity of \( q_2 = 0 \) it will find a barrier which it has insufficient energy to cross: it will then start oscillating in one of the two wells centred on \( q_2 = \pm q_m \). Because the potential is even, the action variable of this new motion will be approximately \( I/2 \). Precisely on which side of \( q_2 = 0 \) the particle ends depends upon the initial conditions and the form of \( \lambda(t) \).

1.6.4 Breakdown of adiabatic invariance

The action is an approximate constant of the motion provided that the frequency of the unperturbed motion is not too small. Here, it is found that some orbits behave as though the action is almost constant even though there is a time when the 'frozen' motion has a zero frequency, that is at the instant when the separatrix and mean-motion energy are the same, thus violating a condition required for the principle of adiabatic invariance to hold. This paradox may be resolved by noting that the mathematical proof of the adiabatic invariance of the action variable (see, for example, Percival and Richards 1982, chapter 9) concerns all orbits: what happens here is that some orbits behave as if the action is an approximate invariant, even though \( \omega(t) = 0 \) at some instant. The physical reason for this is quite simple: the equations of motion are local in the sense that a particle at point \( q'_2 \) is not immediately affected by changes at a different point, \( q'_2 \), provided the potential at \( q'_2 \) is unchanged. Therefore, for the example considered in figure 1.11, if \( \bar{E} \) is the mean-motion energy and \( E^S(t) \) the slowly changing separatrix energy, then if \( E^S(t) \) changes from just below to just above \( \bar{E} \) at a time when the particle is at the far turning point, it will not notice the change until it reaches the new turning point near \( q_2 = 0 \), at which point it will just assume the nature of the motion in the newly created invariant region. Some orbits will, however, will be significantly affected by this small change in \( E^S(t) \); these will be the orbits which are close to the new unstable fixed point when it is created. Precisely how these orbits are affected is a complicated problem which is not considered here.

The two ionization mechanisms described in this section involve simple properties of time-independent Hamiltonians and clearly have their quantal analogues which, for large
quantum numbers, will give similar ionization probabilities. However, the effectiveness of these mechanisms depends upon the properties of the potential. This is discussed further with reference to the Morse potential in chapter 3 below.

1.7 Classical area-preserving maps

Whilst it is relatively easy to integrate Hamilton’s equations numerically, this can prove to be exceedingly time consuming, particularly when one is making a systematic search of parameter space. A more efficient approach is to use a classical map to approximate the dynamical behaviour. The idea of using a map to approximate the dynamics is based on the simple, yet ingenious, idea due to Poincaré of using a stroboscopic classical map to give the change in the dynamical variables over one period of the external field. In this section, we generalize the work of Casati et al. (1988) on the Kepler map (see also Graham 1988, Nauenberg 1990) and Graham and Höhnerbach (1990, 1991) on the Morse map to derive an area-preserving map which gives the change in the appropriate variables over one orbital period and which is applicable to a wide variety of one-dimensional systems. In the next chapter, we shall provide an explicit quantization of this map.

1.7.1 The general classical map

Following Richards et al. (1989a), we write Hamiltonian (1.27) in terms of the angle-action variables of the unperturbed Hamiltonian, $H_0$, see equation (1.54) page 25 above, and expand the $2\pi$-periodic perturbation, $V(\theta, I)$, as a Fourier series to obtain Hamiltonian (1.55), namely,

$$H(\theta, I, t) = H_0(I) + F\lambda(t) \sum_{s=-\infty}^{\infty} V_s(I)e^{-is\theta}\cos(\Omega t + \delta). \quad (1.79)$$

First-order perturbation theory then gives the change in the action variable during time, $t$, to be,

$$\Delta I(\theta_0, t) = iF \sum_{s=-\infty}^{\infty} sV_s(I)e^{-is\theta_0}\lambda(t) \int_0^t dt' e^{-is\omega(I)t'} \cos(\Omega t' + \delta), \quad (1.80)$$

where $\theta = \omega(I)t + \theta_0$ and it is assumed that the field envelope, $\lambda(t)$, changes little over the time, $t$, so that it may be treated as an approximate constant. The following analysis assumes that the perturbation is weak enough for this approximation to $\Delta I$ to be reasonable for times comparable to the unperturbed period. In practice, a periodic perturbation causes the invariant tori to break up, but even when this happens, perturbation theory still provides a reasonable approximation to the motion in the vicinity of the unperturbed tori for short times.
In order to progress, it is convenient to express the applied frequency, $\Omega$, in terms of a large integer, $r$, and a detuning parameter, $x$:

$$\Omega = \omega(I)(r - x), \quad r \gg 1, \quad |x| < 1/2,$$

and to define time in terms of the unperturbed frequency, $t = 2\pi \tau / \omega$. Then for times, $\tau \sim 1$, the integrals of equation (1.80) are dominated by the resonant terms at $s = \pm r$; on ignoring all other terms the following expression for the change in the action variable is obtained,

$$\Delta I(\theta_0, \tau) = r F \left| V_r(I) \right| \lambda(\tau) \left( \frac{2\pi r}{\omega(I)} \right) \left( \frac{\sin \pi x r}{\pi x r} \right) \sin(\pi x r + r\theta_0 - \delta + \beta_r),$$

where $\beta_r(I)$ is the phase of the Fourier component, $V_r(I) = |V_r(I)| \exp(-i\beta_r)$, and the first equation defines $F(r, I)$. Taking an average over the detuning parameter, $w$, assuming $\tau$ large, and using the result,

$$\int_{-1/2}^{1/2} dx \frac{\sin \pi x r}{\pi x r} \sim \frac{1}{r},$$

gives,

$$F(r, I) \sim \frac{2\pi}{\omega(I)} F |V_r(I)|,$$

since $r \omega(I) \sim \Omega$.

The perturbation results, equations (1.82) and (1.84), are now used to approximate the motion by a map: for a suddenly switched field it is convenient to write the map in the form,

$$I_{k+1} = I_k + r(I_k) \mathcal{F}(r(I_k), I_k) \cos \psi_k, \quad r(I) = \Omega / \omega(I),$$

$$\psi_{k+1} = \psi_k + \frac{2\pi \Omega}{\omega(I_{k+1})}, \quad (\psi = r(I) \theta),$$

where the subscript $r$ is now treated as a continuous variable.

One consequence of this construction is that an iterate $I_k \rightarrow I_{k+1}$ corresponds to the transformation of the original variable $I(t) \rightarrow I(t + T(t))$ through a time interval, $T(I(t), \psi(t))$, dependent upon the initial values of both $\psi$ and $I$. This poses no problem for the classical map where it is possible to keep track of the time elapsed along any orbit. However, the quantal evolution of the map corresponds to an iterate of a curve in phase space so the correspondence between the original time and the number of iterations is lost. This is a potentially serious problem for the quantization of such maps and is discussed in chapter 2, section 2.7.

In appendix A it is shown that the map (1.85) and (1.86) is gauge independent, so ionization produced by a suddenly switched field, as described by equation (B.6), cannot
be included in this formulation. Neither does it accurately describe the system when the mean-motion has a significantly different frequency to the unperturbed system, although it could clearly be modified to deal with this case, see the discussion in section 1.7.2 below.

There are two problems in using equations (1.85) and (1.86) to approximate the classical motion. First, since the variables \((\theta, I)\) are conjugate, the variables \((\psi, I)\) are not and second, the map, being an approximation, is not area-preserving. The first problem is simply dealt with by finding the action variable, \(\mathcal{E}\), conjugate to \(\psi\), using the generating function,

\[
F_3(I, \psi) = -\frac{H_0(I)\psi}{\Omega}, \quad \omega(I) = \frac{\partial H_0}{\partial I},
\]

(1.87)
giving the appropriate action variable \(\mathcal{E}\),

\[
\mathcal{E} = -\frac{\partial F_3}{\partial \psi} = \frac{H_0(I)}{\Omega}
\]

(1.88)

which is just the unperturbed energy divided by the applied frequency; in section 2.7 of chapter 2, we shall show how the quantization of this variable approximates the quasi-resonant levels defined by Richards et al. (1989a), or the ‘photonic-states’ of Casati et al. (1988). Then, since \(\Delta \mathcal{E} \simeq (\omega(I)/\Omega)\Delta I\), the next approximation to equation (1.85) of the classical map is,

\[
\mathcal{E}_{k+1} = \mathcal{E}_k + \mathcal{F}(r, I(\mathcal{E}_k)) \cos \psi_k, \quad r = \Omega/\omega(\mathcal{E}_k).
\]

(1.89)

The map of equations (1.86) and (1.89) is not area-preserving, but is approximated by the generating function,

\[
F_2(\mathcal{E}_{k+1}, \psi_k) = \mathcal{E}_{k+1} \psi_k - \mathcal{F}(r(\mathcal{E}_{k+1}), \mathcal{E}_{k+1}) \sin \psi_k + 2\pi I(\mathcal{E}_{k+1})
\]

(1.90)

and the map produced by this is area preserving:

\[
\mathcal{E}_{k+1} = \mathcal{E}_k + \mathcal{F}(r, \mathcal{E}_{k+1}) \cos \psi_k, \quad r = \Omega/\omega(\mathcal{E}_{k+1}),
\]

(1.91)

\[
\psi_{k+1} = \psi_k + \frac{2\pi I}{\omega(\mathcal{E}_{k+1})} \frac{d\mathcal{F}}{d\mathcal{E}_{k+1}} \sin \psi_k.
\]

(1.92)

This is our final approximation to the classical motion.

In order to use this map it is necessary to solve the implicit equation (1.91) for \(\mathcal{E}_{k+1}\), but this is generally easier than solving Hamilton’s equations and appears to be the necessary consequence of forcing the map to be area-preserving, except in the case of the Coulomb potential for which Kepler’s laws ensure that the function \(\mathcal{F}\) is independent of \(\mathcal{E}\). In chapter 3, it is shown that ionization probabilities given by this map are a very good approximation to those obtained by numerical integration of Hamilton’s equations.
Classical ionization is defined to have occurred if the right hand side of (1.89) is larger than the separatrix energy, $E^S = E^S/\Omega$, so the classical ionization probability from the state of action $E_k$ per unperturbed period of that level is,

$$P_i(E_k) = \begin{cases} \frac{1}{2} \cos^{-1} \left( \frac{E^S - E_k}{\mathcal{F}(r, \delta)} \right) & E_k + \mathcal{F}(r, E_k) > E^S \\ 0 & \text{otherwise.} \end{cases}$$

(1.93)

1.7.2 The mean motion map

As was pointed out in the previous section, the map, equations (1.85) and (1.86), is gauge invariant. Consequently, ionization produced by a suddenly switched field, as discussed in section 1.6.2 above and described by equation (B.6) of appendix B, cannot occur. In addition, the unperturbed frequency, $\omega(I)$, occurs in the formulation. However, at very high field frequencies the correct unperturbed motion is that produced by the mean Hamiltonian (1.70), page 29, and so the map will be inaccurate whenever the mean-motion has a significantly different frequency to the unperturbed system.

A more accurate map can be constructed by Fourier-analyzing the potential of the mean-motion, equation (1.71) page 29, and retaining only the lowest harmonics,

$$V(q_2 + \alpha \sin \phi) \simeq \overline{V}(q_2, \alpha) + \overline{V}_1(q_2, \alpha) \sin \phi,$$

(1.94)

$$\overline{V}_1(q_2, \alpha) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi V(q_2 + \alpha \sin \phi) \sin \phi,$$

(1.95)

so that an approximate Hamiltonian is, for a suddenly switched field,

$$H \simeq \frac{1}{2\mu} p_2^2 + \overline{V}(q_2, \alpha) + \overline{V}_1(q_2, \alpha) \sin(\Omega t + \delta),$$

(1.96)

where $\alpha = \frac{F}{\mu \Omega^2}$. This Hamiltonian can be treated in the same manner as the original Hamiltonian in order to produce a map equivalent to that of equations (1.85) and (1.86).

In chapter 3, classical results for the map based upon this Hamiltonian are presented and shown to be in better agreement with exact calculations than the results obtained from the original map, equations (1.91) and (1.92), see table 3.2 and figure 3.13 on pages 78 and 88 respectively. There is, however, a caveat: the mean-motion map is superior if the field is switched on suddenly, but for slowly switched fields an extra term, representing the change in $\alpha$, is needed and this is not easy to approximate. Indeed, for very high frequency fields the change in $\alpha$ during one orbital period is large and can no longer be regarded as adiabatic, even for very slow field switches.

For the quantal map, which we shall derive in section 2.7 below, approximation (1.96) becomes important at large $\alpha$ and high frequencies because the number of quasi-resonant states is different according as $\overline{V}$ or $V$ is used and this will produce significant changes in the quantal ionization probabilities.
1.7.3 Local behaviour and the standard map

The dynamics of the map equations (1.91) and (1.92) is difficult to understand. However, by expanding about the initial value $E_0 = H(I_0)/\Omega$ of $E$ and defining the new variable:

$$\mathcal{P} = (E - E_0),$$

(1.97)

the following local approximation to the map of equations (1.91) and (1.92) is obtained:

$$\mathcal{P}_{k+1} = \mathcal{P}_k + \kappa \cos \psi_k, \quad \kappa = \mathcal{F}(r, I_0),$$

$$\psi_{k+1} = \psi_k + T \mathcal{P}_{k+1}, \quad T = \frac{2\pi \Omega^2}{\omega(E_0)} \frac{d\omega(I_0)}{dI},$$

(1.98)

where higher order terms in the expansion of $\mathcal{F}(r, E)$ have been ignored and an unessential constant has been dropped in the expression for $\psi_{k+1}$. Thus, the local approximation, equation (1.98), yields the standard map with parameter, $K = \kappa T$, the classical dynamics of which has been studied by several authors (see the review by Chirikov 1979 and references therein). For values of $K \gg 1$, most initial values of $\psi$ lead to chaotic or diffusive motion, with diffusion coefficient $\kappa^2/2$ (see Lichtenberg and Lieberman 1983, page 286). For $K \sim 1$, regular and chaotic trajectories co-exist. This gives a criterion for the onset of chaotic motion, namely $K > 1$, with the same functional form, but a different numerical coefficient, as equation (1.65), page 28, which is based upon the resonance overlap condition:

$$F_{CH}^{\text{map}} = \frac{1}{4\pi \Omega^2 |V_r(I_0)|} \left| \frac{d\omega(I_0)}{dI} \right|^{-1},$$

(1.99)

The map (1.98) should provide a reasonable approximation to the motion in the vicinity of the initial action: for the 1d-hydrogen atom, Casati et al. (1988) have compared iterates of the classical Kepler map with the numerical solution of Hamilton's equations and found reasonable agreement.
Chapter 2

Quantal theory

2.1 Introduction

In chapter 1 the classical dynamics of a one-dimensional system in the presence of a periodic field of amplitude $F$ and frequency $\Omega$ was studied. Despite the complexity of the problem and the lack of a rigorous theory to describe the behaviour of a given system, numerical solutions of Hamilton’s equations are relatively easy to obtain. Thus, it is possible to explore limited regions of parameter space in order to build up an approximate picture of the dynamical response for specific systems.

In this chapter the dynamics of the corresponding quantal system is considered. The study of the quantal dynamics of such a system is far more complicated largely because of the need to include the effects of the continuum, that is the region where the classical motion ceases to be bound. In addition, a further parameter, Planck’s constant, has been added to parameter space and again no rigorous theory exists to provide a guide to the behaviour of the system.

2.2 The Schrödinger equation and gauge transformations

In general, the study of a quantal particle moving in a three dimensional potential, $V(r)$, under the influence of a classical periodic field described by the vector potential, $A(r,t)$, in the Coulomb gauge involves finding the solution, $\Psi(r,t)$, of the Schrödinger equation,

$$i\hbar \frac{\partial \Psi}{\partial t} = \left\{ \frac{1}{2\mu} \left( -i\hbar \nabla - \frac{e}{c} A(t) \right)^2 + V(r) \right\} \Psi,$$

where $e$ is the electron charge, $\mu$ the reduced mass, $c$ the speed of light, $2\pi\hbar$ is Planck’s constant, $-i\hbar \nabla$ is the momentum operator and where, for the reasons discussed in section 1.3.1 above, the spatial variation of the vector potential describing the field has been neglected, $A(r,t) \to A(t)$. As with the classical Hamiltonians described in chapter 1, other equivalent Schrödinger equations may be obtained by making unitary gauge
transformations. By making the transformation,

$$\Psi_d(r, t) = \exp \left[ -\frac{i \mathbf{r} \cdot \mathbf{A}(t)}{\hbar c} \right] \Psi(r, t), \quad E(t) = -\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t}(t),$$

(2.2)

the Schrödinger equation (2.1) is transformed to the dipole gauge,

$$i\hbar \frac{\partial \Psi_d}{\partial t} = \left( -\frac{\hbar^2}{2\mu} \nabla^2 + V(r) - e \mathbf{r} \cdot \mathbf{E}(t) \right) \Psi_d.$$  (2.3)

A third form may be obtained by using the so-called 'Kramers-Henneberger' transformation (see Kramers 1956 page 262 and Henneberger 1968),

$$\Psi_a(r, t) = e^{\alpha(t)} \Psi(r, t), \quad \frac{\partial^2}{\partial t^2} \alpha(t) = e \mathbf{E}(t).$$  (2.4)

In this 'space-translated' frame, the acceleration gauge Schrödinger equation is,

$$i\hbar \frac{\partial \Psi_a}{\partial t} = \left( -\frac{\hbar^2}{2\mu} \nabla^2 + V(r + \alpha(t)) + \frac{1}{2} \mu \dot{\alpha}^2 \right) \Psi_a.$$  (2.5)

It should be noted that the Schrödinger equations (2.1), (2.3) and (2.5) are all related by time-dependent unitary transformations and therefore make identical physical predictions. However, the operators which correspond to true physical observables differ in all three cases. This should be compared with the corresponding classical situation where the canonical variables \((q, p), (q_1, p_1)\) and \((q_2, p_2)\) of the Hamiltonians (1.27), (1.33) and (1.37), described in section 1.3.3 above, are different in each of the three gauges for times \(0 < t < T_m\).

For all but the simplest of cases, there is no known analytic solution to the three-dimensional Schrödinger equation and, for the high quantum numbers of interest here, numerical solutions are prohibitively expensive. Thus, attention is usually restricted to the simplified, one-dimensional model which is usually expressed in the dipole gauge,

$$i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2\mu} \frac{\partial^2 \Psi}{\partial x^2} + V(x)\Psi - x f(t)\Psi, \quad f(t) = e \mathbf{E}(t),$$  (2.6)

or equivalently, using Dirac notation,

$$i\hbar \frac{\partial}{\partial t} |\Psi(t)\rangle = H |\Psi(t)\rangle, \quad \Psi(x, t) = \langle x |\Psi(t)\rangle,$$  (2.7)

where \(H\) is the Hamiltonian or energy operator, obtained from the Hamiltonians discussed in chapter 1 by replacing the momentum variable, \(p\), with its operator equivalent, \(-i\hbar \partial / \partial x\). Whilst numerically it is far more efficient to solve equation (2.6) than its full three-dimensional counterpart there are still no known analytic solutions for the systems of interest here. In some circumstances, for instance the hydrogen atom in the presence of a static electric field (see, for example, Bayfield and Pinnaduwage 1985, Bayfield
and Sokol 1988a, 1988b) where the electron is constrained to move along the field axis, the one-dimensional model provides a good approximation to the fully three-dimensional problem. Further simplifications are always made by making approximations to the continuum or neglecting its effect completely.

Much of the work published to date has concentrated on the one-dimensional hydrogen atom; the remainder of this chapter concentrates on this specific system and is organized as follows. Firstly, in section 2.3, the various approaches used to solve equation (2.6) are reviewed. In section 2.4 the problem of including the effect of the continuum is highlighted and four different approximations are discussed. Section 2.5 concentrates on the low-frequency regime; in particular, the adiabatic basis expansion (see Richards 1987) is introduced. In section 2.6 the high frequency regime is considered and finally, in section 2.7, we provide an explicit quantisation of the classical map derived in section 1.7 above to give a general quantal which, for high field frequencies, provides a simple and efficient method of obtaining approximate solutions to the one-dimensional Schrödinger equation (2.6).

2.3 Solving the Schrödinger equation

There are two main approaches to obtaining the solution of Schrödinger’s equation. One method is to use finite difference methods to solve the partial differential equation (2.6) exactly. A more usual approach is expand the time-dependent wave function in terms of an appropriate set of basis functions. Both methods are described in this section.

2.3.1 Finite difference methods

The major advantage of using finite difference methods to solve Schrödinger’s equation is that the continuum is automatically taken into account. However, to solve Schrödinger’s equation numerically is exceedingly time consuming, even when carried out on supercomputers. The method involves solving the equations on a finite grid and this introduces an added complication; an approximation has to be used to account for the non-physical behaviour which may occur if the wave function reaches the edge of the grid: one method is to introduce a complex, or optical, potential (see, for instance, Leforestier and Wyatt 1982) at the edge of the grid to ‘absorb’ the wave function. For the one-dimensional model of a hydrogen atom, the Coulomb singularity introduces still further difficulties.

The use of a finite difference method for solving the time-dependent one-dimensional Schrödinger equation involves a partial spatial discretization together with the algorithm,

\[
\Psi_j^{n+1} = \left(1 - i\frac{\Delta t H(t + \Delta t/2)}{2\hbar}\right) \left(1 + i\frac{\Delta t H(t + \Delta t/2)}{2\hbar}\right)^{-1} \Psi_j^n, \tag{2.8}
\]
for unitary time evolution by a step $\Delta t$ of the wave function at grid-point $j$: the method is stable for $\Delta t = O((\Delta x)^2)$, where $\Delta x$ is the separation of consecutive grid-points in the spatial mesh. This procedure leads to a tridiagonal linear system of equations which can be solved by an efficient 'two-sweep' method (Richtmyer 1957).

Finite difference methods have been employed by several authors to study a one-dimensional quantal model of the ground state hydrogen atom, the so-called 'soft-core' model, in the presence of an oscillating electric field, (see for example Bardsley and Comella 1989; Su et al. 1990 and Burnett et al. 1991) whilst Goggin and Milonni (1988) utilized the finite difference approach in their study of the driven Morse Oscillator.

### 2.3.2 Basis expansion methods

The more usual approach is to expand the time-dependent wave function $|\Psi(t)\rangle$ in terms of an appropriate set of basis functions in order to reduce the problem to the solution of a set of ordinary differential equations. One method is to use the bound and continuum eigenfunctions of the unperturbed Hamiltonian, $|n\rangle$ and $|k\rangle$ respectively, where

$$H_0|n\rangle = E_n|n\rangle, \quad \langle n|m \rangle = \delta_{nm},$$

$$H_0|k\rangle = E_k|k\rangle, \quad \langle k|k' \rangle = \delta(k - k'),$$

so that the wave function is then written,

$$|\Psi(t)\rangle = \sum_n a_n(t)|n\rangle + \int dk a_k(t)|k\rangle,$$

where the sum is taken over all bound states and the integral over the whole continuous spectrum. On using the orthogonality of both bound and continuum state wave functions the time-dependent Schrödinger equation (2.7) reduces to an infinite set of ordinary differential equations for the amplitudes $a_n$. For the one-dimensional hydrogen atom these take the form,

$$i\hbar \frac{da_n}{dt} = E_n a_n - f(t) \left( \sum_{m=1}^{\infty} \langle n|x|m\rangle a_m + \int_0^\infty dk \langle n|x|k\rangle a_k \right),$$

$$i\hbar \frac{da_k}{dt} = E_k a_k - f(t) \left( \sum_{m=1}^{\infty} \langle k|x|m\rangle a_m + \int_0^\infty dk' \langle k|x|k'\rangle a_{k'} \right).$$

However, no analytic solution to equations (2.12) and (2.13) has yet been found and solutions are usually obtained by truncating the sums and integrals and using an approximation to take the coupling with the continuum into account. However, truncating the basis introduces its own problems; for the one-dimensional hydrogenic basis, where there are an infinite number of bound states, the matrix elements $\langle n|x|m\rangle$ are large, as can be
seen by using the Heisenberg correspondence principle to give, for \( n \neq m \),

\[
\langle n|x|m \rangle = \frac{-\hbar^2}{\mu e^2} \left( \frac{n + m}{2} \right)^2 J_\nu(s) \approx -\frac{\hbar^2}{\mu e^2} \frac{0.103(n + m)^2}{|s|^{5/3}}, \quad s = m - n,
\]

where \( J_\nu(x) \) is an ordinary Bessel function and a standard asymptotic expansion (seeAbramowitz and Stegun 1965, equation (9.3.33)) has been used. The matrix elements, equation (2.14), decay slowly as \( n \to m + N, N \gg 1 \); this is caused by the Coulomb singularity and can be overcome by an efficient choice of basis (see the discussion of sections 2.5.1 and 2.6.1 below and, in particular, equation (2.56) on page 55). However, \( \langle n|x|m \rangle \) increases as \( n^2 \) and this is a more serious problem. For states \( n > n_0 \), the couplings are very large and, as the energy separation decreases as \( n^{-3} \), this means that a very small time-step is required to deal with these states numerically. Blümel and Smilansky (1987) found that when a large number of bound states are strongly coupled, basic truncation may introduce large errors, with satisfactory convergence obtained only with a basis of more than 400 bound states.

In their study of the one-dimensional hydrogen atom in the presence of a microwave field, Casati et al. (1984) considered an approximation with a truncated basis of hydrogenic states which excluded the continuum completely. A further simplification was made by neglecting the switch function. Thus equation (2.12), with \( V(x) = -1/|x| \) and \( f(t) = F \cos \Omega t \), was reduced to,

\[
d\frac{a_n}{dt} = E_n a_n + F \cos \Omega t \sum_{m=m_{\text{min}}}^{m_{\text{max}}} \langle n|x|m \rangle a_m.
\]

The total number of states used was about 200 in a typical range \( 20 < n < 226 \) with \( n_{\text{min}} \) chosen to lie approximately 20–40 levels below the initially excited state, \( n_0 \); a further decrease in \( n_{\text{min}} \) was shown to have no appreciable influence on the dynamics.

A similar expansion, this time in terms of a basis of unperturbed oscillator states, was used by Waller and Preston (1977) in their study of the quantal response of a driven Morse oscillator far below the dissociation threshold. Again, the continuum and switch function were ignored and sufficient basis states were included to ensure convergence of results; typically, only the lowest twelve oscillator states were required.

### 2.3.3 Floquet theory

Another frequently used method exploits the time-periodicity of the Hamiltonian to construct the unitary time evolution operator, equation (2.20) below, by numerically integrating the Schrödinger equation for each state in the basis over a single field period, \( T = 2\pi/\Omega \); solutions of the Schrödinger equation can then be found at longer times by simply applying the time evolution operator to the initial state. Although this method
has tremendous numerical advantages when the interaction time is large, it only describes the evolution within the bound space since the coupling to the continuum is difficult to include. In addition, it cannot be used to model the effect of the field switch, \( \lambda(t) \), which introduces other frequency components, although for \( \lambda \ll 1 \) this effect may be incorporated approximately (see Breuer et al. 1989 and references therein). An extensive review of the Floquet approach is given by Chu (1985).

By considering a quantal system driven at frequency \( \Omega \) and described by the \( T \)-periodic Hamiltonian \( H(t) \),

\[
H(t + T) = H(T), \quad T = 2\pi/\Omega, \tag{2.16}
\]

Shirley (1965) utilized Floquet's (1883) theorem to show that there exists a complete set of states \( |\phi_k(t)\rangle \) of the time-dependent Schrödinger equation,

\[
\left( H(t) - i\hbar \frac{\partial}{\partial t} \right) |\Psi(t)\rangle = 0, \tag{2.17}
\]

which can be chosen with the property,

\[
|\phi_k(t)\rangle = \exp(-i\epsilon_k t/\hbar)|u_k(t)\rangle, \tag{2.18}
\]

\[
|u_k(t + T)\rangle = |u_k(t)\rangle, \tag{2.19}
\]

where the real parameter, \( \epsilon_k \), is called the quasi-energy and where the states, \( |u_k(t)\rangle \), are known as the quasi-energy or Floquet states.

In order to describe the time evolution of quantum states subjected to the dynamics defined by \( H(t) \), the time evolution operator is used,

\[
\hat{U}(t_f, t_i) = \hat{T} \exp \left( -i \int_{t_i}^{t_f} dt H(t) \right), \tag{2.20}
\]

where \( \hat{T} \) is the time-ordering operator. The time evolution operator, \( \hat{U}(t_f, t_i) \), transforms the state, \( |\Psi(t_i)\rangle \), at initial time, \( t = t_i \), into the state, \( |\Psi(t_f)\rangle \), at time, \( t = t_f \). Applying \( \hat{U}(t_f, t_i) \) to the states, \( |u_k\rangle \), over one cycle, \( T \), gives, on using equation (2.19),

\[
\hat{U}(t_i + T, t_i)|u_k(t_i)\rangle = \exp(-i\epsilon_k T/\hbar)|u_k(t_i)\rangle. \tag{2.21}
\]

Therefore, the states \( |u_k(t_i)\rangle \) diagonalize the one-cycle time-evolution operator \( \hat{U}(t_i + T, t_i) \) and, because \( \hat{U} \) is unitary, the quasi-energies, \( \epsilon_k \), are real and the states, \( |u_k\rangle \), are orthogonal and complete. The quasi-energies, \( \epsilon_k \), determine the spectrum of \( \hat{U}(t_i + T, t_i) \) and hence contain valuable information regarding the dynamical properties of \( H(t) \).

As mentioned earlier, the time-evolution operator is usually constructed numerically. The easiest way of achieving this is to expand the time-dependent wave function in terms of a basis consisting of \( N \) unperturbed states and then to integrate the resulting set of
differential equations, see for example equation (2.15) above, over one period, $T$, with $N$ linearly independent initial conditions. For each different initial condition $|\Psi(t_0)\rangle$, a column of the time-evolution operator can be constructed using the relation,

$$|\Psi(t_0 + T)\rangle = \hat{U}(t_0 + T, t_0)|\Psi(t_0)\rangle.$$  \hspace{1cm} (2.22)

The solutions to the Schrödinger equation can then be found at longer times simply by multiplying by $\hat{U}(t_0 + T, t_0) = \hat{U}(T)$,

$$|\Psi(t_0 + NT)\rangle = \hat{U}(T)^N|\Psi(t_0)\rangle.$$  \hspace{1cm} (2.23)

When the effect of the continuum is included, the quasi-energies, $\epsilon_k$, become complex (see Yajima 1982 for a rigorous proof) and the time-evolution operator is no longer unitary: this problem is not addressed here. Instead, we proceed by discussing other methods used to date to model the coupling to the continuum.

2.4 Inclusion of the continuum

As was mentioned at the start of this chapter, one of the major difficulties encountered when solving the Schrödinger equation is the need to approximate the effect of the continuum. In this section we discuss the methods which have been used to date.

2.4.1 A discrete representation

In their study of the one dimensional hydrogen atom in the presence of an oscillating field, Susskind and Jensen (1988) made an expansion of the time dependent wave function in terms of the bound and continuum eigenfunctions of the unperturbed hydrogen atom and introduced a discrete representation of the continuum. Using this method, the authors were able to obtain numerical solutions of the Schrödinger equation. Discretization of the continuum consists of dividing the continuous index, $k$, into $N_c$ segments in $[0, k_{\text{max}}]$, each centred at $k_j, j = 1, N_c$, with width $\Delta_j$. The integral over the continuum states in equation (2.12) can then be approximated by,

$$\int_0^\infty dk \langle n|x|k\rangle a_k \approx \sum_{j=0}^{N_c} \int_{k_j-\Delta_j/2}^{k_j+\Delta_j/2} dk \langle n|x|k\rangle a_k,$$

$$\approx \sum_{j=0}^{N_c} \langle n|x|k_j\rangle a_{k_j} \Delta_j,$$  \hspace{1cm} (2.24)

where it is assumed that $\langle n|x|k\rangle a_k$ varies little on the scale $\Delta_j$. A similar approximation is also applied to equation (2.13) to obtain,

$$\int_0^\infty dk' \langle k|x|k'\rangle a_{k'} \approx \sum_{j=0, k \neq k_j}^{N_c} \left( \langle k|x|k'\rangle a_{k'} \Delta_j + \int_{k-\Delta_j/2}^{k+\Delta_j/2} dk'' \langle k|x|k''\rangle a_{k''} \right).$$  \hspace{1cm} (2.25)
However, because the divergence of the matrix elements, \( \langle k|x|k' \rangle \), causes numerical difficulties, the authors were forced to neglect the continuum-continuum transitions.

With this scheme, the authors note that the bound states and the discretized continuum can both be treated in the same way by truncating the bound states to a finite number, \( N_b \), and expressing the problem in terms of a large set of ordinary differential equations. If all the \( \Delta f \) are chosen to be equal, then this prescription is essentially equivalent to putting the one dimensional hydrogen atom in a large box of length proportional to \( \Delta f^{-1} \).

However, discretising the continuum introduces two additional constraints. Firstly, if the discretized continuum states are chosen with an equal spacing in \( k \), where \( \Delta k = k_{\text{max}}/N_c \), then the minimum energy resolution of the discretized continuum is,

\[
\Delta E = k_{\text{max}} \Delta k \simeq \frac{1}{n_0^2 N_c},
\]

and this limits the time of integration. On using the time-energy uncertainty relation, we see that the approximation fails after \( T_c \) field periods, where,

\[
T_c \simeq \frac{n_0^3 \Omega}{n_0^2 \Delta E} = \frac{N_c \Omega_0}{n_0}.
\]

For longer times the number of continuum states, \( N_c \), must be increased in order to resolve the continuum adequately. Secondly, the requirement that \( \langle n|x|k \rangle \Delta k \) varies little on the scale \( \Delta f \) introduces an upper limit to the energy considered.

### 2.4.2 The Sturmian basis

The wave function can be expressed in terms of any complete set of basis functions. For problems involving a one dimensional hydrogen atom in a strong static electric or magnetic field the so-called Sturmian basis functions have often been used in preference to the hydrogenic eigenfunctions (see, for example, Rotenberg 1970 and Edmonds 1973).

The Sturmian basis has the advantage of being both complete and discrete. These properties make it convenient to use in problems where continuum effects are important without having to deal with the inconveniences which arise through using the hydrogenic continuum wave functions, such as discretising the continuum or dealing with singular matrix elements. Another advantage of using the Sturmian representation is that the matrix elements are easy to evaluate, being given in terms of simple, algebraic expressions. However, the Sturmian functions have no direct physical significance and in order to interpret the results of Sturmian calculations it is necessary to project back onto the basis of bound and continuum hydrogenic states. In addition, when highly excited bound states and low-energy continuum states play an important role in the dynamics, numerical calculations require at least twice as many Sturmian functions to achieve the same
resolution as carefully chosen bound and discretized continuum states of the hydrogenic basis, see Susskind and Jensen (1988).

For the one-dimensional Coulomb potential, with orbital angular momentum quantum number $l = 0$, the Sturmian functions, $S(x)$, are defined by the eigenvalue equation,

$$-\frac{1}{2} \frac{d^2 S}{dx^2} - \frac{\beta}{x} S = E_0 S,$$

with $S(x) = 0$ for $x \leq 0$ and $S(x)$ bounded as $x \to \infty$. The fixed parameter $E_0$ characterizes a particular basis, $\{S^E_\beta(x)\}$, with each element of the basis being characterized by the eigenvalue $\beta$. In other words, Sturmian functions satisfy a Sturm-Liouville problem where the eigenvalues are the coefficients of the Coulomb potential.

Multiplying by $\beta^{-2}$ and rescaling $x$ by $\beta$ reduces equation (2.28) to the Schrödinger equation of the unperturbed hydrogen atom,

$$-\frac{\hbar^2}{2\mu} \frac{d^2 \phi_n}{dx^2} - \frac{e^2}{x} \phi_n = E_n \phi_n$$

with $E_n = E_0 \beta^{-2}$. Therefore, the Sturmian functions are related to the hydrogenic eigenfunctions, $\phi_n$, by,

$$S^E_\beta(x) = C \phi_n(\beta x) \quad \text{with} \quad \int_0^\infty dx S^E_\beta(x) \frac{2}{x} S^E_{\beta'}(x) = \delta_{\beta \beta'}$$

and where $C$ is a proportionality constant determined by the normalization condition.

A Sturmian basis was used by Casati et al. (1987b) in their numerical study of the microwave ionization of highly excited hydrogen. Using up to 600 Sturmian basis functions they solved Schrödinger's equation for a one-dimensional hydrogen atom in an oscillating electric field. By recursively evaluating the hypergeometric functions in the formal expressions for the projection onto the bound states of the hydrogenic basis, the authors were able to study the excitation of bound states in the presence of a strong perturbation. Unfortunately, the complexity of the corresponding expressions for the projection of the Sturmian basis onto the hydrogenic continuum states prevented Casati and co-workers from performing a detailed study of the ionization process. This was remedied by Susskind and Jensen (1988) who derived convenient formulae for the projection of the Sturmian basis onto both the bound and continuum states of the hydrogenic basis, thus enabling them to compare these two different approaches to the solution of Schrödinger's equation.

2.4.3 Projection operators and decay factors

Blümel and Smilansky (1987, 1990) used a quantal one dimensional model to study the hydrogen atom perturbed by a low frequency field. By using projection operators, the
equations of motion were written in the form of coupled differential equations for the bound and continuum states. By formally integrating equation (2.13) for the continuum states, Schrödinger's equation was reduced to an integro-differential equation in which the kernel describing the bound continuum transitions was approximated by a combination of decaying exponentials. Continuum-continuum transitions were neglected. Briefly, given the Hamiltonian

\[
H(x, t) = H_0(x) - V(x, t),
\]

\[
H_0(x) = \frac{p^2}{2\mu} - \frac{e^2}{x}, \quad V(x, t) = Fx \sin \Omega t,
\]

where the energy spectrum of \( H_0 \) is given by equations (2.9) and (2.10) above, Blümel and Smilansky used the orthogonality of the states \(|n\rangle\) and \(|k\rangle\) to obtain equations (2.12) and (2.13) for the amplitudes \(a_n(t)\) and \(a_k(t)\) respectively. On ignoring continuum-continuum interactions, equation (2.13) was formally integrated to give,

\[
b_k(t) = \frac{i}{\hbar} \int_0^t dt' \exp(iE_k t'/\hbar)F \sin \Omega t' \sum_m \langle k|x|m \rangle a_m(t'),
\]

where \(a_k(t) = \exp(-iE_k t/\hbar)b_k(t)\). Inserting this result into equation (2.12) gives,

\[
i\hbar \dot{a}_n(t) = E_n a_n(t) - F \sin \Omega t \sum_m \langle n|x|m \rangle a_m(t) + \frac{i}{\hbar} \int_0^t dt' K_{nm}(t - t') F \sin \Omega t' a_m(t')
\]

where the kernel, \(K_{nm}(t - t')\), is defined by,

\[
K_{nm}(s) = \int_0^\infty dk \langle n|x|k \rangle \exp(-iE_k s/\hbar)\langle k|x|m \rangle, \quad s = t - t' > 0.
\]

This integro-differential equation is then converted into a set of first-order differential equations by expanding \(K(s)\) in a finite series of decaying exponentials. The authors caution that truncation of the basis may produce large errors if not dealt with correctly.

One of the main conclusions of this work is that there exist 'window states' \(^1\), \(n_W \sim n_0 F_0^{-1/4}\) such that all ionization occurs from levels in the vicinity of \(n_W\). As noted by Leopold and Richards (1991), it is curious that Blümel and Smilansky's expression for \(n_W\) is independent of the applied field frequency. In the low-frequency limit considered by Richards et al. (1989b), it is shown that the state \(|n_W\rangle\) overlaps most with the adiabatic state at the barrier top whereas in the high-frequency limit, where one- or two-photon ionization is permitted, it is clear that \(n_W\) must depend upon the field frequency. Thus, Leopold and Richards (1991) believe that the window states, and hence the decay rates of Blümel and Smilansky are valid only at low frequencies.

\(^1\)The role played by window states in the low-frequency regime is discussed further in section 2.5, below.
2.4.4 A semiclassical ionization mechanism

Following Blümel and Smilansky, Leopold and Richards (1991) also include the continuum using decay factors, providing two approximations to these decay factors both based upon classical perturbation theory. One approximation uses purely classical dynamics, the other uses semiclassical methods. Both these approximations are obtained using the classical Hamiltonian,

\[ H(z, P, t) = H_0(z, P, F_s) - \frac{eF_s A(t)}{\mu \Omega} P \cos(\Omega t + \delta), \]

(2.36)

\[ H_0(z, P, F_s) = \frac{1}{2\mu} P^2 - \frac{e^2}{z} - eF_sz, \quad z \geq 0, \]

(2.37)

where \( F_s \) represents the constant static field used in the experiments of Bayfield and co-workers (see, for example, Bayfield and Pinnaduwage 1985, Bayfield and Sokol 1988a, 1988b) to maintain the one-dimensional nature of the wave function. The presence of the static field has the effect of lowering the continuum threshold, so that the unperturbed system, \( H_0 \), supports only a finite number of bound states and has a potential barrier with saddle energy, \( E_s = -2e\sqrt{F_s} \). The time dependent wave function is then expanded in terms of the bound states of the unperturbed Hamiltonian,

\[ |\Psi\rangle = \sum_n b_n(t)|n, F_s\rangle \exp[-iE_n(F_s)t/\hbar], \]

(2.38)

where,

\[ H_0(z, P, F_s)|n, F_s\rangle = (E_n(F_s) - i\mathcal{E}_n(F_s))|n, F_s\rangle, \]

(2.39)

to give the usual coupled equations for the amplitudes \( b_n(t) \),

\[ i\hbar \frac{db_n}{dt} = -i\mathcal{E}_n b_n - \frac{eF_s}{\mu \Omega} \cos(\Omega t + \delta) \sum_m b_m(n, F_s|P|m, F_s) \exp[i(E_n - E_m)t/\hbar], \]

(2.40)

where \( f = F_s A(t) \), \( \mathcal{E}_n(F_s) \) are the complex parts of the energy introduced to model the interaction with the continuum and \( P \) is now the momentum operator. In deriving expressions for the ionization rates, the following assumptions are made:

1. for times comparable to the unperturbed electron period classical perturbation theory is a reasonable approximation to the exact classical dynamics: this was checked numerically;

2. if the energy becomes greater than the saddle energy, \( E_s = -2e\sqrt{F_s} \), then in this time there is a negligible chance of it returning to the neighbourhood of the initial energy;

3. direct ionization occurs only from those states where \( \Omega_n = (n^3/n_0^3)\Omega_0 \gg 1; \)
4. Tunnelling through the barrier gives a negligible decay rate compared with that produced by the periodic field for the quantum numbers of interest, \( n_0 \gtrsim 30 \); note that this final approximation is not essential.

The classical approximation is obtained by assuming that the field envelope, \( A(t) \), varies sufficiently slowly for it to be considered constant. An approximation to the maximum energy change during one period, \( T(n) \), of the classical atom initially in a level \( n \) is then obtained using classical first order perturbation theory,

\[
\max(\Delta E) = e \pi f r z_r(I),
\]

where \( z_r(I) \) are the Fourier components of \( z(t) \), \( I = n \hbar \) and \( \omega(I, F_s) \) are the action and frequency of the unperturbed classical orbit respectively, and \( r \sim \Omega/\omega \). In the presence of a static field, \( F_s \), direct ionization occurs from level \( n \) if,

\[
\max(\Delta E) > -2e\sqrt{F_s} - E_n(F_s),
\]

When this condition holds, the total classical ionization probability from level \( n \) is,

\[
P_{cl}^i = \frac{\chi}{\pi} \cos \chi = \frac{[-2e\sqrt{F_s} - E_n(F_s)]}{\max(\Delta E)},
\]

For smaller \( \max(\Delta E) \) direct ionization is classically inaccessible and \( P_{cl}^i = 0 \). The total classical ionization probability per unit time, \( P_{cl}^i \), is obtained by dividing \( P_{cl}^i \) by the unperturbed period giving a classical estimate for the complex part of the energy for level \( n \) of,

\[
\epsilon_n^c = \frac{P_{cl}^i \hbar}{2T(n)} = \frac{\Gamma_n}{2} = \frac{\omega_n(F_s) \hbar}{4\pi^2} - \chi,
\]

where \( \Gamma_n^{-1} \) is the lifetime\(^2\) of level \( n \). The authors note that for the high quantum numbers and moderately high fields used in current experiments, equation (2.44) provides a good approximation to the decay factors. However, as the field frequency increases, the number of photons needed for direct excitation to the continuum decreases and semiclassical effects become more important.

The semiclassical approximation is obtained by using WKB wave functions to evaluate the semiclassical transition amplitude, \( S^{sc}(E, n) \), from a bound level, \( n \), to the continuum state of energy \( E \). The total ionization rate into all the continuum states is then,

\[
P_{cl}^{sc} = \int_{-2e\sqrt{F_s} - E_n}^{\infty} \frac{dE \mid S_n^{sc} \mid^2}{J_k(\alpha)} \approx \sum_{k_{min}} \infty \Lambda_k(\alpha),
\]

\[
k_{min} = 1 + \left\{ \frac{-2e\sqrt{F_s} - E_n}{\Omega \hbar} \right\} \geq 1, \quad \alpha = \frac{2.58F_0n_0}{\Omega_0^{5/3}},
\]

\(^2\)Further discussion regarding the lifetime of a quantum state in the presence of a static electric field is given at the beginning of chapter 4.
where $J_k(x)$ is a Bessel function of order $k$, $\{x\}$ is the integer part of $x$ and $k_{\text{min}}$ is the minimum number of photons required for direct excitation from level $n$ to the continuum. The final semiclassical expression for the complex part of the energy of level $n$ is,

$$E_n^c = \frac{\omega(n, F_c)\hbar}{4\pi} \left( \frac{1}{2}(1 - J_0(\alpha)^2) - \sum_{k=1}^{k_{\text{min}}} J_k(\alpha)^2 \right), \quad (2.47)$$

where the Bessel function addition theorem (see Abramowitz and Stegun 1965, equation (9.1.76)) is used to express the infinite sum as a finite sum. If $k_{\text{min}} = 1$, the sum is zero.

In the limit of one-photon ionization with weak fields, $k_{\text{min}} = 1$, $\alpha \ll 1$, the authors show that the semiclassical approximation reduces to the Fermi golden rule; in the opposite limit, $k_{\text{min}} \gg \alpha \gg 1$, the classical expression (2.44) is recovered. The authors also show that the semiclassical method naturally gives rise to structure in the continuum usually associated with 'above-threshold ionization' peaks in laser ionization of ground state atoms.

### 2.5 Low frequency theories

As mentioned briefly in section 2.3.2 above, using the hydrogenic basis states can, in some situations, be numerically very inefficient because a large number of basis states are needed to provide an adequate description of the system. In such cases, the one-dimensional Schrödinger equation can only be solved on large computers. One such situation arises when the frequency of the applied field is small compared with the unperturbed atomic frequency, $\Omega_0 \ll 1$. One method which has been used to study the quantal dynamics of an excited hydrogen atom in a low frequency field involves the introduction of an adiabatic basis which we now describe.

#### 2.5.1 The adiabatic basis expansion

Motivated by the need for a numerically efficient one-dimensional quantal method which could be readily extended to include higher dimensional systems but at the same time retaining the essential physics, Richards (1987) used an approximation, valid for low frequencies, to obtain a set of coupled equations which can be solved using a relatively small, time-dependent, basis. The aim of this approximation was not to obtain quantitative agreement with experimentally obtained ionization probabilities but to describe the qualitative features of the dynamics, in particular the dependence of ionization probabilities upon the various system parameters.
The starting point is the static limit of the one-dimensional system consisting of an electron in a Coulomb and periodic field,

\[ H = \frac{1}{2\mu} p^2 - \frac{e^2}{x} - xf(t), \quad x \geq 0. \quad (2.48) \]

For constant \( f < 0 \) the spectrum of \( H \) is discrete; for \( f > 0 \), the spectrum is continuous but for large initial quantum numbers, \( n_0 \geq 30 \), and for energies below the classical saddle,

\[ E < E_s(f) = -2e\sqrt{f}, \quad (f > 0), \quad (2.49) \]

the lifetimes of the resonant states are so long that this part of the spectrum may be considered discrete. Richards (1987) used these adiabatic states as a basis for an expansion of the time-dependent wave function, \( |\Psi(t)\rangle \), in the limit where the field frequency is small with respect to the unperturbed energy splitting, that is when \( \Omega_0 \ll 1 \). The use of these adiabatic states introduces a significant part of the time dependence of the wave function into the basis, thus reducing the number of basis states required. When \( f < 0 \) then,

\[ |\Psi(t)\rangle = \sum_k a_k(t) |k, f\rangle \exp \left( -\frac{i}{\hbar} \int_0^t dt' E_k(f(t')) \right), \quad (f < 0), \quad (2.50) \]

where,

\[ H_{AD}(f)|k, f\rangle = E_n(f)|k, f\rangle. \quad (2.51) \]

and \( H_{AD} \) is the adiabatic Hamiltonian introduced in section 1.4 of chapter 1 above: the adiabatic states, \( |k, f\rangle \), are simply the eigenstates of \( H_{AD}(f) \).

When \( f > 0 \) it is necessary to include the continuum and an expansion similar to that of equation (2.50) is used but with a complex energy term, \( \mathcal{E}_n(t) \), included to take into account coupling with the continuum. Inserting this expansion into the time-dependent Schrödinger equation gives the following equation for the transition amplitudes:

\[ \frac{da_n}{dt} = -\frac{\mathcal{E}_n(t)}{\hbar} a_n - \sum_p \frac{\langle n, f|\partial H/\partial f|p, f\rangle}{\mathcal{E}_n(f) - \mathcal{E}_p(f)} a_p \exp \left( \frac{i}{\hbar} \int_{t_0}^t dt' [\mathcal{E}_n(f) - \mathcal{E}_p(f)] \right), \quad (2.52) \]

with \( \mathcal{E}_n(t) = 0 \) when \( f < 0 \). The major advantage of this representation is that the coupling is now proportional to \( F\Omega \) rather than \( F \).

After obtaining approximations to lifetimes, energy levels and matrix elements, equation (2.52) was integrated with initial quantum numbers \( n_0 = 30, 60 \) and various field strengths. The author was then able to obtain the relative variation of the ionisation probability with the system parameters. The main result of these calculations was to show that the ionisation probability has a resonant structure clearly associated with the \( n_0 \to n_0 + 1 \) transition, which is of course absent in the classical approximation.

In chapter 1, we consider the situation where the field frequency is sufficiently small for there to be negligible coupling between states; by using the adiabatic basis and
neglecting the coupling terms, we are able to integrate equation (2.52) to obtain ionization probabilities for the fully three-dimensional hydrogen atom. In chapter 5 we follow Richards et al. (1989b) and consider the weak coupling regime in which few states are significantly coupled together; in this case a reasonable approximation to the dynamics is provided by a two-state approximation.

2.5.2 Expansion on unperturbed basis states and Floquet theory

The dynamics of the hydrogen atom in a low-frequency field, \( \Omega_0 < 0.4 \), has also been studied by Blümel and Smilansky (1987, 1990) using the one-dimensional quantal model described in section 2.4.3. As mentioned at the end of that section, the major conclusion of this work is that there exist 'window' states, \( n_W \sim n_0 \Omega_0^{-1/4} \), such that all ionization occurs from states in the vicinity of \( n_W \). By comparing calculated ionization probability curves with experimental results, Blümel and Smilansky advance a physical picture of 'ionization' as a two step process consisting of excitation from the initial state, \( |n_0\rangle \), to states inside the 'window' which then decay with appreciable rates into the continuum. By using the Floquet approach, the authors propose two distinct mechanisms through which excitation to a window state, \( |n_W\rangle \), can occur:

1. as the field strength increases the Floquet states, \( |u_k\rangle \), broaden until one or more of them has an appreciable overlap with both \( |n_0\rangle \) and \( |n_W\rangle \); the authors claim that this mechanism is responsible for the onset of quantal ionization as a function of the field strength;

2. at certain specific values of the field frequency and strength, two quasi-energy levels, \( \epsilon_\mu \) and \( \epsilon_\nu \), undergo an avoided crossing\(^3\); at the avoided crossing, linear combinations of \( |u_\mu\rangle \) and \( |u_\nu\rangle \) have appreciable overlaps with both \( |n_0\rangle \) and \( |n_W\rangle \) which leads to an enhanced transfer of probability between the initial state and the ionization window. This mechanism is linked by the authors to sub ionization threshold structures observed in experimental data.

Breuer et al. (1989) have also used the Floquet approach, with a basis consisting solely of bound states, to study the excitation of the one-dimensional hydrogen atom in a low frequency field. Here, the non-monotonic behaviour observed in experimental ionization probabilities is again linked to the behaviour of the Floquet states in the vicinity of avoided crossings of the quasi-energy spectrum.

Note that the theoretical calculations of both Blümel and Smilansky (1987, 1990) and Breuer et al. (1989) were carried out using a basis of unperturbed hydrogenic states and

\(^3\)At avoided crossings two quasi-energies become almost equal.
are thus, numerically, far less efficient than calculations carried out using the adiabatic basis discussed in the previous section.

2.6 High frequency theories

When the field frequency is very high, the usual method of solving the time dependent dipole gauge Schrödinger equation (2.3), see page 41, by expanding the wave function in terms of the unperturbed basis functions, as described in section 2.3.2 above, is numerically very inefficient: for \( n \gg n_0 \), where \( n_0 \) is the initial state, the matrix elements, \( \langle n|\sigma|m \rangle \), are large, showing a rapid increase with \( m + n \) see equation (2.14), so that a large number of basis states are required to describe the dynamics in the vicinity of \( n_0 \) adequately. In such situations, it is more efficient to use the momentum gauge representation, for which the Hamiltonian is given by equation (1.26), page 19; for convenience we re-write this in the form,

\[
H(z,p,t) = \frac{1}{2\mu} p^2 - \frac{e^2}{z} - \frac{F}{\mu\Omega} \lambda(t) \cos(\Omega t + \delta), \quad z \geq 0. \tag{2.53}
\]

On expanding the wave function in terms of the bound states of the unperturbed hydrogen atom

\[
|\Psi\rangle = \sum_n b_n(t)|n\rangle \exp[-iE_n t/\hbar], \tag{2.54}
\]

we obtain the following coupled equations for the amplitudes \( b_n(t) \),

\[
i\hbar \frac{db_n}{dt} = -\frac{F\lambda(t)}{\mu\Omega} \cos(\Omega t + \delta) \sum_m b_m \langle n|p|m \rangle \exp[i(E_n - E_m) t/\hbar], \tag{2.55}
\]

where \( p \) is the momentum operator. We now see that for high frequencies these equations have two advantages over those in equation (2.12), page 43, obtained using unperturbed hydrogenic basis states with the dipole gauge Schrödinger equation (2.3):

1. the coupling terms are \( O(\Omega^{-1}) \) so that the overall coupling between states is reduced;

2. the matrix elements are, on using the Heisenberg correspondence principle,

\[
\langle n|p|m \rangle \approx \frac{2i\mu e^2}{(m+n)\hbar} J'_i(s) \approx \frac{-i\mu e^2}{(m+n)\hbar} \frac{0.822\text{sgn}(s)}{|s|^{2/3}}, \quad s = m - n \neq 0, \tag{2.56}
\]

which decay more slowly with increasing \( s \) than those of \( z \), equation (2.14) above, but decrease with \( m + n \) rather than increase.
2.6.1 Compensated energy representation

A similar approach was used by Leopold and Richards (1989) in their study of the quantal response of a one-dimensional Hydrogen atom to a high-frequency time-dependent field. By using the conventional dipole gauge Hamiltonian, equation (1.35) given on page 21 above, the authors noted that for high frequency fields a classical orbit comprises segments of ellipses upon which are superimposed small, high-frequency oscillations and conjectured that the quantal dynamics should be similar so that the high \( n \)-states should play a relatively unimportant role in the quantum dynamics. This unimportant oscillatory behaviour was removed by using the compensated energy representation of Leopold and Percival (1979). Classically, the rate of change of momentum is given by,

\[
\dot{p} = -\frac{\partial H}{\partial z} = \frac{e^2}{z^2} - f(t),
\]

so that, for large values of \( z \), the rapid oscillations may be removed by introducing the compensated momentum \( p_c \) with,

\[
p_c(t) = p(t) + a(t), \quad a(t) = \int dt f(t).
\]

This new momentum defines the compensated Hamiltonian,

\[
H_c = \frac{1}{2\mu} p_c^2 - \frac{e^2}{z},
\]

and as this is an approximate constant of the motion, Leopold and Richards (1989) suggested that a basis expansion using the eigenstates of \( H_c \) rather than those of \( H \) would be numerically more efficient. It should be noted that the compensated Hamiltonian (2.59), is similar to Hamiltonian (2.53) above, but not the same as \( H_c \) is an approximation.

Diagonalization of \( H_c \) was carried out by introducing the 'compensated energy' states,

\[
C_n(z, t) = \langle z|n \rangle \exp[-iza(t)/\hbar], \quad \dot{a}(t) = f(t), \quad \text{where} \quad H_c C_n(z, t) = E_n C_n(z, t).
\]

Thus, on writing the wave function as,

\[
\Psi(z, t) = \sum_n b_n(t) C_n(z, t) \exp(-iE_n t/\hbar),
\]

Leopold and Richards (1989) obtained equations of motion for the amplitudes, \( b_n(t) \), similar to those given by equation (2.55) above.

Using this representation, Leopold and Richards (1989) were able to show that, for moderate fields which are slowly switched on and off, only the few quasi-resonant states, \( n_k \), defined by,

\[
E_{n_{k+1}} - E_{n_k} \simeq \Omega \hbar, \quad -M \leq k \leq N,
\]
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for some suitable $M, N$, where $n_0$ labels the initial state (see also Jensen et al. 1988), are significantly populated and found that a basis comprising typically between ten and twenty compensated energy quasi-resonant states provided a remarkably good and efficient basis. For $\Omega_0 \gg 1$, many states lie between these quasi-resonant states and thus there is a drastic reduction in the effective density of states leading to differences between classical and quantal behaviour in this frequency region. Even for $n_0 \gg 1$ the differences between the high-frequency classical and quantal motion described by the dipole gauge Hamiltonian (1.35), see page 21, are quite dramatic. By considering a simple model, Leopold and Richards (1989) showed that for moderate values of the principle quantum number, $n_0$, the classical limit is only achieved for very strong fields for which the ionization times are short. On the other hand, for fixed field strengths and variable $n_0$, the authors suggest that the classical limit is reached only for $n_0 \gg 3\Omega_0^2$.

### 2.6.2 The Kramers-Henneberger transformation and stabilization

Other authors have also studied the high field frequency regime. Gavrila and Kamiński (1984) developed a non-perturbative theory to describe electron-atom interactions in intense, high-frequency, laser fields. Briefly, by assuming the laser field to be described by the electrodynamic potential,

\[
A(t) = \frac{cF}{\epsilon \Omega} \hat{e} \cos \Omega t, \quad \phi = 0
\]  

(2.63)

where $c$ is the speed of light and $\hat{e}$ is the polarization vector, and applying the time-dependent Kramers-Henneberger transformation, $r \rightarrow r + a(t)$ (see Kramers 1956, Henneberger 1968 and also equation (2.4), page 41 above), the authors obtained the acceleration gauge Schrödinger equation,

\[
i\hbar \frac{\partial \Psi}{\partial t} = \left( -\frac{\hbar^2}{2\mu} \nabla^2 + V(r + a(t)) \right) \Psi,
\]  

(2.64)

where

\[
a(t) = -\frac{e}{\mu c} \int_0^t dt' A(t') = a_0 \sin \Omega t, \quad a_0 = -\frac{F}{\mu \Omega^2} \hat{e},
\]  

(2.65)

which is the quantal equivalent of the acceleration gauge Hamiltonian (1.37), see page 22 of chapter 1.

At this point there are two problems regarding the Kramers-Henneberger transformation which should be highlighted: firstly, there is no advantage to be gained in employing the Kramers-Henneberger frame to study the one-dimensional Coulomb potential; secondly, gauge transformations are only exact for constant field envelopes.

Using the Floquet ansatz, described in section 2.3.3 above, Gavrila and Kamiński (1984) cast equation (2.64) in the equivalent form of a system of coupled, time-independent differential equations for the Floquet components of the wave function, $\Psi$.\(^{57}\)
containing the quasi-energy \( E \) which is, in general, complex. By keeping \(|a_0| \sim O(1)\) with respect to \( \Omega \), an iteration scheme was developed to solve these equations with successive steps containing increasing powers of \( \Omega^{-1} \). To the lowest order, the system reduces to the time-independent Schrödinger equation,

\[
\left( -\frac{\hbar^2}{2\mu} \nabla^2 + V_0(a_0, r) \right) \Psi_0 = E \Psi_0,
\]

for the Floquet component, \( \Psi_0 \), where,

\[
V_0(a_0, r) = \frac{1}{\pi} \int_{-\pi}^{\pi} d\phi V(r + a_0 \sin \phi),
\]

is the mean or 'dressed' potential. This is the quantal equivalent of the classical mean-motion Hamiltonian described by equation (1.68), see page 29 of chapter 1, with \(|a_0| = \alpha \lambda(t)\). To the next order in the iterative procedure, multi-photon processes become possible and an imaginary part is obtained for \( E \) together with expressions for the \( n \)-photon decay rates.

Using this prescription, Pont and Gavrila (1987) and Pont et al. (1988) calculated the levels of a ground-state hydrogen atom interacting with an intense, high-frequency, laser field. The time independence of the Schrödinger equation (2.66) lead the authors to predict that a high-frequency field would not ionize the system. This effect, whereby the ionization probability decreases whilst the field amplitude increases over some interval, the field frequency remaining fixed, has since been termed 'stabilization', although this term is not always clearly defined; the definition of stabilization often differs between papers and occasionally within a single paper.

The theoretical prediction of atomic stabilization has since been a source of great controversy. The described approach assumes that the atom can be exposed to a constant, high intensity, high-frequency field; however, high powered lasers are invariably pulsed so that the effect of the field switch must be taken into account. In addition, the experimental observability of such an effect has also been brought into question (see Bardsley and Comella 1989, Pont and Gavrila 1990) because the states are very short lived at intermediate field strengths and may not survive the build-up of intensity in a true laser field. Recently a vast amount of theoretical and computational effort has been directed towards resolving this controversy. Only a few of the major contributions are mentioned here.

In an attempt to resolve this controversy, several authors (see, for example, Bardsley and Comella 1989, Su et al. 1990, Burnett et al. 1991, Pont et al. 1991) have made time-dependent calculations in the Kramers-Henneberger frame using a simpler one-dimensional atomic model, the so-called 'soft-core' model, \( V(x) = -1/\sqrt{1 + x^2} \), with the field amplitude either being switched on gradually over a number of field periods.
to some constant value, or switched on and off. These calculations provide qualitative confirmation of some of the predictions of stabilization theory in that either the ionization rate, after the initial switch on time, or the total ionization probability after the pulse, is an increasing function for ‘small’ field strengths but, at higher field amplitudes, reaches a maximum and then decreases.

Tang and Basile (1991) questioned theoretical calculations using a one-dimensional model, noting that these may lack many of the fundamental properties of the real three-dimensional atom. By numerically integrating both one- and three-dimensional time-dependent soft-core models in the momentum gauge and using a Gaussian envelope for the vector potential (Knight 1993) to switch the field on and off, the authors found that only for extremely short pulses did the system exhibit a significant probability of surviving at the end of the pulse. Further, it was shown that the one-dimensional model exhibits a higher survival probability than the three-dimensional. These findings were confirmed by independent numerical studies of the three-dimensional atom by Kulander et al. (1991) and Horbatsch (1991).

Time-independent calculations using Floquet methods (see for instance Pont and Gavrila 1990, Dörr et al. 1991, Vos and Gavrila 1992) also show that, in some cases, for fixed field frequency, the ionization rate decreases with increasing field strength until some minimum is reached after which it increases. However, there is no reason to suppose that the mechanisms producing these time-independent stabilization effects are the same as those which produce time-dependent stabilization.

One of the principal difficulties encountered in the study of these strong field effects has been the lack of good analytic approximations from which physical insight can be obtained. All the results quoted above have been produced by fairly intensive computations which provide little physical insight and, moreover, do not allow for a systematic investigation of parameter space. Indeed, for frequencies high enough to produce one-photon ionization, there appears to be no simple explanation for the observed phenomenon. At lower frequencies, where two photons are required to reach the continuum, recent experimental observations by Jones and Bucksbaum (1991) of highly stable Stark states of barium irradiated by an intense, short-pulse laser field suggest that this phenomenon is best explained in terms of the model presented by Burnett et al. (1991) where coupling to excited states is responsible for some of the behaviour. Whether this experimental observation of suppressed ionization is a true manifestation of atomic stabilization as understood from a purely theoretical point of view remains to be seen.

A quite different stabilization mechanism, valid for short pulses has been suggested by Richards (1993). By considering the one-dimensional hydrogen atom in the presence of a high-frequency field, where the interaction time is shorter than, or comparable to, the
classical orbital period and the frequency, $\Omega$, is sufficiently high that one or two photon ionization is possible, the author is able to make analytic approximations to obtain the dependence of the ionization probability on the field strength. For the case where the field frequency is sufficiently high to produce one-photon ionization, the author finds that, after an initial rise, at relatively weak fields, the quantal ionization probability reaches a local maximum at that field for which the energy transfer, $\Omega \hbar$, becomes classically accessible. Thus, in this case, it is seen that stabilization can be interpreted as a 'rainbow' phenomenon, the low intensity side of the maximum being on the dark side of the rainbow with oscillations on the bright side.

From these few examples it seems plausible that there is no single mechanism for stabilization but that different mechanisms occur for different types of fields.

2.7 The quantal map

As has already been seen, solving the time-dependent Schrödinger equation is exceedingly time-consuming when there are many coupled states. For this reason any approximate scheme enabling the time-dependent Schrödinger equation to be integrated with relative ease is welcome. This section considers one such approximate scheme which is applicable for scaled frequencies $\Omega_0 > 2$.

The idea of using a map as an approximate quantal evolution operator for the one-dimensional hydrogen atom perturbed by a periodic field was first introduced by Casati et al. (1987a) (see also Casati et al. 1988 and Graham 1988 for details). The derivation of this map, the so-called quantum Kepler map, was based upon the construction a classical area-preserving map, which gave the change of the appropriate dynamical variables over one orbital period of the electron, followed by a direct quantization of this map. More recently, Graham and Höhenerbach (1990, 1991) have developed the Morse map using a similar technique in order to study periodically driven molecular vibrations in the Morse potential in both the classical description and its quantal counterpart. In this section, these two specific results are generalized to provide a quantal map applicable to a wide variety of one-dimensional systems (see also Dando and Richards 1990).

2.7.1 Derivation of the general quantal map

In this section the general quantal map is derived by obtaining an explicit quantization of the classical map, given by equations (1.91) and (1.92) on page 37. The connection between quantal operators and classical generating functions is described in detail by Miller (1974): in this case, since our derivation assumes the perturbation to be small, the pre-exponential factor can be ignored and the quantal operator further simplified by
noting that the generating function, equation (1.90) above, is simply the product of the
evolution for the 'free' motion, $2\pi I$, and the 'kick', $F \sin \psi$. Thus,

$$\hat{U} = \exp \left( \frac{2\pi i I(\hat{E})}{\hbar} \right) \hat{P} \exp \left[ \frac{i}{2\hbar} \left( F(\hat{r}, \hat{E}) \sin \psi + \sin \psi F(\hat{r}, \hat{E}) \right) \right]$$  \hspace{1cm} (2.68)

where $\hat{E}$ is the operator conjugate to $\psi$, $\hat{E} = -i\hbar \partial / \partial \psi$, the product has been symmetrized and where $\hat{P}$ is a projection operator onto the bound states, that is those values of $\mathcal{E}$ for which the action $I(\mathcal{E})$ is defined, $\mathcal{E} < \mathcal{E}^S = \mathcal{E}^S / \Omega$, where $\mathcal{E}^S$ is the separatrix energy. The eigenfunctions of $\hat{E}$ are approximations to the quasi-resonant states, equation (2.62), in angle-action representation and the eigenvalues of $\hat{E}$ are the integer labels of these states with the origin chosen, for convenience, to coincide with the initial state, $I_0 = n_0 \hbar$. In order to avoid confusion capitals are used for these eigenvalues, so that

$$\mathcal{E}(K) = H_0(n_0 \hbar) / \Omega + K\hbar, \hspace{1cm} K = -L, \cdots, M$$ \hspace{1cm} (2.69)

where the $M + 1$ is the smallest number of photons required for direct excitation from the initial state to the continuum and where $L$ is some lowest level usually chosen to ensure convergence, see Leopold and Richards (1990). One must be careful to avoid confusion between the classical iterates $\mathcal{E}_k$ and the quantal eigenvalues $\mathcal{E}(K)$. Notice that the values of the action variable, $I$, corresponding to these eigenstates, that is the solutions of the equation $\mathcal{E}_0 + N\hbar = H_0(I) / \Omega$, are not necessarily integer multiples of $\hbar$, that is they do not coincide with the original states of $H_0$, except possibly at particular values of $\Omega$. Moreover, many states of $H_0$ may lie between consecutive eigenstates of $\hat{U}$, see for example equation (2.62), page 56 above.

The eigenvalues of $\hat{E}$ are neither bounded above nor below. This is clearly unphysical but, in most circumstances, unimportant. The higher states are removed by the projection operator, $\hat{P}$; the lower states cause no problem provided they remain insignificantly populated. For the quantal calculations presented in chapter 3, it is found that convergence is achieved before the value of $L$, equation (2.69), becomes unphysically large. It is also found that $L$ can often be predicted using classical dynamics.

The operation of $\hat{U}$ on the wave function is the quantal equivalent of one iteration of the classical map (1.91) and (1.92). The most significant difference being that for the classical map it is possible to keep track of time along the individual orbits, whereas this is impossible for the quantal map. A quantal state is represented by a classical torus: classically, we can take each point on the torus and follow its time evolution; quantally, each state now lies on a different classical torus having a different fundamental frequency and hence the meaning of time is lost (see also Casati et al. 1990, Leopold and Richards 1990).
The $M$th iteration of the initial state $|0\rangle$ is then $\hat{U}^M|0\rangle$ and the ionization probability is

$$P_I^M = 1 - |\hat{U}^M|0\rangle|^2. \quad (2.70)$$

A convenient way of using $\hat{U}$ is to construct its matrix representation in the eigenstates of $\hat{E}$, that is

$$\langle \psi | N \rangle = \frac{1}{\sqrt{2\pi}} \exp(iN\psi), \quad (2.71)$$

and an easy way of obtaining the matrix elements of the exponential of an operator is to find each column by solving the set of coupled differential equations

$$\frac{dU_{NR}}{dz} = \frac{i}{2\hbar} \sum_P \langle N | \hat{F} \sin \psi + \sin \psi \hat{F} | P \rangle U_{PR}, \quad (2.72)$$

by integrating from $z = 0$ to $z = 1$ with initial conditions $U_{NR}(0) = \delta_{NR}$. Since the right hand side is non-zero only for $P = N \pm 1$ and since the basis of quasi-resonant states is relatively small, it is a quite trivial task to solve these equations. The resultant matrix is, however, unitary so ionization is missing; this is because coupling to the continuum has been removed by including only bound states; in equation (2.72), the function $\mathcal{F}(r, \mathcal{E})$ being undefined in the continuum because the action $I$ is defined only for bound motion. For the Morse potential Graham and Hönnerbach (1990, 1991) have overcome this problem by extending the classical unperturbed Hamiltonian, $H_0$, into the region of unbound motion, $\mathcal{E} > \mathcal{E}_c$, $-\infty < \psi < \infty$, and thus obtain an analytic continuation of $\mathcal{F}(r, \mathcal{E})$ into the continuum. Here, we adopt the semiclassical approximation of Leopold and Richards (1990), outlined in section 3.1.4 above, which mimics the classical ionization of equation (1.93), see page 38, and which we consider to be more realistic as the meaning of the analytic continuation of $\mathcal{F}(r, \mathcal{E})$ is unclear and, moreover, requires the Fourier coefficients to be analytic functions which restrict the class of potentials to those for which the coefficients can be obtained in closed form; the method outlined below is not limited by this constraint.

The basis of our approximation is the classical ionization probability per 'kick', $P_I^{cl}(\mathcal{E}_k)$ of equation (1.93). This can be incorporated into the differential equations (2.72) simply by adding a decay rate $-D(N)U_{NR}/\hbar$ to the right hand side, where $D(N) = P_I^{cl}(\mathcal{E}(N))/2$ with $\mathcal{E}(N)$ the 'energy' of the quasi-resonant level $N$. A uniform semiclassical approximation to this decay rate is given by equation (2.47) above, with $\alpha = \mathcal{F}(N)/\hbar$, $\mathcal{F}(N) = \mathcal{F}(r(N), \mathcal{E}(N))$.

Thus the final set of equations for the matrix elements $U_{NR}$ are

$$\hbar \frac{dU_{MR}}{dz} = -D(M)U_{MR} + \frac{1}{4} \left( \mathcal{F}(M) + \mathcal{F}(M - 1) \right) U_{M-1R}, \quad (2.73)$$

$$\hbar \frac{dU_{NR}}{dz} = -D(N)U_{NR}$$
\[ + \frac{1}{4} (\mathcal{F}(N) + \mathcal{F}(N - 1)) U_{N-1R} - (\mathcal{F}(N) + \mathcal{F}(N + 1)) U_{N+1R} \]

\[ \hbar \frac{dU_{-LR}}{dz} = -D(-L)U_{-LR} - \frac{1}{4} (\mathcal{F}(-L) + \mathcal{F}(-L + 1)) U_{-L+1R} \]

These equations can be used to obtain the matrix elements of \( \hat{U} \) and then the iterates of the wave function are obtained either by multiplication of the matrix or by finding its eigenvectors. Some results for the application of this map to the Morse oscillator are presented in the next chapter.

2.7.2 Dynamical Photonic Localization

The response of excited hydrogen atoms to a high-frequency microwave field, \( \Omega_0 > 1 \), has been a source of interest and controversy for both theoreticians and experimentalists since Casati et al. (1984), using a quantal one-dimensional model, observed a quantal limitation of classically chaotic motion and predicted that classical and quantal ionization mechanisms are different for a wide range of field strengths. The authors further conjectured that the quantum excitation process is determined by competition between a diffusive process that would be predicted classically and the 'localizing' effects of quantum interference, which tends to suppress the diffusive broadening of the wave function at a maximum spread, the so-called 'localization length'.

Using a curious mixture of classical diffusion theory and quantum mechanics, Casati and co-workers obtained an expression for the localization length in terms of the classical local diffusion coefficient and determined quantitative conditions for diffusive ionization to take place in the quantal system (see the review by Casati et al. 1987b for details). In particular, the authors pointed to a 'window' of field strength, determined by the classical chaotic border, \( F_{CH} \) defined by equation (1.65), page 28 of chapter 1, below which there is no diffusive motion, and the 'delocalization border', \( F_D \) of equation (2.77) below, which defines the critical value of the field strength above which the increase in the classical diffusion coefficient, and hence the localization length, triggers an unending escape of the wave function into the continuum despite the paralyzing effect of quantum interference. It was claimed that within this window of field strength the classical diffusive process is 'frozen' by quantum effects and a quasi-stationary distribution over the unperturbed levels is reached. This phenomenon has since been termed 'dynamical photonic localization'.

An unsatisfactory aspect of this theory was its inability to account for the form of the localized distribution, in particular the chain of equidistant multiphoton peaks in the tail of the steady-state distribution function observed in numerical simulations by Casati et al. (1984, 1987b). For this reason, the authors were unable to estimate quantal ionization rates using localization theory.
An alternative theoretical approach, suggested by Casati et al. (1987a, 1988), which confirmed the older results and, moreover, allowed for a gross description of the whole distribution, was based upon the construction of the quantum Kepler map. Thus a close connection was established between the hydrogen atom problem and the quantum-kicked-rotator\footnote{Interest in the quantum-kicked-rotator was originally motivated by the known chaotic dynamics of the corresponding classical system, the standard map discussed in section 1.7 above.}, a simple quantal model where the numerically observed quantal limitation of classical chaotic excitation (see, for instance, Casati et al. 1979) had been formally related by Fishman et al. (1982) and Grempel et al. (1984) to Anderson localization, a theory originally developed to describe the effects of disorder on electronic wave functions in a spatially-periodic, one-dimensional, lattice.

A more direct link between the quantum Kepler map and the one-dimensional lattice equation, derived by Shepelyansky (1987), led Casati and co-workers to predict that the localized distribution should be exponential in the number of absorbed photons, the form of the steady-state distribution being ‘borrowed’ from the results obtained by Chirikov and Shepelyansky (1986) for the quantum-kicked-rotator, namely,

$$\tilde{f}_N \approx \frac{1}{2l_{\phi}} \left( 1 + \frac{2|N - N_0|}{l_{\phi}} \right) \exp \left[ - \frac{2|N - N_0|}{l_{\phi}} \right], \quad (2.74)$$

where $N = [E/\Omega]$ labels the ‘photonic state’ and is equal to the number photons absorbed by the system, $l_{\phi}$ is the photonic localization length and $N_0 = -[n_0/2\Omega_0]$ labels the initial photonic state; here, $[x]$ denotes the integer part of $x$. By assuming that $F > F_{CH}$, equation (1.65), so that the classical motion is chaotic and the distribution in action $f(n, \tau)$ obeys, approximately, a Fokker-Planck equation,

$$\frac{\partial f}{\partial t} = \frac{1}{2} \frac{\partial}{\partial n} \left( D_{cl} \frac{\partial f}{\partial n} \right), \quad (\hbar = 1), \quad (2.75)$$

where $D_{cl}$ is the classical diffusion rate, Casati et al. (1988) used a simple heuristic approach to show that, for the hydrogen problem, an estimate for the photonic localization length, $l_{\phi}$, may be obtained by setting it equal to the constant diffusion coefficient of the classical Kepler map,

$$l_{\phi} \approx 3.33 \left( \frac{F_0}{n_0^2 \Omega_0^{5/3}} \right)^2. \quad (2.76)$$

For $l_{\phi} \ll N_I$, where $N_I = [n_0/2\Omega_0]$ is the number of photons needed for ionization from the initial state, the corresponding ionization rate is negligible so that homogeneous exponential localization is expected.

The decreasing tail in the distribution function, $\tilde{f}_N$ of equation(2.74), for increasing $N$ shows the ‘exponential photonic localization’ behaviour which can be expected for $l_{\phi} \ll N_I$. At higher field strengths, the localization length increases until, at $l_{\phi} \approx N_I$,
the distribution extends far enough for there to be appreciable transport of action to the continuum and occurs for scaled fields with,

\[ F_0 > F_D = \frac{\Omega_0^{7/6}}{\sqrt{6.6} \pi_0}, \]

where \( F_D \) is the 'delocalization border' (see Casati et al. 1988).

To account for the experimental cut-off, \( n_c \), Brivio et al. (1988) defined the ionization probability to be the total probability above the level \( n = n_c \) (see also Casati et al. 1990). An estimate for the 10% threshold field was then obtained by evaluating the integral \(^6\)

\[ \int_{R_c}^{\infty} dR \bar{f}_R = 0.1 \quad R_c = \frac{1}{2n_0^2 \Omega} \left( 1 - \frac{n_0^2}{n_c^2} \right), \]

where \( R = |N - N_0| \). It is this border that is often referred to as being the closest to the experimental threshold for 10% 'ionization' and was used to analyze the experimental results of Bayfield et al. (1989) and Galvez et al. (1988).

At this point, it should be noted that localization theory only describes some 'average' behaviour of the system when \( \Omega_0 > 2 \) and \( l_\phi \ll N_I \). It does not encompass the physics producing the experimentally observed resonances nor does it take into account the effect of the field envelope or the total interaction time: the final-state distribution is given with the field envelope at its maximum value. Nor has it yet treated the case of a static field superimposed with the microwave field so crucial to the quasi-one-dimensional experiments of Bayfield et al. (1989) where the good agreement obtained between theoretical predictions and experimental results was claimed to validate the theory of photonic localization. Perhaps more surprisingly, and also somewhat paradoxically for a theory used to understand the ionization process, the continuum, or more significantly the interaction time, does not feature in this theory.

That there is indeed a range of field strengths for which the quantal probabilities are localized but for which the classical system is chaotic is now accepted as theoretically correct. Furthermore, recent experimental results of Galvez et al. (1988) and Bayfield et al. (1989) confirm that for \( \Omega_0 > 2 \) the experimental ionization threshold is higher than that predicted by classical dynamics, although no detailed measurements of the excited-state population have yet been made so there is, as yet, no direct experimental evidence for quantal localization. However, the more precise predictions of Casati et al. (1988) regarding the underlying dynamics giving rise to the observed behaviour, namely the existence of the delocalization border, \( F_D \), equation (2.77), below which the quantal

\(^5\)Experimentally, 'ionization' often consists of true transport to the continuum plus excitation to final \( n \)-states above some cut-off \( n \)-value, \( n_c \), determined by static electric fields used in the apparatus for particle deflection and detection, see Koch (1990) for details.

\(^6\)An analytic estimate for the integral (2.78) is given by Chirikov (1989).
probability is exponentially localized and above which there is 'diffusive' ionization, are still a source of some controversy.

Leopold and Richards (1989) studied the response of a one-dimensional hydrogen atom to a high-frequency microwave field using the compensated energy representation, described in section 2.6.1 above. For weak fields they found exponential decay of the quantal probabilities, as predicted by Casati et al. (1988), but that the range of fields for which this behaviour occurred was not given by the condition \( F_0 < F_D \), equation (2.77). Instead, they conjectured that the existence of an approximate selection rule (see Richards et al. 1989a), which drastically reduces the density of states, was the main reason for disagreement between classical and quantal dynamics at high-frequencies; the relevant parameter was found to be the reduced action given by,

\[
\mathcal{A} = \frac{n_0 F_0}{\Omega_0^{5/3}}. \tag{2.79}
\]

For \( \mathcal{A} < 1 \) transitions between adjacent quasi-resonant states are classically forbidden and the theoretical quantal probabilities were found to be smaller than the classical. For \( \mathcal{A} > 1 \), it was found that the wave function was spread over many quasi-resonant states but that this was not a sufficient condition for classical dynamics to provide a good description of the motion, thus contradicting the prediction of Casati et al. (1988) that for \( F_0 > F_D \) the quantal and classical excitation processes will be similar.

A further study by Jensen et al. (1989b) found the quantal distributions to be very different to those predicted by localization theory. The authors developed an alternative theory which provided both an estimate of the width of the quantum distribution and a necessary condition for diffusive ionization. Again, the relevant parameter was found to be the reduced action \( \mathcal{A} \) of equation (2.79). For \( \mathcal{A} < 1 \), a two-level approach was used to show that each peak in the distribution is dominated by a single photon-state. As \( \mathcal{A} \) increases, the height of each succeeding photon peak increases and the two-level model breaks down; the narrow photon peaks are all strongly coupled and the quantum picture is well described by the few quasi-resonant states (see Richards et al. 1989a). For \( \mathcal{A} \gg 2 \), neither the two-level nor the truncated basis theories could be applied. Instead, Jensen and co-workers used the high density of coupled states to write down a set of master equations (see, for example, van Kampen 1981) to describe the transport of probability between the photon resonances, an approach which neglects all interference effects. These master equations were then approximated by a classical Fokker-Planck equation from which the authors concluded that the diffusive description is only valid when \( \mathcal{A} \gg 2 \). This gives a new criterion for the onset of quantal 'diffusive' ionization:

\[
F_0 > F_R \approx 2.4 \Omega_0^{5/3}/n_0. \tag{2.80}
\]
Thus, Jensen et al. (1989b) predict that dynamical photonic localization theory is only applicable for $F_R/F_D \approx 0.23N_f^{1/2} \gg 1$; that is when the number of photon peaks between the initial state and the continuum is large, $N_f \gg 19$. Thus, it would appear that localization theory is only valid at much larger quantum numbers than are accessible in current experiments.

Koch (1990) has made a very careful study of the Galvez et al. (1988) and the Bayfield et al. (1989) experimental data. For $n_c = 89$ localization theory roughly reproduces the mean behaviour of the experimental data of Galvez et al. (1988) but for $n_c = 175$ significantly overestimates the 10% ‘ionization’ threshold. Both $n$-cutoff values satisfy the Casati et al. (1990) criteria for the applicability of localization theory, $l_\phi \ll N_f$. The author concludes that the photonic localization theory does not quantitatively reproduce experimental data for all conditions so far investigated and that the distribution over final bound atomic states $n \gg n_0$ is not the one ‘borrowed’ from the kicked-rotator model, given by equation (2.74) above. These conclusions differ from those presented by Bayfield et al. (1989).

Whilst localization theory does not agree quantitatively with all experimental and numerical data, it should be recognized that its prediction of the quantal suppression effect, now verified by two independent experiments (Galvez et al. 1988 and Bayfield et al. 1989) and many calculations (see, for example, Casati et al. 1988, Leopold and Richards 1989 and Jensen et al. 1989b, Jensen et al. 1991), was crucial in drawing both experimental and theoretical attention to the region of high-scaled field frequencies. The elegant route along which Casati and co-workers developed the theory should be also be acknowledged. However, a clear implication is that the present version of photonic localization theory does not correctly describe transport to the final, bound $n$-levels that are far from the initial level, $n_0$.

In the next chapter we use the classical and quantal maps, derived above in sections 1.7 and 2.7 respectively, to study the classical and quantal motion of the Morse oscillator in the presence of a periodic, high-frequency, field. We provide further numerical evidence that localization theory, as described in this section, does not describe correctly the quantal evolution of this system.
Chapter 3

The Morse oscillator in a high-frequency field

3.1 Introduction

In this chapter we present results of numerical calculations carried out in the region of high field frequency, \( \Omega \gg \omega \). As a model for our discussion we consider the driven Morse oscillator, described by Hamiltonian (3.1) below.

The analytic properties of the Morse potential mean that its response to a high frequency periodic field is distinctly different to that of the one-dimensional Coulomb potential. In particular, we see that the Fourier components of the classical motion, see equation (3.7) below, and hence the critical field strength required for the onset of chaotic ionization, increase with increasing field frequency. This means that at very high frequencies, the system may ionize via the mean motion mechanisms discussed in chapter 1, section 1.6 above. By numerically integrating Hamilton's equations of motion, and by iterating the area-preserving map derived in section 1.7 above, we are able to delineate ranges of field frequency, for both suddenly and adiabatically switched fields, for which the classical system ionizes through regular orbits. In addition, by comparing ionization probabilities obtained by iterating both the classical and quantal maps we are able to delineate circumstances where the classical and quantal dynamics agree.

The remainder of this chapter is organized as follows. In section 3.2 we apply the classical theory, described in section 1.5 and 1.6 above, to the driven Morse oscillator. First, we use the resonance overlap condition, equation (1.65) on page 28 above, to obtain a theoretical expression for the critical field strength required for the onset of chaotic ionization. Next we consider the mean-motion dynamics and obtain expressions for the threshold fields required for the onset of both sudden and adiabatic mean-motion ionization. By comparing these threshold fields we are able to predict the boundaries of three different regions of field frequency for which the classical ionization mechanisms will be different.

In section 3.3 the numerical methods used to obtain the classical and ionization
probabilities presented in sections 3.5 to 3.7 are described. The classical probabilities are obtained either by numerical integration of Hamilton's equations or by iterating the classical area-preserving maps derived in section 1.7 above; in section 3.4 we discuss the accuracy of these classical maps. The quantal probabilities are obtained by iterating the quantal map described in section 2.7 above.

In sections 3.5 to 3.7 we compare the numerically calculated classical and quantal threshold fields and ionization probabilities with the theoretical values obtained in section 3.2 for each of the three ranges of field frequency delineated in section 3.2. Finally, in section 3.8 we present some conclusions.

3.2 Application to the Morse oscillator

In this section we obtain expressions for the critical field strengths required for classical ionization to take place by each of the mechanisms described in chapter 1 for the specific case of the periodically driven Morse oscillator for which the Hamiltonian corresponding to equation (1.27), see page 19, is given by,

$$H_m = \frac{1}{2\mu}p^2 + V_0(1 - \exp[-aq])^2 + \frac{F}{\mu\Omega}\lambda(t)\cos(\Omega t + \delta).$$

(3.1)

The separatrix energy, $V_0$, and the length scale or 'Morse parameter', $a$, can be related by introducing the variable $A_s = \sqrt{2\mu V_0}/a$, which is the action of the separatrix, that is the area under the separatrix divided by $2\pi$. The number of bound states the well can support is the integer part of $A_s/h$. We also introduce the following dimensionless variables; the scaled energy and field,

$$\epsilon = \frac{E}{V_0} = \frac{2\mu E}{a^2 A_s^2}, \quad \beta = \frac{F}{aV_0} = \frac{2\mu F}{a^3 A_s^2},$$

(3.2)

where for bound motion, $0 < \epsilon \leq 1$. In terms of these scaled variables, the angle-action variables, $(\theta, I)$, of the unperturbed system are,

$$I(\epsilon) = A_s(1 - \sqrt{1 - \epsilon}), \quad \exp[-aq(\theta)] = \frac{1 - \epsilon}{1 - \sqrt{\epsilon} \cos \theta},$$

(3.3)

and the unperturbed frequency is,

$$\omega(I) = \frac{\partial H_0}{\partial I} = \frac{a^2}{\mu}(A_s - I) = \frac{a^2 A_s}{\mu}\sqrt{1 - \epsilon}.$$  

(3.4)

Henceforth, it will be convenient to describe the initial state of the system using the initial scaled action and energy,

$$A_0 = I_0/A_s, \quad \epsilon_0 = A_0(2 - A_0),$$

(3.5)

respectively, where $I_0$ is the initial value of the action variable.
3.2.1 The resonance overlap condition

For a general one-dimensional system, the critical field strength, $F_{CH}$, for the onset of chaotic motion is given by equation (1.65) on page 28. In order to obtain an expression for $F_{CH}$ for the system under consideration here, we need to calculate the Fourier coefficients; from equation (1.56), page 25, these are,

$$V_k(I) = \frac{1}{2\pi \mu \Omega} \int_{-\pi}^{\pi} d\theta p(\theta, I)e^{ik\theta} = \frac{i\sqrt{\epsilon} \omega}{2\pi a \Omega} \int_{-\pi}^{\pi} d\theta \frac{\sin \theta \sin k\theta}{1 - \sqrt{\epsilon} \cos \theta},$$  \hspace{1cm} (3.6)

$$V_k(I_0) = \frac{i}{ak} \left( \frac{A_0}{2 - A_0} \right)^{k/2}.$$  \hspace{1cm} (3.7)

In terms of the scaled variables, equation (3.2), and on substituting equation (3.7) into the expression (1.65) we obtain the scaled critical field strength for the onset of chaotic motion in the periodically driven Morse oscillator:

$$\beta_{CH} = \frac{2\mu F_{CH}}{a^3 A_0^2} = \frac{(1 - A_0)^2}{8\pi} \left( \frac{2 - A_0}{A_0} \right)^{r/2}, \hspace{1cm} r = \frac{\mu \Omega}{A_s a^2 (1 - A_0)},$$  \hspace{1cm} (3.8)

$r$ being the ratio of the applied frequency to the unperturbed frequency. For field strengths, $\beta > \beta_{CH}$, we expect a significant proportion of the motion to be chaotic. However, the analytic properties of the Morse potential mean that the Fourier coefficients, $V_r$ of equation (3.7), decrease rapidly with increasing field frequency with a corresponding increase in the magnitude of $\beta_{CH}$, see the full curve of figure 3.1 on page 73: for sufficiently high frequency fields, this means that the classical system may ionize via the mean-motion mechanisms which were discussed in section 1.6 above.

3.2.2 Mean-motion

In section 1.6 above we considered two simple ionization mechanisms which are valid when the mean-motion Hamiltonian (1.68), see page 29, provides an accurate description of the dynamics, one which occurs for sudden field switches and the other for adiabatic switches. Here, we obtain analytic expressions for the critical field strengths required for the onset of both sudden and adiabatic mean motion ionization in the driven Morse oscillator. These enable us to predict the field frequencies at which ionization by the mean-motion mechanisms will predominate.

For the Morse potential, the mean-motion Hamiltonian, see equation (1.68), page 29, becomes

$$H = \frac{1}{2\mu} p_2^2 + V_0 \left( 1 - 2I_0(\alpha \alpha) \exp(-aq_2) + I_0(2\alpha \alpha) \exp(-2aq_2) \right),$$  \hspace{1cm} (3.9)

where $I_0(x)$ is a modified Bessel function of zero order, not to be confused with the initial action, and $\alpha = F' \lambda(t)/\mu \Omega^2$. 
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For the mean Hamiltonian (3.9), the action of the separatrix is,

\[ \bar{A}_s = \frac{\sqrt{2} \mu V_0}{a} \frac{I_0(aa)}{\sqrt{I_0(2aa)}} = \bar{A}_s \frac{I_0(aa)}{\sqrt{I_0(2aa)}}, \tag{3.10} \]

which is a decreasing function of \( \alpha \). Quantiately, this means that the number of bound states of the mean Hamiltonian, that is the integer part of \( \bar{A}_s / \hbar \), is also a decreasing function of \( \alpha \). The mean-motion angle-action variables \((\bar{\theta}, \bar{I})\) are,

\[ \bar{I}(\bar{\varepsilon}) = \bar{A}_s - \bar{A}_s \sqrt{1 - \bar{\varepsilon}}, \tag{3.11} \]

\[ \exp[-aq_2(\bar{\theta})] = \frac{1 - \bar{\varepsilon}}{I_0(\alpha \alpha) - \sqrt{I_0(\alpha \alpha)^2 - I_0(2\alpha \alpha)(1 - \bar{\varepsilon})} \cos \bar{\theta}, \tag{3.12} \]

where \( \bar{\varepsilon} = \bar{E}/V_0 \) is the scaled mean-motion energy with \( 0 < \bar{\varepsilon} \leq 1 \) for bound motion, and the mean-motion frequency is,

\[ \bar{\omega}(\bar{I}) = \frac{\partial \bar{H}}{\partial \bar{I}} = \frac{\alpha^2}{\mu} (\bar{A}_s - \bar{I}) = \frac{\alpha^2}{\mu} \bar{A}_s \sqrt{1 - \bar{\varepsilon}}. \tag{3.13} \]

Firstly, we consider a sudden field switch.

**Sudden field switch**

For suddenly switched fields, the condition for ionization to occur is given by equation (1.77), see page 31 above,

\[ - 2p_1 \frac{F}{\Omega} \cos \delta + \left( \frac{F}{\Omega} \right)^2 \cos^2 \delta = 2\mu (\bar{E}^S - E_d). \tag{3.14} \]

In terms of the variables defined in this section, the following expression for the value of \( p_1 \) at which the initial torus intersects the separatrix of \( \bar{H} \) is obtained:

\[ p_1 = a\bar{A}_s \left( \frac{\beta^2 \cos^2 \delta - 4r^2(1 - A_0)^4}{4\tau(1 - A_0)\beta \cos \delta} \right), \tag{3.15} \]

where \( \Omega = \bar{A}_s r a^2(1 - A_0) / \mu \) and \( F = a^3 \bar{A}_s^2 \beta / 2\mu \). In appendix B, equation (3.15) is used to calculate the ionization probability, \( P_{SUd} \), as a function of \( \beta \), \( A_0 \) and \( r \) averaged over the field phase, \( \delta \). However, by setting \( \delta = 0 \) and \( p_1 = \sqrt{2\mu E} = a\bar{A}_s \sqrt{A_0(2 - A_0)} \), an approximation to the critical field strength required for the onset ionization by the sudden mean-motion mechanism, that is the field strength at which \( q_1 = 0 \) is the value at which the initial torus intersects the separatrix of \( \bar{H} \), can be obtained

\[ \beta_{SUd} = \frac{2\tau(1 - A_0)^3}{1 + \sqrt{A_0(2 - A_0)}}, \tag{3.16} \]

which, for high frequencies, is considerably lower than fields needed for chaotic ionization. This can be seen in figure 3.1 on page 73 where we show the theoretical curves given by
\( \beta_{CH} \) and \( \beta_{SUD} \), equations (3.8) and (3.16) respectively, for \( A_0 = 0.5 \) and \( 1 \leq r \leq 12 \). This type of ionization occurs only because the field is switched on suddenly and the averaging approximation is valid. Similarly, an approximate threshold field for 50% ionization can be obtained by setting \( \delta = 0 \) and obtaining the value of \( \beta \) in equation (3.15), at which \( p_1 = 0 \) is the value at which the initial torus intersects the separatrix of \( H \). This is,

\[
\beta_{50} = 2r(1 - A_0)^2. \tag{3.17}
\]

**Adiabatic field switch**

When the field is switched on adiabatically, the action, \( \mathcal{I} \), equation (3.11), of the mean-motion Hamiltonian (3.9), is an approximate constant of the motion and therefore remains close to its initial value, \( I_0 \). The area under the separatrix, \( A(\alpha) \), of \( \mathcal{H} \), is

\[
A(\alpha) = 2\pi \bar{A}_s = 2\pi A_s \left( \frac{I_0(\alpha)}{\sqrt{I_0(2\alpha)}} \right), \quad \alpha = \frac{F\lambda(t)}{\mu\Omega^2}, \tag{3.18}
\]

which is a decreasing function of \( \alpha \); note that in equation (3.18), \( I_0(\alpha) \) is again a modified Bessel function of zero order. Thus, the critical value of the field strength for adiabatic ionization to occur is given by the value of \( \alpha \) at which the area under the separatrix becomes equal to the area under the initial phase curve,

\[
A_0 = \frac{I_0(\alpha_{AD})}{\sqrt{I_0(2\alpha_{AD})}}, \quad \beta_{AD} = 2ar^2(1 - A_0)^2\alpha_{AD}. \tag{3.19}
\]

For \( \alpha_{AD} > 1 \), that is \( A_0 < 0.8 \), this critical field strength is given to within 5% by

\[
\beta_{AD} = \frac{2r^2}{\pi A_0^4} (1 - A_0)^2 \left( 1 + \frac{3\pi}{32} A_0^4 \right)^4, \tag{3.20}
\]

on using the asymptotic form given by Abramowitz and Stegun (1965, equation 9.7.1).

For high frequencies, \( \beta_{AD} \) is considerably lower than the fields needed for chaotic ionization, \( \beta_{CH} \). This is shown in figure 3.2, see page 74, where the theoretical curves given by \( \beta_{CH} \) and \( \beta_{AD} \), equations (3.8) and (3.18) respectively, are depicted for \( A_0 = 0.5 \) and \( 1 \leq r \leq 12 \).

**3.2.3 Predicted behaviour**

By comparing the theoretical threshold fields obtained in sections 3.2.1 and 3.2.2, that is \( \beta_{CH} \), \( \beta_{SUD} \) and \( \beta_{AD} \) of equations (3.8), (3.16) and (3.20) respectively, we are able to make some predictions about the theoretical classical ionization process at different values of the field frequency. We consider two ways of switching the field on; suddenly and adiabatically.
For a suddenly switched field, we use the values for $\beta_{CH}$ and $\beta_{SUD}$, equations (3.8) and (3.16) respectively, to estimate the values of $\Omega$ at which we expect ionization to occur through chaotic orbits and through the mean-motion mechanism. In figure 3.1 the theoretical curves given by $\beta_{CH}$ (full curve) and $\beta_{SUD}$ (broken curve) for $A_0 = 0.5$ and $1 \leq r \leq 14$ are shown. For $\Omega \lesssim 12\omega$, $\beta_{CH} < \beta_{SUD}$ which suggests that classical ionization will occur predominantly through chaotic orbits: for $\Omega > 12\omega$, the onset of classical ionization is expected to occur through the mean-motion mechanism. Indeed, at $\Omega = 5\omega$, $\beta_{CH} \approx 0.1$ whereas $\beta_{SUD} \approx 0.67$; for $\Omega = 15\omega$, $\beta_{CH} \approx 7.89$ and $\beta_{SUD} \approx 2.01$. By comparing the expressions for $\beta_{CH}$ and $\beta_{SUD}$, given by equations (3.8) and (3.16) respectively, we see that as $A_0$ increases the value of $r$ at which $\beta_{CH} = \beta_{SUD}$ also increases.

For an adiabatic switch, we use the values for $\beta_{CH}$ and $\beta_{AD}$, equations (3.8) and (3.20) respectively, to delineate the values of the field frequency for which the onset of classical ionization will be due to a significant proportion of the orbits becoming chaotic and those for which the mean-motion mechanism will dominate. In figure 3.2 we show the theoretical curves given by $\beta_{CH}$ (full curve) and $\beta_{AD}$ (broken curve) for $A_0 = 0.5$ and $1 \leq r \leq 27$. For $\Omega \lesssim 24\omega$ the threshold field strength for chaotic motion, $\beta_{CH}$, is much less than that required for mean-motion ionization, $\beta_{AD}$. For example, when $\Omega = 15\omega$, $\beta_{AD} \approx 620$ and $\beta_{CH} \approx 8$. As $\Omega$ increases, $\beta_{CH}$ increases exponentially until, at $\Omega \simeq 25\omega$, $\beta_{AD} = \beta_{CH}$. For $\Omega > 25\omega$, we expect no chaotic ionization and, indeed, at $\Omega = 30\omega$, $\beta_{AD} \approx 2480$ compared with $\beta_{CH} \approx 14950$. By comparing the expressions for $\beta_{CH}$ and $\beta_{AD}$, given by equations (3.8) and (3.20) respectively, we see that as $A_0$ increases the value of $r$ at which $\beta_{CH} = \beta_{AD}$ also increases.

Figure 3.1 Graph showing the dependence of $\beta_{CH}$ (equation (3.8)), full curve, and $\beta_{SUD}$ (equation (3.16)), broken curve, with field frequency for $A_0 = 0.5$. 
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Thus, for field frequencies, $\omega < \Omega \leq 12\omega$, we expect all classical ionization to be due to chaotic trajectories for both sudden and adiabatic switches. In the frequency range, $12\omega < \Omega < 24\omega$, we expect all classical ionization to occur through chaotic orbits when the field switch is adiabatic but for suddenly switched fields we expect classical ionization to occur through both the chaotic and mean-motion mechanisms. For very high field frequencies, $\Omega > 24\omega$, we expect all classical ionization to occur through the sudden and adiabatic mean-motion mechanisms. With this in mind, we base our discussion of sections 3.5, 3.6 and 3.7 upon these three different regions of field frequency and in each region we consider the effect of using both sudden and adiabatic switches. In the next section we describe the numerical methods used to obtain the classical and quantal ionization probabilities.

3.3 Numerical methods

In this section, the numerical methods used to obtain the classical and quantal ionization probabilities presented in the following sections of this chapter are described. We restrict our discussion to the case $\mathcal{A}_0 = I_0/\mathcal{A}_s = 0.5$; for fixed frequency ratio, $r$, and scaled field, $\beta$, the classical results are independent of $\mathcal{A}_s$. Further results obtained by varying $\mathcal{A}_0$ show the classical behaviour of this case to be typical. We note that the parameters $V_0$, $a$ and $\mu$ may be varied by changing the value of $\mathcal{A}_s$. In all calculations and the remainder of this chapter we set $a - \mu = \hbar = 1$, so that the integer part of $\mathcal{A}_s$ is then the number of bound states of the quantal system.
3.3.1 Classical calculations

The classical results given in this chapter were obtained either by numerically integrating the equations of motion in the acceleration gauge or by iterating the classical maps described in section 1.7 above; the accuracy of the maps is discussed in section 3.4 below.

The classical ionization probabilities were calculated using the Monte-Carlo method as described by Leopold and Percival (1979). We have assumed that the system was initially on an unperturbed torus of the dipole gauge Hamiltonian, with action given by \( A_0 \), and that the initial value of the angle variable, \( \theta_0 \), was uniformly distributed in \((0, 2\pi)\), but we used a stratified sample of either 200 or 1000 orbits. Each orbit was integrated for a time, \( T_m \), or until the orbit satisfied the ionization conditions detailed below.

The oscillating field was switched on over \( M_a \) field periods or a time \( T_a = 2\pi M_a/\Omega \), and lasted for \( M_m \) field periods or a time \( T_m \). The field envelope function \( \lambda(t) \) was of the form,

\[
\lambda(t) = \begin{cases} 
0, & t \leq 0, \ t \geq T_m, \\
\sin^2 \frac{\pi t}{2T_a}, & 0 \leq t \leq T_a, \\
1, & T_a \leq t \leq T_m - T_a, \\
\sin^2 \frac{\pi}{2T_a}(T_m - t), & T_m - T_a \leq t \leq T_m,
\end{cases}
\] (3.21)

and we have assumed that all results are independent of the form of \( \lambda(t) \) for \( T_a \) sufficiently large. The value of \( T_m \) was chosen carefully; sufficiently large to allow time for any chaotic orbits to ionize, but small enough to keep computation time and numerical errors to a minimum. We consider two ways of switching the field on, suddenly (\( T_a = 0 \)) or adiabatically (\( T_a \gg 0 \)).

The main source of error is statistical, although this could be improved by integrating more orbits. If \( n_i \) orbits from a sample of \( N_s \) ionize, then there is a 66% chance that the ionization probability lies in the range

\[
P_i \pm \sqrt{P_i(1 - P_i)/N_s}, \quad P_i = n_i/N_s,
\] (3.22)

and a 95% chance of it lying in twice this width. For \( P_i \approx 0.5 \), the statistical uncertainty is about ±0.035 or ±7% when 200 orbits are used.

Numerical integration of Hamilton's equations

The numerical solution of the equations of motion was carried out using a seventh-order Runge-Kutta-Fehlberg method (see for example Ledermann 1981 page 326). Ionization was said to have occurred once \( q(t) > q_{\text{max}} \) and \( \epsilon > 1.0 \). The value chosen for \( q_{\text{max}} \) depended upon both the value of \( \Omega \) and the field switch-on time, \( T_a \). For field frequencies,
suggested a value of $q_{\text{max}} = 5$ should be used for all values of $T_a$, but for $\Omega > 20\omega$, these suggested that $q_{\text{max}} = 5$ for $T_a = 0$ and $q_{\text{max}} = 15$ for $T_a > 0$ should be used.

Iteration of the classical maps

The area-preserving classical map derived in section 1.7 above,

$$
E_{k+1} = E_k + \mathcal{F}(r, E_{k+1}) \cos \psi_k, \quad r = \Omega / \omega(E_{k+1}),
$$

(3.23)

$$
\psi_{k+1} = \psi_k + \frac{2\pi \Omega}{\omega(E_{k+1})} - \frac{d\mathcal{F}}{dE_{k+1}} \sin \psi_k,
$$

(3.24)

was iterated with

$$
\mathcal{F}(r, E) = \frac{\pi \beta A_s^2}{\Omega} \left( \frac{A_s - \sqrt{A_s^2 - 2rE}}{A_s - \sqrt{A_s^2 - 2\Omega E}} \right)^{r/2}, \quad r(E) = \frac{\Omega}{\sqrt{A_s^2 - 2\Omega E}},
$$

(3.25)

which agrees with the expression used by Graham and Höhnerbach (1990, 1991) in their derivation of the Morse map. For the mean-motion map, $\mathcal{F}(r, E)$ was replaced with its mean-motion counterpart, $\overline{\mathcal{F}}(r, E)$:

$$
\overline{\mathcal{F}}(r, E) = 2\pi \left[ \frac{2A_s I_1(\alpha)}{I_0(\alpha)} - \frac{I_1(2\alpha)}{I_0(2\alpha)} (\Omega + A_s) \right] \left[ \frac{A_s - \sqrt{A_s^2 - 2\Omega E}}{A_s - \sqrt{A_s^2 - 2rE}} \right]^{r(E)/2},
$$

(3.26)

where $r(E) = \Omega / \sqrt{A_s^2 - 2\Omega E}$ and $I_0(x)$ and $I_1(x)$ are modified Bessel functions of zero- and first-order respectively. Note that for small values of $\alpha$, $\overline{\mathcal{F}}(r, E)$ reduces to the expression (3.25) for $\mathcal{F}(r, E)$.

For both maps, the implicit equation (3.23) for $E_{k+1}$ was solved by supplying the initial estimate $E_{k+1} = E_k$ to the NAG routine C05AJF. The modified Bessel functions, $I_0(x)$ and $I_1(x)$ were calculated using the NAG routines S18AEF and S18AFF respectively. Ionization was said to have occurred once $E > A_s^2/2\Omega$. For the reasons given in chapter 1, we only consider the effect of a sudden switch when iterating the classical maps.

### 3.3.2 Quantal calculations

The quantal results were obtained using the map described in section 2.7 with

$$
\mathcal{F}(N) = \frac{\pi \beta A_s^2}{\Omega} \left[ \frac{A_s - \sqrt{A_s^2 - 2E(N)/\Omega}}{A_s + \sqrt{A_s^2 - 2E(N)/\Omega}} \right]^{\Omega/2\sqrt{A_s^2 - 2E(N)/\Omega}},
$$

(3.27)

$$
\simeq \frac{\pi \beta A_s}{r(1 - A_0)} \exp(-r(1 - A_0)), \quad 2E(N)\Omega \simeq A_s^2,
$$

with $\Omega = rA_s(1 - A_0)$ and

$$
E(0) = \frac{A_s A_0(2 - A_0)}{2r(1 - A_0)} \quad \text{and} \quad E(N) = E(0) + N\hbar.
$$

(3.28)
Notice that if \(2\mathcal{E}(N)\Omega \simeq A_2^2\), that is for states near the separatrix, then \(F(N)\) is practically independent of \(N\) and the map is then similar to the quantum Kepler map with \(F(N)\) replacing \(k\) (see Leopold and Richards 1990, equation 9) but with a different phase which, because the number of states is finite, remains bound in contradistinction to the quantum Kepler map.

The quantal operator, \(\hat{U}\) of equation (2.68), page 61, was constructed by solving the coupled differential equations (2.72), see page 62, using the NAG routine D02CAF. The iterates of the wave function were then obtained by finding the eigenvectors and values of \(\hat{U}\) using the NAG routines F02AKF and F04ADF respectively. As with the classical maps, we only consider the effect of a sudden switch when using the quantal map.

### 3.4 Accuracy of the classical map

In this section the ionization probabilities obtained by iterating the classical maps derived in section 1.7, one given by equations (3.23) and (3.24), the other based upon the approximate mean-motion Hamiltonian of equation (1.96), are compared with those obtained by exact numerical integration of Hamilton's equations. All numerical integration was carried out as described in section 3.3 above.

For field frequencies \(\Omega < 12\omega\), figure 3.1 suggests that all classical ionization takes place through chaotic orbits and that the mean-motion mechanism plays little or no part in the dynamics. Thus, it might be expected that probabilities obtained by iterating the classical maps should be in good agreement with those obtained by numerical integration. In table 3.1 we show probabilities at \(\Omega = 5\omega\) with varying field strength; all three probabilities agree remarkably well, even at high fields where \(P_i \simeq 0.9\). Other comparisons, see for instance figure 3.8, suggest that the map is accurate down to \(\Omega = 2\omega\).

<table>
<thead>
<tr>
<th>(\beta)</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.07</th>
<th>0.08</th>
<th>0.09</th>
<th>0.10</th>
<th>0.12</th>
<th>0.14</th>
<th>0.16</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_{\text{cl}}^i)</td>
<td>0.06</td>
<td>0.11</td>
<td>0.23</td>
<td>0.41</td>
<td>0.56</td>
<td>0.62</td>
<td>0.73</td>
<td>0.86</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>(P_{\text{map}}^i)</td>
<td>0.09</td>
<td>0.15</td>
<td>0.27</td>
<td>0.40</td>
<td>0.52</td>
<td>0.54</td>
<td>0.73</td>
<td>0.77</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td>(P_{\text{mn}}^i)</td>
<td>0.09</td>
<td>0.12</td>
<td>0.23</td>
<td>0.39</td>
<td>0.52</td>
<td>0.62</td>
<td>0.85</td>
<td>0.94</td>
<td>0.95</td>
<td>0.97</td>
</tr>
</tbody>
</table>

For field frequencies, \(\Omega > 12\omega\), figure 3.1 suggests that the mean motion Hamiltonian of equation (3.9) is the correct approximation. Table 3.2 shows similar results to table 3.1.
but at the higher frequency, $\Omega = 15\omega$. Here it can be seen that for $P_i < 0.3$ the mean-map is a far better approximation than the map based upon the unperturbed motion, but for $P_i > 0.5$ there is little difference between the two. Other comparisons, see for instance Table 3.2 Comparison of classical ionization probabilities obtained by integrating Hamilton's equations, $P_i^{cl}$, using the area-preserving map, $P_i^{map}$, and the mean-motion map, $P_i^{pmn}$, for $\Omega = 15\omega$, a sudden field switch and 2500 field oscillations. In each case, 200 orbits were used with $A_\alpha = 100$ and $A_0 = 0.5$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
<th>30.0</th>
<th>40.0</th>
<th>50.0</th>
<th>60.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_i^{cl}$</td>
<td>0.02</td>
<td>0.10</td>
<td>0.19</td>
<td>0.27</td>
<td>0.55</td>
<td>0.78</td>
<td>0.90</td>
<td>0.93</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>$P_i^{map}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.25</td>
<td>0.79</td>
<td>0.89</td>
<td>0.96</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>$P_i^{pmn}$</td>
<td>0.03</td>
<td>0.13</td>
<td>0.19</td>
<td>0.27</td>
<td>0.54</td>
<td>0.76</td>
<td>0.87</td>
<td>0.91</td>
<td>0.95</td>
<td>0.94</td>
</tr>
</tbody>
</table>

figure 3.13 on page 88, also show the mean map to be a far better approximation at higher field frequencies.

The agreement shown here between the ionization probabilities obtained by iterating the maps and numerically integrating Hamilton's equations is not unexpected; Casati et al. (1988) have shown that the classical Kepler map mimics the exact dynamics fairly accurately whilst Graham and Höhnerbach (1990, 1991) compare results obtained by iterating the classical Morse map for the same parameter values studied in exact classical calculations by Walker and Preston (1977) and find good quantitative agreement.

From these comparisons we conclude that the classical map mimics the exact dynamics remarkably well, but that at high field frequencies and weak fields it is necessary to use the mean motion Hamiltonian to define the unperturbed motion. This suggests that a quantal map based upon these classical maps should also be a good approximation to the exact quantal solution.

### 3.5 Classically chaotic region

For field frequencies, $\Omega < 12\omega$, all classical ionization takes place through chaotic orbits. Figure 3.3 shows the variation in $P_i$ with scaled field strength, $\beta$, when $\Omega = 5\omega$, for which $\beta_{CH} \simeq 0.097$, and various values of switch-time, $M_s$, and field phase, $\delta$: all ionization probabilities were calculated by exact numerical of the equations of motion as described in section 3.3 above. The similarities between the four curves suggest that the ionization probabilities, $P_i$, are almost independent of the field phase and not very sensitive to the field switch-on time. Additionally, the relatively low value of $\beta$ required for ionization
Figure 3.3 Graph showing the dependence of the classical ionization probability, $P_i$, with $\beta$ for varying field switch-on times and field phase for $\Omega = 5\omega$, $A_0 = 0.5$ and $A_s = 100$. The sudden switch, $M_a = 0$ with $M_m = 1500$, are shown by full circles ($\delta = 0$) and asterisks ($\delta = \pi/2$). The adiabatic switch, $M_a = 500$ with $M_m = 2500$, are shown by crosses ($\delta = 0$), and open circles ($\delta = \pi/2$). All ionization probabilities were obtained by numerical integration of Hamilton's equations.

compared with $\beta_{SUD} \approx 0.67$ means that all classical ionization takes place through chaotic orbits.

In figure 3.4 we compare various ionization probabilities, obtained by iterating the classical and quantal maps, as functions of $\beta$ for $\Omega = 5\omega$ and the long time of 1500 field periods. The quantum mechanical probabilities shown in figure 3.4 are complicated to describe as these now depend upon $A_s$. We see that for $A_s = 100$ the classical (crosses) and quantal (full curve) are quite different, with the quantal probabilities approaching the classical probabilities with increasing $A_s$. The reason for this is quite simple. The approximate number of quasi-resonant levels is $N_{QR} \approx A_s(1 - A_0)/2r$, so that for $A_s = 100$, $N_{QR} \approx 5$, and this is a very small number of states. As $N_{QR}$, that is $A_s$, increases we expect the quantal probabilities to approach the classical probabilities (which are independent of $A_s$ for fixed $A_0$).

There are two main differences between the classical and quantal probabilities shown in figure 3.4. First, we note that even at $A_s = 1500$ there are many oscillations in the quantal probabilities, though it is not known whether these are real or a consequence of using a map — for the quantum Kepler map, it has been shown (Leopold and Richards 1990) that similar oscillations are a property of the map and the mechanism producing these is also present in the Morse map. Second, the quantal probabilities are smaller than the classical probabilities: it is not immediately clear whether this is a real difference in the bound-state dynamics or due to the different manner in which ionisation is treated.
Figure 3.4 Graph showing the dependence of the ionization probability with $\beta$ for $\Omega = 5\omega$ and $A_o = 0.5$. Probabilities shown by the crosses were obtained from the classical map using 1000 orbits with $A_s = 100$; those shown by the full, dotted and broken curves from the quantal map with $A_s = 100, 500$ and 1500 respectively. A sudden switch was used with $M_m = 1500$.

in the classical and quantal systems. On doubling the quantal decay rates probabilities are obtained which differ insignificantly from those in figure 3.4, which suggests that the bound-state dynamics is responsible for the differences.

The results shown in figure 3.4, for $A_s = 500$ and 1500 ($N_{QR} = 25$ and 75 respectively) suggest that for long interaction times the classical limit is well beyond physically realistic values of $A_s$. In figure 3.5 we show quantal probabilities for $A_s = 3000$ ($N_{QR} = 150$) and $A_s = 5000$ ($N_{QR} = 250$). At these high values of $A_s$ there are fewer oscillations in the quantal probabilities and, for $A_s = 5000$, the agreement between classical and quantal probabilities is quite good. In particular, the local minimum observed in the classical probabilities at $\beta \approx 0.08$ is reproduced in both sets of quantal calculations. For $\beta \geq 0.12$, the quantal probabilities for $A_s = 5000$ lie systematically above the classical. This is due to the value of $-L$, equation (2.69), being too small which leads to an unphysical loss of probability, or ‘ionization’, from the bottom of the basis. This also accounts for the apparent agreement between the classical and quantal probabilities for $A_s = 3000$ in this region. These results suggest that the quantal map is correct in the classical limit, albeit for unphysically large values of $A_s$, and justifies the use of the semiclassical decay rates discussed in chapter 2, section 2.4.4 above.

In figure 3.6 we compare the classical and quantal bound-state populations in the case $\Omega = 5\omega, \beta = 0.08, A_s = 1500$ after 1500 field periods for which $P^{\text{map}}_i = 0.5$: superimposed on this is the classical ionization probability per iteration, given by-equation (1.93) on page 38, as a function of $N$, which is seen to be significant only for $N \geq 64$. There are two points to notice in this comparison. First, the overall agreement between classical
Figure 3.5 As for figure 3.4 with quantal probabilities for $A_\pi = 3000$ and 5000 shown by the full and dotted curves respectively. Probabilities shown by the crosses were obtained from the classical map using 1000 orbits.

Figure 3.6 Comparison of classical (full curve) and quantal (full circles) bound state populations for the case $\Omega = 5\omega, \beta = 0.08, A_0 = 0.5$ and $A_\pi = 1500$ for a sudden switch with $M_m = 1500$. The broken curve represents the classical ionization probability, $P_i^{cl}$ of equation (1.93). The classical probabilities were obtained from the map using 10000 orbits.
and quantal probabilities is quite good; the large plateau centred on \( N = 0 \) is due to the classical resonance island, though it is unclear why the quantal plateau should extend to larger values of \( N \). The lower edge of this island, at \( N \approx -10 \), marks the lower edge of both classical and quantal probabilities. Indeed we have found that the lower limit of the quantal basis can be estimated well by classical dynamics: as \( r \) passes through integer values, the value of \( L \), see equation (2.69), page 61, changes dramatically according as the resonance island is above or below the initial state. The probabilities for \( 10 < N < 50 \), that is the classically chaotic region, are in broad agreement, with the quantal results oscillating about the less structured classical probabilities. However, for \( N > 50 \) the quantal probabilities are generally significantly smaller and it is precisely from this region that direct-ionization occurs, as can be seen from the broken curve. This explains why the classical and quantal ionization probabilities differ in this model.

As the interaction time decreases, the field producing a given ionization probability increases so direct ionization occurs from a wider band of states. In figure 3.7 we show the equivalent of figure 3.4, but for only 100 field periods, and it is seen that at \( A_s = 100 \) there is good agreement between the classical and quantal probabilities, that the field producing 10% ionization is considerably larger and that the quantal probabilities have less structure.

![Figure 3.7](image_url)

**Figure 3.7** Graph showing the dependence of the ionization probability with \( \beta \) for \( \Omega = 5\omega \) and \( A_0 = 0.5 \). Probabilities shown by the crosses were obtained from the classical map using 1000 orbits with \( A_s = 100 \); those shown by the broken, dotted and full curves from the quantal map with \( A_s = 100, 500 \) and 1000 respectively. A sudden switch was used with \( M_m = 100 \).

Our numerical calculations show that the classical probabilities are insensitive to small variations in the applied frequency. The quantal probabilities of the map, however, show a fairly erratic dependence upon \( \Omega \): the reasons for this are given in Leopold and Richards (1990), and Casati et al. (1990) suggest that these fluctuations ought to be aver
aged over to obtain the correct result. The effect of such fluctuations is seen in figure 3.8 where we show the threshold fields required to produce 10% ionization as a function of $\tau = \Omega/\omega$. The classical results are shown by the crosses (numerical integration) and the broken curve (map); those threshold fields both follow the chaotic boundary, $\beta_{CH}$, of equation (3.8), but are always lower. The data shown in figures 3.1 and 3.2 suggests that in the frequency range $2\omega \leq \Omega \leq 8\omega$ classical ionization is dominated by chaotic dynamics. In fact, the corresponding values of $\beta_{SUD}$ range from 0.27 at $\Omega = 2\omega$ to 1.07 at $\Omega = 8\omega$, higher than any value needed for chaotic ionization.

The quantal threshold fields are quite different: they are close to the classical threshold fields for $\Omega < 3\omega$ but for larger frequencies they show very large fluctuations, which are not very surprising because the number of quasi resonant states is small; for instance at $\Omega = 6\omega$, $N_{QK} = 4$, so we should expect resonances and little resemblance to the classical behaviour. It is a matter for future calculations to determine whether or not these fluctuations are real or an artifact of the map: the work of Leopold and Richards (1990, 1991) suggests that more exact calculations will remove at least some of these fluctuations.

3.5.1 Localization

The localization theory of Casati et al. (1987b, 1988) has been used to obtain estimates of the field strengths required for the onset of quantal ionization (see also section 2.7.2 above). In this section we apply this theory to the periodically driven Morse oscill-
tor and compare the theoretical field strength for the onset of quantal ionization, $\beta_L$, equation (3.30) below, with those obtained by iterating the quantal map.

The estimate of the field strength required for the onset of quantal ionization is obtained (see Casati et al. 1987b, Casati et al. 1988) by setting the localization length, $l_\phi$, equal, approximately, to the classical diffusion constant, and then equating $l_\phi/2$ to $\max(N)$. For the driven Morse oscillator, $l_\phi$ is given by,

$$l_\phi \simeq \frac{1}{2} F(N)^2 \simeq \frac{\pi^2 \beta^2 A_s^2}{2r^2 (1 - A_0)^2} \exp[-2r(1 - A_0)], \quad (3.29)$$

see also Graham and Hohnerbach (1990, 1991): note that for the parameters of figure 3.6, $l_\phi \simeq (109\beta)^2$. On setting $l_\phi/2 = \max(N) = A_s(1 - A_0)/2r$, we obtain an approximate quantal ionization threshold, in the same spirit as Casati et al. (1987b, 1988),

$$\beta_L = \left(\frac{2r(1 - A_0)^3}{A_s}\right)^{1/2} \frac{\exp[r(1 - A_0)]}{\pi}, \quad \beta > \beta_{CH}. \quad (3.30)$$

In most cases we have considered the exponential distribution given by equation (2.74) on page 64, that is $P(N) = l_\phi^{-1} \exp(-2N/l_\phi)$, is a rather poor fit to that produced by the Morse-map, and deteriorates as the interaction time increases. Despite this poor fit, the localization threshold, $\beta_L$, sometimes agrees reasonably well with our numerical thresholds, $\beta_N$, and sometimes does not; for example at $A_0 = 0.5$, $\Omega = 5\omega$ if $A_s = 500$ then $\beta_L = 0.19$ and $\beta_N = 0.14$, but for $A_s = 100$, $\beta_L = 0.43$ and $\beta_N = 0.21$. This should be contrasted with the agreement obtained by Bayfield et al. (1989) for the hydrogen atom. Both of these comparisons are for short interaction times with $M_m = 100$ field periods: for longer times there is no agreement. We therefore conclude that the localization theory, as presented by Casati et al. (1987b, 1988) provides a poor description of the quantum dynamics in the high frequency regime.

### 3.6 Intermediate frequency region

At intermediate frequencies, $12\omega < \Omega < 20\omega$, the classical dynamics is more complicated. Here, ionization probabilities are more dependent upon the field switch on time and, for sudden switches, the field phase. When an adiabatic switch is used, all classical ionization is through chaotic orbits; for a sudden switch there is evidence, see figures 3.10 and 3.11, that ionization can occur through both chaotic and mean-motion mechanisms.

#### 3.6.1 Adiabatically switched fields

For an adiabatic switch, with $M_A = 500$ and $M_m = 3500$, the comparison between $\beta_{CH}$ and the numerically calculated classical threshold fields required for 10% and 50%
 ionization for $12\omega \leq \Omega < 18\omega$ and $\delta = 0$ is shown in figure 3.9. Again, there is good agreement between the numerical thresholds and $\beta_{CH}$, suggesting that chaotic ionization is prevalent in these cases, a view reinforced by considering the relevant values of $\beta_{AD}$, which range from 396 at $\Omega = 12\omega$ to 890 at $\Omega = 18\omega$.

3.6.2 Suddenly switched fields

For suddenly switched fields, with intermediate frequencies, some orbits ionize because their initial tori cross the mean-motion separatrix, whilst others become unstable and ionize chaotically. This behaviour is shown by the surface-of-section plot, figure 3.10. Here $\Omega = 15\omega$ and $\beta = 11.5$; we show one orbit, with $\theta_0 = 1.25\pi$, ionizing via separatrix-crossing whilst a second orbit, with $\theta_0 = 0.69\pi$ ionizes chaotically. The same behaviour, again at $\Omega = 15\omega$, is seen by examining the results shown in figure 3.11. The probabilities indicated by the crosses were obtained by integrating 200 orbits with 20 different values of $\theta_0$ and 10 different values of $\delta$, all chosen as described above. The full curve shows the theoretical ionization probability, $P_{SUD}$, as calculated in equation (B.6) of appendix B. For $\beta < \beta_{CH} \approx 8$, there is good agreement between the theoretical and numerically calculated probabilities which suggests that here there ought to be agreement between classical and quantal ionization probabilities. In this region the classical map of equation (3.23) and (3.24) underestimates the ionization probability, see table 3.2, but the map based on the mean-motion, equation (1.96), provides a more accurate description.

As $\beta$ increases, some classical chaotic ionisation occurs and hence, for a given $\beta$, the
Figure 3.10 Surface-of-section plot for $\Omega = 15\omega$, $A_0 = 0.5$, $A_s = 100$, $\beta = 11.5$ and a sudden switch with $\delta = 0$. The orbit with initial angle variable $\theta_0 = 1.25\pi$, shown by the crosses, ionizes through the mean-motion mechanism; that with $\theta_0 = 0.69\pi$, shown by the dots, ionizes chaotically.

Figure 3.11 Graph showing the dependence of the classical ionization probability with $\beta$ for $\Omega = 15\omega$, $A_0 = 0.5$ and $A_s = 100$ with various values of $M_a$, $M_m$ and $\delta$. The asterisks and open circles represent the ionization probabilities obtained using an adiabatic switch with $M_a = 500$ and $M_m = 3500$ for $\delta = 0$ and $\delta = \pi/2$ respectively. The crosses represent the ionization probabilities obtained using a sudden switch with $M_m = 2500$, averaged over the field phase. The full curve represents the theoretical probabilities, $P_{SUD}$, as calculated in appendix B.
computed ionization probability is higher than that given by the theoretical curve. In figure 3.11 we also show the computed classical ionization probabilities for an adiabatic switch of $M_a = 500$ with $\delta = 0$ and $\delta = \pi/2$: both require higher values of $\beta$ for 10% ionization than a suddenly switched field, because all classical ionization occurs through chaotic orbits when the field is adiabatically switched.

In this case we should not expect classical and quantal ionization probabilities to agree except when $A_a$ is huge, simply because the selection rule picking out the quasi-resonant states dramatically decreases the density of states. The classical dynamics does, however, suggest that the mean-motion Hamiltonian is the correct zero-order approximation to the dynamics and this ought to be taken into account in any approximate quantal description, especially as it leads to a reduction of the number of bound states.

### 3.7 Mean-motion region

At very high frequencies, $\Omega \geq 20\omega$, numerical calculations suggest that the mean-motion approximation provides a good description of the classical dynamics for both adiabatic and suddenly switched fields. This is slightly lower than the theoretical values shown by figure 3.2 which suggest that, for adiabatic switches with $20\omega \leq \Omega < 25\omega$, $\beta_{CH}$ is still significantly lower than $\beta_{AD}$. In figure 3.12 we show the variation in the classical ionization probability, $P_i$, with increasing $\beta$ for $\Omega = 30\omega$ and an adiabatic switch of $M_a = 3000$, $M_m = 7000$. Here, the theoretical threshold field is $\beta_{AD} = 2475$, whereas $\beta_{CH} = 14950$.

![Figure 3.12](image_url)

**Figure 3.12** Graph showing the variation of the classical ionization probability with $\beta$ for $\Omega = 30\omega$, $A_0 = 0.5$ and $A_a = 100$. An adiabatic switch was used with $M_a = 3000$, $M_m = 7000$ (crosses) and $M_a = 6000$, $M_m = 13000$ (full circles). In both cases the field phase, $\delta = 0$.

In theory, no classical ionization should take place for $\beta < \beta_{AD}$ and there should be 100% ionization for $\beta > \beta_{AD}$. The discrepancy between the actual and theoretical dynamical
behaviour is caused by switching the field on too quickly. In figure 3.12 we also show the classical ionization probabilities obtained for an adiabatic switch with $M_a = 6000$ and $M_m = 13000$ and these show better agreement with the theoretical behaviour. Whilst switching the field on over longer time intervals improves the agreement with theory, true adiabatic conditions are difficult to achieve as the period of the classical motion increases towards infinity with increasing field amplitude, leading to a breakdown of adiabatic invariance.

At high field frequencies, the classical map, equations (3.23) and (3.24), greatly overestimates the 10% ionization threshold, giving $\beta_{10} \simeq 37000$. This is because the map is gauge invariant so ionization due to the mean-motion mechanism is absent. In this frequency range, the map based upon the mean-motion Hamiltonian (1.96) is a far better approximation. This is seen in figure 3.13 where probabilities with a sudden switch, $\Omega = 30\omega$ and $M_m = 1000$ are shown, and it will be noticed that the field strengths needed to ionize the system are considerably smaller than for an adiabatic switch. Here, the crosses show the results obtained from the numerical integration of 200 orbits consisting of 20 values of $\theta_0$ and 10 values of $\delta$, chosen as before, and the asterisks show the results obtained using the mean-motion map; the full curve shows the theoretical probabilities, $P_{SUD}$, equation (B.6) of appendix B. Again, there is good agreement between the theoretical and the numerically calculated probabilities. In this limit the analysis of appendix C shows that the classical and quantal ionization probabilities are similar.

In the very high frequency region if $\Omega/\omega > A_s(1 - A_0)/2$ the quantal and classical

![Graph showing the variation of the classical ionization probability with $\beta$ for $\Omega = 30\omega$, $A_0 = 0.5$ and $A_s = 100$. A sudden switch, averaged over the field phase, was used with $M_m = 1000$. The crosses depict results obtained by numerically integrating Hamilton’s equations and the asterisks show results obtained by using the classical mean-motion map. The full curve shows the theoretical ionization probabilities, $P_{SUD}$, as calculated in appendix B.](image_url)
ionization mechanisms are fundamentally different, for the quantal description allows for
direct single-photon transitions into the continuum, a process not allowed in classical
dynamics. This mechanism is present in the quantal maps described in section 2.7, but
the distortion due to the mean-motion clearly becomes important so only the map based
on the mean-motion, equation (1.96), is accurate.

3.8 Conclusions

In this chapter we have studied the response of the Morse potential to a high frequency
field. The analytic properties of the Morse potential mean that, for sufficiently high
frequency fields, classical ionization can occur through regular orbits, in contradistinction
to the driven Coulomb potential.

We have compared ionization probabilities obtained by iterating the classical area
preserving map with those obtained by exact numerical integration and find that, for the
driven Morse potential, the map mimics the exact dynamics remarkably well. Further,
we have shown that the quantization of this map provides a very simple and efficient
method of obtaining approximate solutions to the time-dependent Schrödinger equation.

We have also compared ionization probabilities obtained by iterating the classical and
quantal maps. For the classical system we show that there are three possible ionization
mechanisms; chaotic ionization dominates for physically realistic fields and frequencies
and for this there is no quantal counterpart for the quantum numbers of current interest
as an approximate selection rule drastically reduces the density of states. We further show
that the localization theory proposed by Casati et al. (1987b, 1988) does not provide a
correct description of the quantal evolution of the driven Morse potential.

The two other classical ionization mechanisms, which become significant at high-
frequencies, do not involve chaotic orbits and have quantal analogues so classical and
quantal ionization probabilities are similar. For suddenly switched high frequency fields
ionization can occur simply by a momentum transfer due to a gauge change; in ap-
pendix C we show that classical and quantal probabilities for this mechanism are the
same, apart from interference effects.

For an adiabatically switched high-frequency field the classical system can ionize by a
process involving the adiabatic invariance of the mean motion which gradually 'squeezes'
the phase curve into the unbounded region of phase space. Similar dynamics effects the
quantal system, but in this case direct transitions into the continuum may be possible
from the eigenstates of the classical adiabatic Hamiltonian, and the squeezing now brings
these states nearer to the continuum into which they may decay more easily: the com-
bination of these two effects needs to be considered in detail, but it seems likely that
at these very high frequencies quantal ionization probabilities are larger than classical ionization probabilities.
Chapter 4

Low frequency behaviour I: the tunnelling regime

4.1 Introduction

We now concentrate on the regime of low field frequency; for excited states of the hydrogen atom in a 9.9 GHz microwave field, this means that the scaled frequency, \( \Omega_0 \leq 0.03 \). Due to the availability of experimental data for the microwave ionization of hydrogen (see section 4.5 below) this chapter concentrates exclusively on this particular system.

Quantally, the dynamics can be described by the equations of motion (2.52), page 53, derived in chapter 2 using a basis of adiabatic states (see also Richards 1987); for the purposes of this chapter it is convenient to recast these in the form given by Richards et al. (1989b),

\[
\frac{\text{d}a_n}{\text{d}t} = -\frac{E_n(f)}{\hbar \omega_{ad}(n_0)}a_n - n_0 F_0 \Omega_0 \cos(\Omega_0 t) \sum_{p \neq n} a_p \frac{M_{np}(f)}{\Delta E_{np}(f)} \exp \left[ i \int_0^t \Delta E_{np}(f) \right],
\]

where

\[\Delta E_{np} = (E_n(f) - E_p(f))(n_0 \hbar)^3/\mu e^2,\]
\[M_{np} = \langle n, f | x | p, f \rangle \mu e^2/(n_0 \hbar)^2,\]

with \( \Omega_0 \) and \( F_0 \) the scaled frequency and field strength respectively, \( \omega_{ad}(n_0) \) the classical orbital frequency and \( \tilde{t} = \mu e^2 t/\hbar n_0^3 \) the rescaled time. The classical motion is best described by the adiabatic Hamiltonian (1.40) given on page 22 of chapter 1, provided the ionization probability per field period is small.

In the scaled units used in equation (4.1), both \( M \) and \( \Delta E \) are of order unity, so it is clear that the most important parameters are the scaled frequency, \( \Omega_0 \), and the coupling strength, \( C_s = n_0 F_0 \Omega_0 \), which determines how many states are needed to describe the quantal motion adequately. By comparing the different theoretical models discussed in this chapter with experimental data, see section 4.7 below, we can determine the values
of $C_s$ for which the validity of each model holds: three different ionization mechanisms are found to predominate.

1. For small values of the coupling strength, $C_s < 0.12$, transitions between adiabatic states can be neglected. In this case the system can only ionize by tunnelling through the slowly moving barrier, formed by the interaction between the Coulomb potential and the oscillating field; this mechanism has no classical analogue.

2. For slightly larger values of the field strength, for which $0.12 < C_s < 0.16$, the potential barrier is lowered and classical 'over-the-barrier' escape can occur.

3. For $C_s > 0.16$ transitions between adiabatic states become important. In this case an atom, in an initial state with principle quantum number $n_0$, can be excited to a level $n > n_0$: ionization can then occur from level $n$ either by tunnelling through, or by classical escape over, the slowly moving barrier.

In this chapter we are interested in the first mentioned situation where $C_s$ and $\Omega_0$ are both small so that transitions between states can be neglected; in this case equation (4.1) reduces to,

$$\frac{d a_{n_0}}{d t} = -\frac{E_{n_0}(t)}{\hbar} a_{n_0},$$

(4.4)

where $n_0$ labels the initial state. We compare and contrast numerical results obtained using this model both with those obtained using other theoretical models and with experimental data.

The realization that a quantal particle could traverse a classically impenetrable static potential barrier arose early in the development of quantum mechanics. However, there has been continuing interest in, and some controversy over, quantum mechanical tunnelling (see, for instance, the reviews by Hauge and Støvne 1989, and Olkhovsky and Recami 1992). Questions which have been raised include the definition of tunnelling times and how a non-stationary barrier is traversed.

Several theories based on the original work of Keldysh (1965), and later Faisal (1973) and Reiss (1980), have addressed the tunnelling ionization of atoms in an oscillating electric field (see also Perelomov et al. 1968, Delone and Kračnov 1985, Ammosov et al. 1986). The so-called Keldysh-Faisal-Reiss (KFR) theory has been used to apply tunnelling interpretations to some intense-laser multiphoton ionization (LMPI) experiments, often with noble gas atoms and their ions (see, for example, Baldwin and Boreham 1981, Verget et al. 1987, Chin et al. 1988, Perry et al. 1988, Augst et al. 1989, Gibson et al. 1990, Xiong and Chin 1991, Augst et al. 1991). However, given that tunnelling rates increase exponentially with the field amplitude (see Landau and Lifshitz 1977, §77)
and that, according to Petite et al. (1987) and Gibson et al. (1990), the absolute determination of relevant peak intensities greater than $10^{12}$ W cm$^{-2}$ in focused laser beams is difficult even to within a factor of two. LMPI experiments have not provided sensitive tests of dynamic tunnelling theory. Indeed, Augst et al. (1989) even ascribed the term 'tunnelling ionization' to LMPI experiments that were analysed with a model based on classical over-the-barrier escape.

Recently, Sauer et al. (1992) have used data from the microwave ionization of excited hydrogen atoms to make direct comparisons between experiment and theory. Microwave technology facilitates precise determination of the field amplitude and pulse shape (see Sauer et al. 1991 and section 4.5 below), a major advantage over LMPI experiments. By comparing their experimental ionization probabilities with those obtained from theoretical calculations, the authors were able to distinguish between tunnelling ionization, classical escape over the slowly oscillating barrier and between one- and many-state dynamical processes. They found that formulae based on the KFR-theory, often used to model laser tunnelling ionization experiments, failed to describe their data, which were best reproduced by the new semiclassical model presented in section 4.3.2 below.

The objective of this chapter is to utilize approximate expressions for the complex part of the resonant energy, $\epsilon_n$, in order to evaluate the amplitudes, $a_n$, of equation (4.4), and hence obtain the probability of ionization due to tunnelling. We use as a model the three-dimensional hydrogen atom which enables us to draw comparisons both with available data obtained from microwave experiments (see Sauer et al. 1992) and other existing theories allowing us, for the first time, to give conditions where tunnelling theories are valid.

In section 4.2, we give a brief description of the Schrödinger equation for the unperturbed, three-dimensional hydrogen atom in parabolic coordinates. In section 4.3 the effect of a uniform static electric field on the unperturbed hydrogen atom is considered. We show how classical and quantal methods have been used to address the problem and provide a new semiclassical approximation for the ionization probability.

In section 4.4 the hydrogen atom in a slowly varying field is discussed. We show how the static tunnelling rates derived in section 4.3 can be used to obtain ionization probabilities in the presence of an oscillating field. We also provide a brief description of KFR and related theories.

In addition to models which involve tunneling, an adiabatic model is also considered in section 4.4. This model assumes transitions to adjacent states of the adiabatic basis followed by classical over-the-barrier escape and is complementary to tunnelling.

In section 4.5 the microwave experiment is described and in section 4.6 we give details of the numerical methods used to calculate the ionization probabilities which are
presented in section 4.7. Finally, in section 4.8, we present some conclusions.

4.2 The unperturbed hydrogen atom

The Schrödinger equation in cartesian coordinates \((x, y, z)\) for the unperturbed, three-dimensional hydrogen atom is,

\[
\left( -\frac{\hbar^2}{2\mu} \nabla^2 - \frac{e^2}{r} \right) \Psi = E\Psi,
\]

(4.5)

where \(\mu\) is the reduced mass, \(e\) the electron charge, \(\nabla^2 = \partial^2/\partial x^2 + \partial^2/\partial y^2 + \partial^2/\partial z^2\) is the Laplacian operator and where \(r^2 = x^2 + y^2 + z^2\). Owing to the \(O(4)\) symmetry of the fieldless hydrogen problem, equation (4.5) can be separated in many different coordinate systems: the solution of Schrödinger’s equation in terms of parabolic coordinates is particularly useful when investigating problems where there is an axial symmetry, as when a static electric field is present. Moreover, separability of the Schrödinger equation in parabolic coordinates is maintained when the atom is placed in a static electric field; this situation is addressed in the next section.

The parabolic coordinates, \((\xi, \eta, \phi)\), are connected with the cartesian coordinates, \((x, y, z)\), by the relations,

\[
\begin{align*}
\xi &= r + z, \\
\eta &= r - z, \\
\phi &= \tan^{-1}(y/x), \\
x &= \sqrt{\xi\eta}\cos\phi, \\
y &= \sqrt{\xi\eta}\sin\phi, \\
z &= \frac{1}{2}(\xi - \eta),
\end{align*}
\]

(4.6)

with \(r = \frac{1}{2}(\xi + \eta)\), and where \(0 \leq \phi < 2\pi\) with \(\xi\) and \(\eta\) defined on the semi-infinite interval \(0 \leq \xi, \eta < \infty\). In these coordinates the Laplacian operator is,

\[
\nabla^2 = \frac{4}{\xi + \eta} \left[ \frac{\partial}{\partial \xi} \left( \xi \frac{\partial}{\partial \xi} \right) + \frac{\partial}{\partial \eta} \left( \eta \frac{\partial}{\partial \eta} \right) \right] + \frac{1}{\xi\eta} \frac{\partial^2}{\partial \phi^2};
\]

(4.7)

and \(V = -e^2/r = -2e^2/(\xi + \eta)\). The Schrödinger equation (4.5) is then,

\[
-\frac{\hbar^2}{2\mu} \left\{ \frac{4}{\xi + \eta} \left[ \frac{\partial}{\partial \xi} \left( \xi \frac{\partial\Psi}{\partial \xi} \right) + \frac{\partial}{\partial \eta} \left( \eta \frac{\partial\Psi}{\partial \eta} \right) \right] + \frac{1}{\xi\eta} \frac{\partial^2\Psi}{\partial \phi^2} \right\} - \left( E + \frac{2e^2}{\xi + \eta} \right) \Psi = 0.
\]

(4.8)

In order to solve equation (4.8) a solution is sought in the form,

\[
\Psi(\xi, \eta, \phi) = \frac{X_1(\xi)X_2(\eta)}{\sqrt{\xi}\sqrt{\eta}} \exp(im\phi),
\]

(4.9)

where \(m\) is the magnetic quantum number. Substituting equation (4.9) into equation (4.8) and effecting the separation gives the following equations for \(X_1\) and \(X_2\),

\[
\frac{d^2X_1}{d\xi^2} + \left( \frac{\mu}{2\hbar^2} E + \frac{\mu e^2}{\hbar^2} \beta_1 - \frac{m^2 - 1}{4\xi^2} \right) X_1 = 0,
\]

(4.10)

\[
\frac{d^2X_2}{d\eta^2} + \left( \frac{\mu}{2\hbar^2} E + \frac{\mu e^2}{\hbar^2} \beta_2 - \frac{m^2 - 1}{4\eta^2} \right) X_2 = 0,
\]

(4.11)
where $\beta_1$ and $\beta_2$ are the separation constants related by the constraint,

$$\beta_1 + \beta_2 = 1. \quad (4.12)$$

It should be noted that both $\beta_1$ and $\beta_2$ are functions of the energy.

In order to proceed, we restrict attention to the discrete energy spectrum, $E < 0$, and introduce the dimensionless quantities,

$$n = \frac{e^2}{\hbar} \sqrt{\frac{\mu}{2E}}, \quad \rho_1 = \frac{\mu e^2}{\hbar^2} \xi, \quad \rho_2 = \frac{\mu e^2}{\hbar^2} \eta. \quad (4.13)$$

In terms of these variables, equations (4.10) and (4.11) can be re-written in the form,

$$\frac{d^2 \chi_i}{d\rho_i^2} + \left( -\frac{1}{4} + \frac{1}{\rho_i} \left( \frac{|m| + 1}{2} + n_i \right) + \frac{1 - m^2}{4\rho_i^2} \right) \chi_i = 0, \quad (i = 1, 2), \quad (4.14)$$

where,

$$n_1 = -\frac{1}{2}(|m| + 1) + n\beta_1, \quad n_2 = -\frac{1}{2}(|m| + 1) + n\beta_2. \quad (4.15)$$

Examination of equation (4.14) shows that the functions, $\chi_i$, behave as $\exp(-\rho_i/2)$ for $\rho_i \gg 1$ and as $\rho_i^{(|m|+1)/2}$ for $\rho_i \ll 1$, so solutions are sought of the form,

$$\chi_i(\rho_i) = \exp(-\rho_i/2)\rho_i^{(|m|+1)/2}W_i(\rho_i), \quad (4.16)$$

where the functions $W_i(\rho_i)$ are the regular solutions of the equation,

$$\rho_i \frac{d^2 W_i}{d\rho_i^2} + (|m| + 1 - \rho_i) \frac{dW_i}{d\rho_i} + n_i W_i = 0, \quad (4.17)$$

which may be recognized as the equation for the confluent hypergeometric function (see Abramowitz and Stegun 1965, chapter 13); the solutions which are finite at the origin are,

$$W_i = M(-n_i, |m| + 1, \rho_i), \quad (4.18)$$

where $n_i$ must be a non-negative integer. Thus, each stationary state of the discrete spectrum is determined in parabolic coordinates by three integers: the parabolic quantum numbers, $n_1$ and $n_2$, and the magnetic quantum number $m$. For a principal quantum number, $n$, we have,

$$n = n_1 + n_2 + |m| + 1. \quad (4.19)$$

The wave function $\Psi_{n_1n_2m}$ of the discrete spectrum is then of the form,

$$\Psi_{n_1n_2m} = A_{n_1n_2m} f_{n_1m}(\mu e^2 \xi / \hbar^2) f_{n_2m}(\mu e^2 \eta / \hbar^2) \exp(\im \phi), \quad (4.20)$$

where $A_{n_1n_2m}$ is the normalization constant and the functions $f_{n_1m}$ and $f_{n_2m}$ are defined by,

$$f_{pm}(\rho) = M(-p, |m| + 1, \rho) \exp(-\rho/2)\rho^{(|m|+1)/2}, \quad (p = n_1, n_2). \quad (4.21)$$

In the next section we discuss the modifications to the unperturbed hydrogen atom, described by equation (4.5), in the presence of a static electric field.
4.3 The hydrogen atom in a static electric field: the Stark effect

The Schrödinger equation for a hydrogen atom in a uniform electric field $F$ parallel to the $z$-axis is,

$$
\left(-\frac{\hbar^2}{2\mu} \nabla^2 - \frac{e^2}{r} + Fz\right) \Psi = E \Psi,
$$

(4.22)

where $F$ is the field strength.

As mentioned in the previous section, equation (4.22) is also separable in parabolic coordinates, defined by equation (4.6) above. Effecting the separation with the product ansatz (4.9) gives the following equations for $\chi_1$ and $\chi_2$:

$$
\frac{d^2\chi_1}{d\xi^2} + \left(\frac{\mu E}{2\hbar^2} + \frac{\mu e^2}{\hbar^2} \xi_1 - \frac{m^2 - 1}{4\xi^2} - \frac{\mu F}{4\hbar^2} \right) \chi_1 = 0,
$$

(4.23)

$$
\frac{d^2\chi_2}{d\eta^2} + \left(\frac{\mu E}{2\hbar^2} + \frac{\mu e^2}{\hbar^2} \xi_2 - \frac{m^2 - 1}{4\eta^2} + \frac{\mu F}{4\hbar^2} \right) \chi_2 = 0.
$$

(4.24)

where $\beta_1$ and $\beta_2$ are again related by constraint (4.12). These equations describe the properties of the hydrogen atom in the presence of a static electric field $F$: equation (4.23) is the radial Schrödinger equation for bound motion in a $\xi$ potential, shown schematically for $m^2 > 1$ in figure 4.1, page 101; equation (4.24) represents the motion in an $\eta$-potential which diverges to $-\infty$ as $\eta \to \infty$, see figure 4.2, page 101.

It is important to realize that the potential, $V = -e^2/r + Fz$, possesses a barrier whose height and width depend upon the external electric field. Classically, the presence of the electric field has little effect on the dynamics, merely reducing the ionization threshold; ionization occurs when the energy of the electron exceeds the barrier maximum. Quantally, the problem is rather more subtle. In the field free case with $E < 0$, both the $\xi$- and $\eta$-potentials support bound states. However, in the presence of an electric field, whilst the $\xi$-potential still supports bound states, the energy spectrum of the $\eta$-motion is continuous; the electron tunnels through the potential barrier leaving the atom ionized. One way of representing this effect is to introduce a phenomenological decay rate into equation (4.22); the wave function, $\Psi$, then represents a resonant state. Such states can be characterized by a resonant energy and a width; as the resonant energy increases so does the corresponding width, with the result that the initially narrow resonance becomes wider as the classical saddle is approached. The energy, $E(n, F)$, of the resonant state corresponding to a bound level, $n$, of the unperturbed system is then complex and is written,

$$
E(n, F) = E_R(n, F) - i \frac{\Gamma_R(n, F)}{2}, \quad \Gamma_R \geq 0,
$$

(4.25)
where the real values $E_R$ and $\Gamma_R$ correspond to the position and width of the resonant state respectively. On relating $\Gamma_R$ to the phenomenological decay term, $E_n$, of equation (4.4), $\Gamma_R(n, F) = 2E_n(F)$, we see that the static field ionization probability, $P_{it}^{st}(n, F)$, of an initial level, $n$, is

$$P_{it}^{st}(n, F) = 1 - |a_n|^2 = 1 - \exp\left[\Gamma_R(n, F)t/\hbar\right], \quad a_{n_0} = 1. \quad (4.26)$$

When calculating the Stark energy, $E$, equations (4.23) and (4.24) are treated as one-dimensional Schrödinger equations with discrete bound states. One approach is to numerically integrate equations (4.23) and (4.24) and then use constraint (4.12) to obtain the energy $E$ as a function of the field strength, $F$ (see, for instance, Damburg and Kolosov 1983). In practice, this treatment is quite elaborate due to the particular properties of the differential equation (4.24). The subsequent calculations are thus numerically too intensive for the application we have in mind here where the principle quantum number is large, $n \geq 20$. In addition, quantal perturbation theory, semiclassical approaches and classical methods have all been employed and we proceed by describing each of these three methods in turn.

### 4.3.1 Quantal perturbation theory

The Stark effect furnished the first example for the application of quantal perturbation theory, carried out by Schrödinger (1926) who obtained the formula for the linear Stark energy levels,

$$E = -\frac{\mu e^4}{2\hbar^2 n^2} + \frac{3}{2} \frac{Fn^2}{\mu e^2} n(n_1 - n_2), \quad (4.27)$$

already known from the calculations of Schwarzschild (1916) and Epstein (1916) based on the old quantum theory. Since then, several authors have studied the series expansion for the Stark levels, the first two terms of which are given by equation (4.27). The derivation of higher order terms is non trivial and the continuous energy spectrum of the $\eta$-motion means that any perturbative approach will produce a series which is merely an asymptotic expansion: after a certain point in the series, which becomes later as the perturbation is reduced in magnitude, the terms increase rather than decrease and the series does not converge.

To overcome some of these difficulties, Damburg and Kolosov (1983) found it convenient to use a modified procedure. Using the transformation $(\xi, \eta) \rightarrow (\rho_1, \rho_2)$ defined by equation (4.13) and seeking solutions for $\chi_1$ and $\chi_2$ of the form given in equation (4.16), the authors were able to cast equation (4.17) in the form,

$$\rho_i \frac{d^2 W_i}{d \rho_i^2} + ((m| + 1 - \rho_i) \frac{d W_i}{d \rho_i} + \left(\lambda_i - \frac{1}{2} (|m| + 1)\right) W_i = (-1)^{i+1}(\rho_i^2/4\hbar^2) W_i, \quad (i = 1, 2), (4.28)$$
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where,

\[ R = \frac{\mu e^4}{n^3 \hbar^2 F}, \quad \lambda_i = n \beta_i. \]

The energy is then obtained from the separation constants,

\[ E = -\frac{\mu e^4}{2\hbar^2} (\lambda_1 + \lambda_2)^{-2}. \]

For \( F \) sufficiently small, \( R \) is a large parameter and a solution of equation (4.28) is sought in the form of a power series expansion in \( R^{-1} \),

\[ W_i = \sum_{l=0}^{\infty} W_i^{(l)} R^{-l}, \quad \lambda_i = \sum_{l=0}^{\infty} \lambda_i^{(l)} R^{-l}. \]

Thus Damburg and Kolosov (1983) obtain a series in \( F \) for the Stark energy: to fifth order in \( F_0 \) this is,

\[ E_0^{DK} = -\frac{1}{2} + \frac{3F_0}{2n} (n_1 - n_2) - \frac{F_0^2}{16n^2} \left\{ 17n^2 - 3(n_1 - n_2)^2 - 9m^2 + 19 \right\} + \frac{3F_0^3}{32n^3} (n_1 - n_2) \left\{ 23n^2 - (n_1 - n_2)^2 + 11m^2 + 39 \right\} - \frac{F_0^4}{1024n^4} (5487n^4 + 35182n^2 - 1134m^2(n_1 - n_2)^2 \right\} + \frac{1806n^2(n_1 - n_2)^2 - 3402m^2n^2 + 147(n_1 - n_2)^4 - 549m^4 + 5754(n_1 - n_2)^2 - 8622m^2 + 16211 \right\} + \frac{3F_0^5}{1024n^5} (n_1 - n_2) \left\{ 10563n^4 + 90708n^2 + 220m^2(n_1 - n_2)^2 \right\} + 98n^2(n_1 - n_2)^2 + 772n^2m^2 - 21(n_1 - n_2)^4 + 725m^4 + 780(n_1 - n_2)^2 + 830m^2 + 59293 \right\} + O(F_0^6), \]

where \( E_0 = (n\hbar)^2 E/\mu e^4 \) is the scaled energy and \( F_0 \) is the scaled field strength.

Asymptotic formula for the resonance width

Standard perturbation theory only gives an expression for the real part of the energy eigenvalue. In order to obtain an expression for the imaginary part, Damburg and Kolosov (1983) used a uniform asymptotic approach, as described in appendix D, using the Airy equation (see Abramowitz and Stegun 1965, chapter 10) as the comparison equation. In this way, the authors obtained an asymptotic formula for \( \Gamma_R \):

\[ \Gamma_R = \frac{(4R)^{2n_2+m+1} \exp(-2R/3)}{n^3 n_2! (n_2 + m)!} \times \left( 1 - \frac{F_0}{4n} \left( 34n_2^2 + 34n_2m + 46n_2 + 7m^2 + 23m + \frac{53}{3} \right) + O(F_0^2) \right), \]

where

\[ R = \frac{n(-2E_0^{DK})^{3/2}}{F_0}. \]

For ground state hydrogen \((n = 1, n_1 = n_2 = m = 0)\), the first term of equation (4.33) reduces to the form given by Landau and Lifshitz (1977, §77).
Semiempirical formula for the resonance width

By analysing their numerical results and re-writing the multiplier \(1 - \alpha F_0 + O(F_0^2)\) of equation (4.33) as \(\exp(-\alpha F_0)\), Damburg and Kolosov (1983) obtained the following semiempirical formula for \(\Gamma_R\),

\[
\Gamma_R^{DK} = \frac{(4R)^{2n_2+m+1}}{n^2n_2!(n_2+m)!} \times \exp \left[ -\frac{2}{3} R - \frac{F_0}{4n} \left( 34n^2_2 + 34n_2m + 46n_2 + 23m + \frac{53}{3} \right) \right].
\]

In section 4.7 we compare numerically calculated ionization probabilities, \(P_i^{DK}(n_0,F_0)\), obtained using the Damburg and Kolosov (DK) formula (4.35) both with those obtained experimentally and those obtained numerically using the semiclassical model which we now derive.

4.3.2 A uniform semiclassical approach

The starting point for our semiclassical approach is the Hamiltonian,

\[
H = \frac{1}{2\mu} p^2 - \frac{e^2}{r} + zF. \tag{4.36}
\]

As before, the equations of motion associated with equation (4.36) are separable in parabolic coordinates defined in equation (4.6) above. Effecting the separation, we obtain the equations,

\[
\frac{1}{2\mu} p_{\xi}^2 + \left( \frac{I_\phi^2}{8\mu^2} - \frac{e^2}{2\xi} + \frac{F}{8} \right) = \frac{E}{4}, \tag{4.37}
\]

\[
\frac{1}{2\mu} p_\eta^2 + \left( \frac{I_\phi^2}{8\mu^2} - \frac{e^2}{2\eta} - \frac{F}{8} \right) = \frac{E}{4}, \tag{4.38}
\]

where \(I_\phi\) is a constant equal to the action of the \(\phi\)-motion, and where, as before, \(\beta_1\) and \(\beta_2\) are related by constraint (4.12). Replacing \(p_{\xi}\) and \(p_\eta\) with their quantal operator equivalents and carrying out the quantization of \(I_\phi\) in the standard way,

\[
I_\phi = \hbar h,
\]

we obtain the following Schrödinger equations,

\[
\frac{d^2\chi_1}{d\xi^2} + \left( \frac{\mu E}{2\hbar^2} + \frac{\mu e^2}{\hbar^2} - \frac{m^2}{4\xi^2} - \frac{\mu F}{4\hbar^2} \right) \chi_1 = 0, \tag{4.40}
\]

\[
\frac{d^2\chi_2}{d\eta^2} + \left( \frac{\mu E}{2\hbar^2} + \frac{\mu e^2}{\hbar^2} - \frac{m^2}{4\eta^2} + \frac{\mu F}{4\hbar^2} \right) \chi_2 = 0. \tag{4.41}
\]

It should be noted that with this method we do not retrieve exactly equations (4.23) and (4.24); the \(m^2 - 1\) term has been replaced by \(m^2\). This apparent anomaly was
explained by Langer (1937) who noted that application of standard WKB formulae to radial Schrödinger equations, such as equations (4.23) and (4.24) above, yields a solution which becomes infinite at the origin and so is not the desired wave function. However, by making the substitution, \( r = e^s \), \( \psi = e^{s/2}u(x) \), where \( r \) and \( \psi \) represent the radial coordinate and wave function respectively, Langer noted that a Schrödinger equation is obtained to which WKB methods are directly applicable. By Langer-transforming the basic equations (4.23) and (4.24), Gallas et al. (1982) obtained precisely equations (4.40) and (4.41); note that the main effect of the Langer transformation is to replace the \( m^2 - 1 \) term by \( m^2 \). Thus, equations (4.40) and (4.41) are the correct equations to use for the semiclassical approximation.

Equations (4.40) and (4.41) are Schrödinger equations for motion in the potentials,

\[
V_\xi(\xi) = -\frac{e^2\beta_1}{2\xi} + \frac{m^2\hbar^2}{8\mu\xi^2} + \frac{F}{8\xi}, \tag{4.42}
\]

\[
V_\eta(\eta) = -\frac{e^2\beta_2}{2\eta} + \frac{m^2\hbar^2}{8\mu\eta^2} - \frac{F}{8\eta}. \tag{4.43}
\]

Schematic views of the potentials for \( m^2 > 0 \) are given in figures 4.1 and 4.2. The negative parts of the \( \xi \)- and \( \eta \)-axes have no physical meaning but are of considerable help in the mathematical formulation. As shown in figure 4.1, the motion along the \( \xi \)-coordinate is confined for all values of the field strength: classically the particle is bound to oscillate between the turning points \( 0 < \xi_2 < \xi_1 \) and quantization of the motion can be carried out in the standard way,

\[
I_\xi = \frac{\sqrt{2\mu}}{\hbar} \int_{\xi_2}^{\xi_1} d\xi \sqrt{E/4 - V_\xi(\xi)} = (n_1 + 1/2)\pi. \tag{4.44}
\]

The motion in the \( \eta \)-coordinate, shown in figure 4.2, is much more complicated and the source of all difficulties in studying the Stark effect. For physically meaningful energies, that is those lower than the classical saddle energy, the classical motion near the nucleus is bounded between \( 0 < \eta_1 < \eta_2 \) whilst quantally the electron may tunnel through the barrier. Since it is necessary to explicitly include the barrier, uniform methods are needed.

We need the wave functions at energies below the saddle energy, \( E^S = 4V_\eta^{max} \), so there are three real turning points, \( \eta_1(E) < \eta_2(E) < \eta_3(E) \), see figure 4.2. In appendix D we describe the general idea of using the comparison equation method to obtain a uniform approximation to the solution of the one-dimensional Schrödinger equation. For the system under consideration here, there are two nearby turning points, \( \eta_2(E) \) and \( \eta_3(E) \) of figure 4.2, which coalesce as the energy, \( E \), of the system approaches \( E^S \). It is necessary to include these two turning points explicitly in the comparison equation. In this case,
Figure 4.1 Potential, $V_\xi$, for the $\xi$-motion defined by equation (4.42).

Figure 4.2 Potential, $V_\eta$, for the $\eta$-motion defined by equation (4.43).
an appropriate comparison function is,

$$Q_0(\sigma) = -A + \sigma^2/4,$$  \hfill (4.45)

where $A$ is positive for energies below the barrier top and negative for energies above the barrier. The comparison equation can then be written in the form,

$$\frac{d^2\phi}{dz^2} + (z^2/4 - a)\phi = 0, \quad A = \hbar a,$$  \hfill (4.46)

the solutions of which may be expressed in terms of parabolic cylinder functions, $\phi = W(a, \pm z)$ (see Abramowitz and Stegun 1965, equation (19.1.3)).

Here, we are only interested in systems with $E < E_S$; in this case, there are two close turning points, $\eta_2 < \eta_3$, and it is convenient to define $A$ so that $\sigma(\eta_2) = -2\sqrt{A}$ and $\sigma(\eta_3) = 2\sqrt{A}$ with,

$$A(E) = \frac{1}{\pi} \int_{\eta_2}^{\eta_3} d\eta \sqrt{-Q_\eta(\eta)}, \quad Q_\eta(\eta) = 2\mu \{E/4 - V_\eta(\eta)\}. \quad (4.47)$$

The wave function is then given by,

$$\chi_2(\eta, E) = \left(\frac{\sigma^2/4 - A}{Q_\eta(\eta)}\right)^{1/4} \{\alpha W(a, z) + \beta W(a, -z)\}, \quad (4.48)$$

where we have written $z = \sigma(\eta)/\sqrt{\hbar}$, $a = A(E)/\hbar$ and where $\sigma(\eta)$ is given by equation (D.11),

$$\frac{\sigma}{4}\sqrt{\sigma^2 - 4A} - A \ln \left(\frac{\sigma + \sqrt{\sigma^2 - 4A}}{2\sqrt{|A|}}\right) = \int_{\eta_2}^{\eta_3} d\eta' \sqrt{Q_{\eta'}(\eta')}, \quad \sigma > 0, \quad (4.49)$$

$$\frac{s}{4}\sqrt{s^2 - 4A} - A \ln \left(\frac{s + \sqrt{s^2 - 4A}}{2\sqrt{|A|}}\right) = \int_{\eta}^{\eta_2} d\eta' \sqrt{Q_{\eta'}(\eta')}, \quad s > 0, \quad (4.50)$$

where $s = -\sigma$.

In order to proceed further, we need to impose appropriate boundary conditions. We assume that the wave function is delta-function normalized in energy, $\langle E'|E\rangle = \delta(E - E')$, and that it has the asymptotic form, see Landau and Lifshitz (1977),

$$\chi_2(\eta, E) \to \left(\frac{2\mu}{\pi \hbar \eta}\right)^{1/2} \sin \left(\frac{1}{\hbar} \int_{m(E)}^{\eta} d\eta' \sqrt{Q_{\eta'}(\eta')} + \delta(E)\right), \quad (4.51)$$

where the phase shift, $\delta(E)$, determines the behaviour of the wave function.

At the left-hand turning point, $\eta = \eta_1(E)$, we can again use uniform methods, this time with the Airy equation (see Abramowitz and Stegun 1965, chapter 10) as the comparison equation, to obtain the following approximation to the wave function in the inner region, $\eta_1(E) \ll \eta \ll \eta_2(E)$,

$$\chi_2(\eta, E) \approx \gamma \left(\frac{\hbar}{Q_{\eta}(\eta)}\right)^{1/4} \cos \left(\frac{1}{\hbar} \int_{\eta_1(E)}^{\eta} d\eta' \sqrt{Q_{\eta'}(\eta')} - \frac{\pi}{4}\right), \quad (4.52)$$
where $\gamma$ is a constant to be determined.

Matching the asymptotic form of the solution, equation (4.48), to the small-$\eta$ solution, equation (4.52), gives the following relations between $\alpha$, $\beta$, and $\gamma$,

$$\gamma_1 \sin \alpha_1 = \frac{\alpha}{k(a)^{1/2}}, \quad \gamma_1 \cos \alpha_1 = \beta k(a)^{1/2}, \quad \gamma_1 = \gamma,$$

with the phase $\alpha_1(E)$ given by,

$$\alpha_1(E) = I_\eta + \frac{1}{2} \phi(a),$$

where, by analogy with equation (4.44) for the $\xi$-motion, we have written

$$I_\eta = \frac{\sqrt{2\mu}}{h} \int_{\eta_1}^{\eta} \mathrm{d}\eta \sqrt{E/4 - V_{\eta}(\eta)},$$

and where the functions $\Phi$ and $k$ are,

$$\Phi(x) = x(1 - \ln |x|) + \arg \Gamma(1/2 + ix),$$
$$k(x) = 1/\{\sqrt{1 + \exp(2\pi x) + \exp \pi x}\}.$$

The function $\Phi(x)$ is odd, positive for $x > 0$, and has a single maximum of $\Phi \approx 0.15$ at $x = 0.18$. In appendix E we give expressions to be used in the numerical evaluation of $\Phi(x)$ and also evaluate $I_\eta$ in terms of complete elliptic integrals.

Matching the solution (4.48) to the asymptotic form (4.51) for $\eta \gg \eta_3$ gives,

$$\delta(E) = \frac{\pi}{4} + \frac{1}{2} \Phi(a) + \alpha_2(E),$$

where,

$$\gamma_2 \sin \alpha_2 = \alpha \sqrt{k}, \quad \gamma_2 \cos \alpha_2 = \beta / \sqrt{k}, \quad \gamma_2 = \left(\frac{2\mu}{\pi^2 \hbar^3}\right)^{1/4}.$$

On using equations (4.53), (4.58) and (4.59) we obtain the following expression for the phase shift:

$$k(E)^2 = \tan(\delta(E) - \pi/4 - \Phi(a)/2) \cot \alpha_1(E),$$

with $\alpha_1(E)$ given by equation (4.54).

**Energy levels and resonance widths**

Various definitions of resonant energies and widths exist, all of which yield numerically similar results for narrow resonances. Damburg and Kolosov (1983) and Gallas et al. (1982) use the Breit Wigner parametrization of the asymptotic phase shift, $\delta(E)$, (see also Landau and Lifshitz 1977 §145) to determine the resonance parameters $E_R$ and
\( \Gamma_R \). Here, we follow Richards (1987) and employ the maxima of the time-delay function (see also Connor and Smith 1981),

\[
\tau = 2\hbar \frac{d\delta}{dE}. \tag{4.61}
\]

The real part, \( E_R \), of the resonant energy are those energies at which the time-delay has local maxima; the corresponding resonance widths are then defined by,

\[
\Gamma_R = 2E_R = \frac{4\hbar}{\tau(E_R)}. \tag{4.62}
\]

On using equation (4.60) we find that the time delay is given by,

\[
\tau(E) = \hbar \frac{d\Phi(E)}{dE} + 2\hbar \frac{k^2 \alpha' + kk' \sin 2\alpha}{\cos^2 \alpha + k^4 \sin^4 \alpha}. \tag{4.63}
\]

For all levels below the barrier top, \( \alpha_1(E) \) and its derivative are well-behaved functions of \( E \): for states well below \( E^S \), the tunnelling integral, \( A \) of equation (4.47), is large so that \( k \), equation (4.57) is small. Therefore, in this region the local maxima of \( \tau \) are at the roots of \( \alpha_1(E) = (n_2 + 1/2)\pi \), that is,

\[
I_\eta + \frac{1}{2} \Phi(a) = (n_2 + 1/2)\pi. \tag{4.64}
\]

The resonant energy is then found by solving equations (4.64) and (4.44) subject to constraint (4.12). The resonance width, \( \Gamma^SC \), is then, on using equation (4.63),

\[
\Gamma^SC_R = 2E_R = 4 \left( \frac{2}{k^2} \frac{d\alpha_1}{dE} + \frac{d\Phi}{dE} \right)^{-1}, \quad E = E_R, \tag{4.65}
\]

\( E_R \) being the complex part of the energy.

In appendix E we show how to express the action integrals \( I_\eta, I_\xi \), the tunnelling integral, \( A \), and the resonance widths, \( \Gamma_R \), in terms of complete elliptic integrals.

**Numerical considerations**

Numerical calculation of the energy levels and resonance widths, whilst straightforward in principle, is far from trivial. Firstly we have to solve equations (4.44) and (4.64) to obtain values for the energy levels, \( E \), and one of the separation constants, say \( \beta_1 \). Herein lies the problem: the integral, \( I_\eta \) of equation (4.64), is only defined for energies \( E < E^S \) and standard two dimensional root finding techniques invariably attempt to evaluate \( I_\eta \) for \( E > E^S \), particularly for substates with energies lying just below the classical saddle energy, \( E^S \). Whilst it is possible to extend the definition of \( I_\eta \) to energies \( E > E^S \) (see Callac et al. 1982 for details) our chief interest here is in states lying below

\(^1\)Note that the second separation constant, \( \beta_2 \), is then obtained using constraint (4.12).
the classical saddle. To this end we need an estimate, for each substate, of the critical field strength required to give \( E \approx E^S \) and for this we use the classical critical field, \( F^\text{cl} \); the method used for calculating \( F^\text{cl} \) is given in the next section. Further details of our numerical approach for obtaining semiclassical approximations to the energy levels and resonance widths are given in section 4.6 below.

4.3.3 The classical critical field

Banks and Leopold (1978a, 1978b) used an exact classical treatment based on the assumption of adiabatic invariance of the actions to find explicit expressions for the critical ionization energy, \( E^\text{cl} \), and critical field, \( F^\text{cl} \), and to calculate Stark shifts for all values of the electric field up to \( F^\text{cl} \). In their treatment of this problem, the authors separate the classical Hamiltonian (4.36) using a method similar in spirit to that described in section 4.3.2 above to obtain equations (4.37) and (4.38). Classically, the total energy, \( E^\text{cl} \), must lie in the range,

\[
4 \max(V_{\xi \text{min}}, V_{\eta \text{min}}) \leq E^\text{cl} \leq 4 V_{\text{max}} \leq 0, \tag{4.66}
\]

where \( V_{\xi} \) and \( V_{\eta} \) are given by equations (4.42) and (4.43) respectively. For any value of \( E^\text{cl} = 4 V_{\xi} = 4 V_{\eta} \) in this region the equations \( E^\text{cl} = 4 V_{\xi} \) and \( E^\text{cl} = 4 V_{\eta} \) each have three real roots, \( \xi_1, \xi_2, \xi_3 \) and \( \eta_1, \eta_2, \eta_3 \) respectively (see also figures 4.1 and 4.2, page 101). The classical critical ionization energy is defined by \( E^\text{cl} = 4 V_{\eta \text{max}} \) which implies \( \eta_2 = \eta_3 \). The energy \( E^\text{cl} \) and the separation constants \( \beta_1, \beta_2 \), are related implicitly to the actions \( I_{\xi}, I_{\eta} \) and \( I_{\phi} \) and the electric field \( F \). By imposing the condition \( \eta_2 = \eta_3 \) in exact classical calculations relating \( I_{\xi} \) and \( I_{\eta} \) to \( E, \beta_1, \beta_2, F, I_{\phi} \) and the six real roots, Banks and Leopold obtain expressions for the classical critical field, \( F^\text{cl} \), and critical energy, \( E^\text{cl} \), in terms of the functions, \( \Phi_c(u, v) \) and \( E_c(u, v) \), which are scale invariant forms of the electric field and the energy respectively. These functions are dimensionless and independent of the total action, \( I = I_{\xi} + I_{\eta} + I_{\phi} \), but dependent on the dimensionless ratios \( u = I_{\eta}/I \) and \( v = I_{\phi}/I \). The critical field and critical energy are then written,

\[
F^\text{cl} = \frac{\mu^2 e^5}{I^4} \Phi_c(u, v), \quad E^\text{cl} = -\frac{\mu^2 e^4}{2 I^2} E_c(u, v). \tag{4.67}
\]

The authors are then able to obtain values of \( F^\text{cl} \) and \( E^\text{cl} \) and of Stark shifts by using a polynomial fit to the functions \( \Phi_c(u, v) \) and \( E_c(u, v) \). Their results are in very good agreement with quantal calculations of Stark shifts for strong fields obtained using the quantal asymptotic method of Damburg and Kolosov (1983) described in section 4.3.1 above.

\(^2\)Banks and Leopold (1978a, 1978b) use the coordinates \( \xi = (r + z)/2, \eta = (r - z)/2.\)
4.4 The hydrogen atom in a slowly varying electric field

We may begin to explore the tunnelling ionization probability in the presence of a slowly oscillating field by integrating the static tunnelling rate for each substate, $\Gamma_R^{DK}$ of equation (4.35) or $\Gamma_R^{SC}$ of equation (4.65), over one oscillation of the external field to obtain a fractional loss of population per field period,

$$W(n) = \frac{1}{2\Omega_0 \hbar} \int_0^{2\pi} d\tau \Gamma_R(n, F_0 \sin \tau),$$

(4.68)

where we have written $\tau = \Omega_0 \tilde{\tau}$, $n = (n, n_1, m)$ denotes the substate and where we allow for the oscillatory nature of the field by writing $F = F_0 \sin \tau$. After $N$ field oscillations, the ionization probability for each substate is,

$$P_i(n, F_0) = 1 - \exp[-NW(n)].$$

(4.69)

The total ionization probability, $P_t(n, F_0)$ is then obtained by averaging equation (4.69) over the microcanonical distribution:

$$P_t(n, F_0) = \frac{1}{n_0^2} \sum_{n=1-n}^{n-1} \sum_{n_1=0}^{n-|m|-1} P_i(n, F_0).$$

(4.70)

In section 4.7 we compare ionization probabilities obtained using the semiclassical approximation, $P_i^{SC}$, and the Damburg and Kolosov (1983) formula, $P_i^{DK}$, with experimental ionization probabilities, $P_i^{exp}$. We also consider two other approximations: the adiabatic method, described in section 4.4.3, and the Keldysh-Faisal-Reiss theory described next.

4.4.1 Keldysh-Faisal-Reiss theory

A quantal theory often used to describe intense laser multiphoton ionization (LMPI) and above-threshold ionization (ATI) data is based on a theory due to Keldysh (1965). The Keldysh theory was the first attempt to describe ionization by an oscillating field for a range of frequencies from the tunnelling limit ($\gamma \ll 1$) to the multiphoton ionization (MPI) limit ($\gamma \gg 1$) where the 'Keldysh parameter', $\gamma$, is the ratio of the tunnelling time to the external field period, for the hydrogen atom this is,

$$\gamma = \frac{\Omega}{\Omega_0 F} = \frac{\Omega_0}{F_0},$$

(4.71)

where $n_0$ is the initial state and where $\Omega_0$ and $F_0$ are the scaled frequency and field strength respectively. The double inequalities are consistent with Keldysh's original presentation although one finds in the LMPI literature $\gamma < 1$ (rather than $\gamma \ll 1$) being called the 'tunnelling regime' (see, for instance, Augst et al. 1989).
Since then, the Keldysh theory has been modified by several authors, most notably Faisal (1973) and Reiss (1980) and is now known as the ‘Keldysh-Faisal-Reiss’ (KFR) theory.

In essence, the KFR theory assumes that a single matrix element connects the initial atomic bound state \(|\Psi_0\rangle\) to an unbound (dressed) state, \(|\Psi_f\rangle\). The final state \(|\Psi_f\rangle\) is assumed to be the Volkov state which is the exact solution of the Schrödinger equation for an unbound electron moving with momentum, \(\mathbf{p}\), in a time-varying electric field with no other potential present;

\[
\Psi_f(r, p, t) = \langle r|\Psi_f\rangle = C \exp \left[ \frac{i}{\hbar} \left( \mathbf{p} \cdot \mathbf{r} - \int_0^t dt' \frac{p^2}{2\mu} + H_A(t') \right) \right], \quad (4.72)
\]

where \(C\) is a normalization constant and \(H_A\) is the interaction Hamiltonian,

\[
H_A(t) = -\frac{e}{\mu c} \mathbf{p} \cdot \mathbf{A}(t) + \frac{e^2}{2\mu c^2} A(t)^2, \quad (4.73)
\]

with \(\mathbf{A}\) the vector potential of the electric field, \(F(t) = (e/c)\frac{\partial \mathbf{A}}{\partial t}\). Quantal first-order perturbation theory gives the ionization probability at time, \(t\), as,

\[
P_i^{KFR}(t) = \left| \frac{1}{\hbar} \int_0^t dt' \langle \Psi_f|H_A|\Psi_0\rangle \right|^2, \quad (4.74)
\]

which can be written,

\[
P_i^{KFR}(t) = \left| \frac{1}{\hbar} \int_0^t dt' \exp \left( \frac{i}{\hbar} \int_0^{t'} dt'' \left( \frac{p^2}{2\mu} + H_A(t'') \right) \right) \langle \mathbf{p}|H_A(t')|\Psi_0\rangle \right|^2, \quad (4.75)
\]

where \(\langle \mathbf{r}|\mathbf{p}\rangle = \exp(i\mathbf{p} \cdot \mathbf{r}/\hbar)\). In the KFR theory, the initial state is chosen to be a single bound state, \(|\Psi_0\rangle = \exp[iE_0 t/\hbar]|0\rangle\), where \(E_0\) is the energy of the eigenstate, \(|0\rangle\). Note that the use of first-order perturbation theory assumes that coupling to intermediate states can be neglected and hence only the initial and final states appear in the formulation. Therefore, KFR-theory cannot provide a correct description of the quantal motion when other bound states play a significant role in the dynamics.

### 4.4.2 Ammosov-Delone-Kraǐnov theory

As mentioned in the previous section, one important approximation made by the KFR theory is to assume that the final state wave function is the Volkov state, equation (4.72), thereby neglecting the long-range effect of the Coulomb potential on the ionized electron. Consequently, for the hydrogen atom in a low frequency field, \(P_i^{KFR}\), equation (4.75), does not reduce to the correct formula for the probability of static field ionization (see Landau and Lifshitz 1977, §77) in the limit \(\Omega \to 0\). Perelomov et al. (1968) corrected this by using a final state wave function which does include the effect of the Coulomb
interaction on the ionized electron. However, analytic expressions for the tunnelling ionization probability in an alternating field were only obtained for a few specific states of the hydrogen atom. By starting from the expression obtained by Perelomov et al. (1966) for the ionization probability for states of the hydrogen atom, Ammosov et al. (1986) derived an expression for the probability of ionization due to tunnelling for arbitrary states of complex atoms and atomic ions. For a particular substate of the hydrogen atom the Ammosov-Delone-Kraǐnov (ADK) tunnelling ionization probability is,

$$P_i^{ADK}(n, F_0) = \frac{e^4}{\hbar^3 n^3} \left( \frac{3}{\pi^3} \right)^{1/2} \frac{(2l + 1)(l + |m|)!}{(|m|)!(l - |m|)!} \left( \frac{n - l}{n + l} \right)^{l+1/2} \times (n^2 - l^2)^{-n} \left( \frac{4n}{F_0} \right)^{2n-|m|-3/2} \exp \left[ -2n \left( \frac{1}{3F_0} - 1 \right) \right], \quad (4.76)$$

where $n = (n, l, m)$ denotes the substate and $F_0$ is the scaled field strength. Note that the result given by Ammosov et al. (1986) contains misprints and errors; equation (4.76) is our corrected version which agrees with the result obtained for hydrogen atoms by Delone and Kraǐnov (1985, equation 9.24). The total ionization probability for a given initial principle quantum number, $n_0$, and scaled field strength, $F_0$, can be obtained by summing equation (4.76) over all the substates of the microcanonical distribution, that is,

$$P_i^{ADK}(n_0, F_0) = \frac{1}{n^2} \sum_{i=0}^{n-1} \sum_{m=-l}^{l} P_i^{ADK}(n, F_0). \quad (4.77)$$

### 4.4.3 An adiabatic model

By way of contrast with the models described thus far, all of which involve tunnelling through the slowly moving barrier, we also consider an adiabatic model for which the ionization process consists of a rapid transition from an initial level, $n_0$, to the level $n_0 + 1$, followed by classical over-the-barrier escape.

For a static electric field, the classical system ionizes if the field strength, $F$, is greater than the classical critical field, $F_c$, given by equation (4.67) in section 4.3.3 above. Now consider an oscillating field. In the very low frequency limit, we assume that the field is oscillating sufficiently slowly for it to be considered simply as a static field which changes sign; this allows us to apply results from static field theory. Now, from equations (4.37) and (4.38), page 99, we see that changing the direction of the static field, $F \rightarrow -F$, simply interchanges the $\xi$- and $\eta$-motions: this means that a field, $F$, has the same effect on the parabolic substate, $n = (n_1, n_2, m)$, as a field, $-F$, on the substate, $n = (n_2, n_1, -m)$. Thus we can assume that the adiabatic critical field of an atom in a
substate \( n = (n_1, n_2, m) \) is equal to,
\[
F_c^{\text{adia}}(n) = \frac{\mu_0 e^6}{(\hbar n)^4} \min\{\Phi_c(u_2, v), \Phi_c(u_1, -v)\} \quad \text{where} \quad u_1 = \frac{n_1}{n}, \quad u_2 = \frac{n_2}{n}, \quad v = \frac{m}{n} \tag{4.78}
\]
and \( n = n_1 + n_2 + |m| + 1 \) is the principle quantum number. As mentioned in section 4.3.3 above, the scale invariant form of the electric field, \( \Phi_c(u, v) \), is dimensionless and independent of \( n \), depending only upon the dimensionless ratios, \( u = n_2/n \) and \( v = m/n \). Thus, \( F_c^{\text{adia}}(n) \) depends only upon the principle quantum number, \( n \), through the \( n^{-4} \) term in the prefactor and so decreases rapidly with increasing \( n \).

Provided the interaction time extends over many field oscillations, the classical system will ionize for \( F > F_c^{\text{adia}} \). By considering a microcanonical ensemble of initial conditions, we obtain the adiabatic ionization probabilities denoted by the full curve in figure 4.3, where, for comparison we also show the static field ionization curve, \( P_i^{\text{st}} \); note that because the adiabatic and the static field ionization probabilities are both calculated classically, they depend only upon the scaled field, \( F_0 \), and not upon \( n_0 \) and \( F \) separately. The two curves shown in figure 4.3 are quite different with \( P_i^{\text{st}} \) lying below the full curve throughout the range of \( F_0 \) shown. Indeed, the adiabatic probability is unity for \( F_0 \geq 0.2 \) whereas \( P_i^{\text{st}} < 1.0 \) for \( F_0 \leq 0.38 \); this is because, for a given parabolic substate, \( n = (n_1, n_2, m) \), \( F_c^{\text{adia}}(n) \leq F_c^{\text{st}}(n) \). Indeed, if we consider the extremal Stark state, \( n = (0, n - 1, 0) \), we find that \( n^4 F_c^{\text{adia}}(n) \approx 0.38 \) whereas \( n^4 F_c^{\text{adia}}(n) \approx 0.13 \).

As the coupling strength increases, \( C_s \geq 0.12 \), transitions between adiabatic basis states become important and a simple classical model of the atom can no longer be applied. Instead, we assume a crude model for the ionization process, consisting of a rapid transition from an initial level, \( n_0 \), to the level, \( n_0 + 1 \), followed by classical over-the-barrier escape. Further, we assume that this ionization mechanism can be approximated by classical dynamics. It then follows that the ionization probability, \( P_i^{\text{adia}} \), can be obtained from the full curve of figure 4.3 simply by rescaling the field, \( F_0 \rightarrow \left( \frac{n_0}{n_0+1} \right)^4 F_0 \).

In section 4.7 we compare the ionization probabilities obtained numerically using \( P_i^{\text{ADK}}, P_i^{\text{SC}} \) and \( P_i^{\text{DK}} \) with those given by the adiabatic model, \( P_i^{\text{adia}} \), and those obtained experimentally, \( P_i^{\text{exp}} \). In the next section the experimental method is described.

4.5 The experiment

For completeness we now describe the method used to obtain the experimental data shown, for example, by the solid line of figure 4.4. All experiments were carried out by Professor Koch's group at the State University of New York, Stony Brook.

The experimental apparatus has been described previously by Richards et al. (1989b) and Koch et al. (1989). Briefly, H⁺-Xe electron-transfer collisions produce a 17 keV beam
of neutral hydrogen atoms. A fraction of about $10^{-5}$ is in a particular parabolic state with initial quantum number, $n_0 = 7$ from which $^{12}$C$^{16}$O$_2$ laser double-resonance excitation takes place to an extremal parabolic state in an $n_0$-manifold between 24 and 32. After excitation to this substate the beam passes through a weak electric field which has no effect on $n_0$ but does 'scramble' the substates. Previous work using static field ionization as a diagnostic tool just before the microwave cavity has shown that the atomic substate distribution entering the cavity corresponds classically to a microcanonical ensemble of initial orbits with fixed initial principle action, see van Leeuwen et al. (1985). The initial phase of the microwave field is averaged over by the experiment.

The 4.96 cm long, 5.32 cm diameter cylindrical microwave cavity resonates CW in the TM$_{020}$ mode at 9.908 GHz. The 0.63 cm thick end caps have 0.26 cm diameter holes on axis to pass the 0.09 cm diameter beam. The field distribution is calculated numerically after Halbach and Holsinger (1976). In the atom's rest frame, the pulse, $\lambda(t)$, is turned on and off in 22 cycles (0.05 to 0.95), and remains constant ($>0.95$) for 250 cycles.

In this experiment, ionization means true ionization plus excitation to bound states above an apparatus-determined cut-off $n$-value, $n_c$ (see, for instance Richards et al. 1989b, Koch et al. 1989, Koch et al. 1992). Experimental insensitivity to variations of $n_c$ values in the range $75 \leq n_c \leq 90$ (in other words, far above $n_0$) along with calculations, justifies the assumption that true ionization completely dominates for the low frequencies of interest here.

The most important aspect of this experiment is that the frequency of the microwave cavity, $\Omega_c$, is fixed and the scaled frequency, $\Omega_0$, is changed only by varying the initial
principle quantum number, \( n_0 \); the relation between the two frequencies is,

\[
\Omega_0 = \Omega_c/\omega_{at}(n_0) = (\Omega_c/\text{GHz})(0.00533757n_0)^3, \quad \omega_{at}(n) = \mu e^4/(\hbar n)^3. \quad (4.79)
\]

Thus, the scaled frequency can only be sampled at discrete values.

All experimental data presented in section 4.7 below have the same relative 5% absolute amplitude uncertainty but the relative amplitude uncertainty between data for different values of \( n_0 \) is even smaller.

4.6 Numerical methods

In this section the methods used to obtain the numerical results presented in section 4.7 below are described. In all calculations and for the remainder of this chapter we use atomic units so that \( \mu = c = \hbar = 1 \).

The DK-formula and semiclassical ionization probabilities were obtained by evaluating expressions (4.70) and (4.69) using \( \Gamma_R = \Gamma_R^{DK} \), equation (4.35), and \( \Gamma_R = \Gamma_R^{SC} \), equation (4.65), respectively. For each substate of the microcanonical ensemble, denoted by the quantum numbers \( (n,n_1,m) \), we first calculated the classical critical field, \( F_c^{cl} \). For those states with \( F > F_c^{cl} \) we set \( P_i(n,F_0) = 1 \) because their ionization occurs on a time scale significantly less than the total interaction time. This gives an upper bound to the ionization probability and should be a good approximation for the pulse length of the microwave experiment considered here; for very short pulses, however, it would overestimate the ionization probability. Other substates were treated as described below.

For the quantal perturbation probabilities, \( P_i^{DK}(n_0,F_0) \), denoted by the crosses in, for example, figure 4.4, numerical evaluation of the resonance widths was facilitated by replacing the factorials in the prefactor of (4.35) with the fourth-order Stirling's formula (see Abramowitz and Stegun 1965, equation (6.1.37)). Numerical evaluation of the integral in equation (4.68) was then carried out using the NAG routine D01AJF.

Numerical calculation of the semiclassical ionization probabilities, \( P_i^{SC}(n_0,F_0) \), denoted by the asterisks in, for example, figure 4.4, was less straightforward as exact numerical evaluation the the integral in equation (4.68) proved to be too time consuming. Instead, we used a modified procedure to obtain an approximation to the integral. First we note that the resonance widths, \( \Gamma_R^{SC} \), can be written in the form,

\[
\Gamma_R^{SC} = \exp \left\{ -n_0 \left( A_0 + A_1 F_0 \sin \tau + A_2 F_0^2 \sin^2 \tau + \cdots \right) \right\}, \quad (4.80)
\]

where we have written \( \tau = \Omega_0 t \) and where \( A_0, A_1 \) and \( A_2 \) are constants which are to be calculated for each substate. The integral may then be written as,

\[
I = 2 \exp(-n_0 A_0) \int_0^{\pi/2} du \exp \left( -n_0 A_1 F_0 \cos u - n_0 A_2 F_0^2 \cos^2 u + \cdots \right). \quad (4.81)
\]
The major contribution to this integral will come from close to \( u = 0 \), so we can approximate \( \cos u \) by its Taylor expansion and extend the upper limit of the integral to \( \infty \). On neglecting terms \( O(F_0^2) \) we obtain a linear approximation,

\[
I_{lin} = 2 \sqrt{-\frac{\pi}{2n_0A_1F_0}} \exp[-n_0(A_0 + A_1F_0)], \quad A_1 < 0. \tag{4.82}
\]

Including the terms \( O(F_0^2) \) gives the following quadratic approximation:

\[
I_{quad} = 2 \sqrt{-\frac{\pi}{2n_0(A_1F_0 - 2A_2F_0^2)}} \exp[-n_0(A_0 + A_1F_0 + A_2F_0^2)]. \tag{4.83}
\]

In table 4.1 we compare semiclassical ionization probabilities calculated using the quadratic approximation (4.83), \( P_i^{app} \), with those obtained by numerically calculating integral (4.68) using the NAG routine D01AJF, \( P_i^{num} \), for \( n_0 = 25 \) (\( \Omega_0 = 0.02353 \)) and a range of \( F_0 \). We see that the agreement between the exact and approximate probabilities is remarkably good; the quadratic approximation (4.83) is thus used in the evaluation of all semiclassical ionization probabilities presented in the next section.

<table>
<thead>
<tr>
<th>( F_0 )</th>
<th>0.110</th>
<th>0.112</th>
<th>0.114</th>
<th>0.116</th>
<th>0.118</th>
<th>0.120</th>
<th>0.122</th>
<th>0.124</th>
<th>0.126</th>
<th>0.128</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_i^{zz} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.008</td>
<td>0.022</td>
<td>0.049</td>
<td>0.087</td>
<td>0.133</td>
<td>0.186</td>
<td>0.244</td>
</tr>
<tr>
<td>( P_i^{app} )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.008</td>
<td>0.023</td>
<td>0.050</td>
<td>0.087</td>
<td>0.134</td>
<td>0.187</td>
<td>0.245</td>
</tr>
</tbody>
</table>

To obtain the semiclassical resonance widths, we begin by solving equations (4.44) and (4.64) coupled by constraint (4.12). Firstly, equation (4.64) was solved using the NAG routine C05ADF for 15 different values of the real part of the energy between \( E_{min} = 4 \max(V_{\eta_{min}} V_{\xi_{min}}) \) and \( E_{max} = 4V_{\eta_{max}} \) to obtain 15 values of \( \beta_2(E) \). The NAG routine E02BEF was then used to fit a cubic spline to these 15 points, thus giving an approximation to the function \( \beta_2(E) \). Next, the real part of the resonant energy was obtained by solving equation (4.44), again using the NAG routine C05ADF, with the value of \( \beta_1(E) = 1 - \beta_2(E) \) obtained from the cubic spline fit using the NAG routine E02BBF. In each case, the action integrals, \( I_\xi \) and \( I_\eta \) were evaluated in terms of complete elliptic integrals using the method described in appendix E; the Carlton symmetrized forms of the complete elliptic integrals were calculated using the NAG routines S21BBF, S21BCF and S21BDF. Having obtained the real part of the resonant energy, the tunnelling integral, \( A(E) \) of equation (4.47) was evaluated, as described in appendix E and finally the resonance width was obtained.
The ADK ionization probabilities were obtained using formula (4.77). As for the calculation of the DK ionization probabilities, the factorials in the prefactor were replaced with the fourth-order Stirling's formula.

### 4.7 Comparison of theories with experiment

In figures 4.4 to 4.12 we compare experimentally obtained ionization probabilities (full curve) for the hydrogen atom \((n_0 = 24, \ldots, 32\) respectively) with those obtained using the semiclassical approximation of section 4.3.2 (asterisks), the Damburg and Kolosov (1983) quantal perturbation formula of section 4.3.1 (crosses), the adiabatic model described in section 4.4.3 (broken curve) together with those obtained from classical Monte-Carlo calculations (full squares). We exploit the precise calibration of the microwave amplitude to distinguish finely between the different theoretical ionization mechanisms and, in particular, between models involving tunnelling and models involving classical over-the-barrier escape. All experimental data presented in this section have the same 5% absolute amplitude uncertainty but the relative amplitude uncertainty between data for different values of \(n_0\) is even smaller.

Firstly, we note that the classical ionization probabilities, \(P^{MC}_i\), always underestimate \(P^{expt}_i\) with the discrepancy increasing with decreasing \(n_0\). For the lower values of \(n_0\), this discrepancy near the onset of ionization is quantitatively similar to that for classical versus tunnelling ionization in a static electric field. For example, the fields measured by Koch and Marian (1981) that produce static ionization rates in the range \(\Gamma_K = 10^5 - 10^8\) s\(^{-1}\) for individual substates with \(n_0 = 30, 40\) are from 8% to 17% smaller than the corresponding classical critical field, \(F^{cl}_c\) (see Banks and Leopold 1978b).

Ionization probabilities, \(P^{adia}_i\), denoted by the broken curve in figures 4.4-4.12 and obtained using the adiabatic model described in section 4.4.3 above, agree fairly well with experimental probabilities for \(n_0 \geq 29\) but less well at lower \(n_0\), with the agreement being rather poor for \(n_0 \leq 26\). The agreement for \(n_0 \geq 31\) is particularly good for \(P^{expt}_i > 0.2\), a trend which is repeated at lower values of \(n_0\). Indeed, close inspection of figures 4.4-4.12 shows that the disagreement of both \(P^{adia}_i\) and \(P^{MC}_i\) with \(P^{expt}_i\) decreases with increasing values of \(F_0\) which suggests a growing importance of dynamic couplings between bound states as \(F_0\) increases.

In contrast, ionization probabilities obtained using the semiclassical model, \(P^{SC}_i\), denoted by the asterisks, reproduce the experimental ionization curves remarkably well for \(n_0 \leq 29\); the agreement of \(P^{expt}_i\) with ionisation probabilities obtained using the DK-formula model, \(P^{DK}_i\), denoted by the crosses, is less impressive for this range of \(n_0\). In fact, for \(n_0 \leq 27\), one may clearly distinguish between the semiclassical and the
Figure 4.4 Comparison of experimental ionization probabilities (full curve) with those obtained numerically using the semiclassical model described in section 4.3.2 (asterisks), the DK formula, equation 4.35 (crosses) and the adiabatic model described in section 4.4.3 (broken curve) for \( n_0 = 24 \) (\( \Omega_0 \simeq 0.02083 \)). Also shown are the classical ionization probabilities, \( P_i^{MC} \) (full circles).

Figure 4.5 As for figure 4.4 with \( n_0 = 25 \) (\( \Omega_0 \simeq 0.02353 \)).
Figure 4.6 As for figure 4.4 with $n_0 = 26$ ($\Omega_0 \approx 0.02647$).

Figure 4.7 As for figure 4.4 with $n_0 = 27$ ($\Omega_0 \approx 0.02965$).

Figure 4.8 As for figure 4.4 with $n_0 = 28$ ($\Omega_0 \approx 0.03307$).
Figure 4.9 As for figure 4.4 with \( n_0 = 29 \) (\( \Omega_0 \approx 0.03674 \)).

Figure 4.10 As for figure 4.4 with \( n_0 = 30 \) (\( \Omega_0 \approx 0.04068 \)).

Figure 4.11 As for figure 4.4 with \( n_0 = 31 \) (\( \Omega_0 \approx 0.04488 \)).
Figure 4.12 As for figure 4.4 with \( n_0 = 32 \) (\( \Omega_0 \approx 0.04937 \)).

DK-formula model calculations as the latter yields curves having a shape different from the experimental curves. This may be seen more clearly in figure 4.13 which shows the ionization curves for \( n_0 = 27 \) but with \( P_1 \leq 0.4 \) and \( F_0 \leq 0.13 \) and where, for clarity, the adiabatic and classical probabilities have been omitted. Even allowing for the 5% absolute amplitude uncertainty, we see that a small global adjustment of the experimental amplitude does not change this trend. Both of these models involve tunnelling, but the DK-formula model is clearly inferior, see figures 4.4–4.9 and 4.13 in particular. This is in part due to the DK-formula, equation (4.33), overestimating \( \Gamma_R \); experiments by Koch and Marian (1981) with some \( |m| \leq 3 \) substates of \( n_0 = 30, 40 \) have shown the DK-formula to work reasonably well for near extremal substates (that is substates with \( n_1 = n - 1 \) or \( n_1 = 0 \)) but to overestimate the resonance width for other substates by at least an order of magnitude.

The apparent agreement between the DK-formula model and experiment observed for higher values of \( n_0 \), see for example figure 4.11 for \( n_0 = 31 \), is accidental. At higher values of \( n_0 \), \( \Omega_0 \) and hence the coupling strength, \( C_s = n_0 F_0 \Omega_0 \), increases; the initial level, \( n_0 \), is then significantly coupled to the adjacent \( (n_0 + 1) \)-level, with a consequent increase in ionization probability. Hence, at some value of \( n_0 \) the experimental microwave ionization curve will lie accidentally near the DK-formula curve.

Figure 4.14 compares the experimental \( F_{\text{exp}}(10) \), shown by the full curve, with calculated \( F_0(10) \) values, \( F_0(X) \) being the field amplitude at which \( X\% \) ionization occurs. The 3D classical Monte Carlo calculations, \( F_0^{MC}(10) \) denoted by the full squares, only start to approach \( F_{\text{exp}}(10) \) for the higher values of \( n_0 \). At the low end, not only is the \( \geq 10\% \) disagreement significant, but the trend is wrong: with decreasing \( n_0 \) the classical 10% threshold field, \( F_0^{MC}(10) \), rises whereas \( F_{\text{exp}}(10) \) gently falls.
Figure 4.13 Comparison of experimental ionization probability (full curve) with those calculated numerically using the semiclassical model, $P^SC_1$, (asterisks) and the DK-formula, $P^DK_1$ for $P_i \leq 0.4$ and $F_0 \leq 0.13$ at $n_0 = 27$ ($\Omega_0 = 0.0297$).

The 10% threshold field, $F^{adia}_0(10)$, of the adiabatic model, denoted by the open circles, are in close agreement with $F^{expt}_0(10)$ only for $n_0 \geq 29$ which shows that for the 9.9 GHz field considered here, the ionization mechanism in this model is wrong for the lower $n_0$ values.

In contrast, 10% threshold fields, $F^{SC}_0(10)$, obtained using the semiclassical model and shown by the asterisks, agree best with $F^{expt}_0(10)$ only for $n_0 \leq 29$. Though close, the DK-formula threshold field, $F^{DK}_0(10)$ denoted by the crosses, are less than $F^{expt}_0(10)$ for $24 \leq n_0 \leq 29$. Note that both of these models produce 10% threshold fields which decrease monotonically with decreasing $n_0$ whereas $F^{expt}_0(10)$ peak mildly near $n_0 = 28$.

Figures 4.4-4.13 together with figure 4.14 suggest strongly that for hydrogen atoms exposed to about 300 oscillations of a 9.9 GHz field tunnelling becomes the dominant ionization mechanism for $C_s \leq 0.12$, corresponding to $n_0 \leq 28$ or $\Omega_0 \leq 0.033$; at higher values of $C_s$, and consequently $n_0$ and $\Omega_0$, coupled state ionization mechanisms become important. Notice, that for an initial principle quantum number, $n_0 = 28$, the classical electron hits the moving barrier $(2\Omega_0)^{-1} = 15$ times per half period of the oscillating field, which sets a time scale for tunnelling to become important.

We now proceed by describing the ionization probabilities, $P^{ADK}_i$, obtained using the ADK formula given by equation (4.76) of section 4.4.2 above. Calculation of the 10% threshold field, $F^{ADK}_0(10)$ using the ADK-formula yields values nearly a factor of two below $F^{expt}_0(10)$ for $n_0 = 24-32$. Since the tunnelling ionization rate depends exponentially on $F_0$, this produces a huge discrepancy in $P_i$. Alternatively, evaluating $P^{ADK}_i$ at $F^{expt}_0(10)$ values gives ionization probabilities above 0.97, far too high.
Figure 4.14 Comparison of the scaled 10% threshold fields, $F_0(10)$, calculated using classical Monte-Carlo methods (full squares), the DK-formula (crosses), the semiclassical model (asterisks) and the adiabatic model (open circles) for $24 \leq n_0 \leq 32$. The full curve represents the experimental 10% threshold field, $F_{\text{exp}}(10)$.

The main reason for the failure of the ADK-formula is simple. For $n_0 \gg 1$ and $l = m = 0$, the ADK-tunnelling rate formula, equation (4.76), can be written in the form,

$$
P_i^{\text{ADK}}(n_0, F_0) \simeq \sqrt{\frac{3}{\pi n_0^6}} \exp \left[-n_0 \left\{ \left( \frac{2}{3F_0} - 2 \right) + \left( 2 - \frac{3}{2n_0^2} \right) \ln \left( \frac{F_0}{4} \right) \right\} \right]. \quad (4.84)
$$

The field amplitude at which the exponential factor is zero is clearly important: for large $n_0$ this ought to be the scaled classical critical field, $n_0^4 F_c^{\text{cl}}(n_0, n_1, m)$. In table 4.2 we give the $F_0$-values at which the exponential factor in equation (4.84) is zero for various values of $n_0$.

<table>
<thead>
<tr>
<th>$n_0$</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_0$</td>
<td>0.0677</td>
<td>0.0661</td>
<td>0.0656</td>
<td>0.0652</td>
<td>0.0652</td>
<td>0.0651</td>
</tr>
</tbody>
</table>

Table 4.2 Values of $F_0$ at which the exponential factor in the ADK-formula, equation (4.84), is zero for various values of $n_0$.

We see that the exponential factor in the ADK-formula has its zero at $F_0 \approx 0.065$ whereas $F_c^{\text{cl}}$ gives a value of $F_0 \approx 0.13$. For $n_0 \approx 1$ this leads to small errors but these increase dramatically with increasing $n_0$. In figure 4.15 we compare the three ionization probabilities $P_i^{\text{ADK}}$ (broken curve), $P_i^{\text{DK}}$ (full curve) and $P_i^{\text{SC}}$ (dotted curve) for $n_0 = 1$; the ionization curves produced by the three different models are similar. This should be contrasted with figure 4.16 which shows the same three curves as figure 4.15.
Figure 4.15 Comparison of the ADK-formula ionization probabilities, $P_{ADK}^i$ (broken curve), with those obtained using the DK-formula, $P_{DK}^i$ (full curve) and the semi-classical model (dotted curve) at $n_0 = 1$ and $\Omega_0 = 0.02$.

Figure 4.16 As figure 4.15 with $n_0 = 5$ and $\Omega_0 = 0.02$. 
but at \( n_0 = 5 \). Even at these relatively small values of \( n_0 \), the ionization probabilities obtained using the ADK-formula model are significantly lower than those obtained using either the DK-formula or the semiclassical model and this discrepancy increases with increasing \( n_0 \). Note that even at these low values of \( n_0 \), \( P_i^{SC} \) and \( P_i^{DK} \) show remarkable agreement. Therefore the assertion (see Augst et al. 1991, page 863) that the validity of the ADK formula improves with increasing principal quantum number is wrong.

### 4.8 Conclusions

In this chapter we have made direct comparisons between experimental ionization probabilities obtained for the microwave ionization of excited hydrogen atoms and those obtained numerically using different theoretical models. These comparisons clearly show that for \( C_s \leq 0.12 \) or, equivalently, \( n_0 \leq 28 \), \( \Omega_0 \leq 0.033 \), coupling between states can be neglected; ionization occurs when the electron tunnels through the slowly moving barrier. Moreover we find that KFR-type formulae, which are often used to interpret low-frequency LMPI data, fail to reproduce the experimental data presented here whereas ionization probabilities obtained using our new semiclassical model show remarkable agreement with those obtained experimentally for \( n_0 \leq 29 \). Unfortunately, evaluation of the semiclassical ionization probabilities can only be achieved numerically and is far from straightforward, see the discussion in section 4.6 for a measure of the complexity involved. Clearly, it would be advantageous if the semiclassical resonance energies and widths could be expressed as a formula: this, however, is a matter for future work and not considered in this thesis.

For \( C_s > 0.16 \) \( (n_0 > 29) \) our study shows that coupling to other states becomes important and this must be incorporated into any theoretical model; this situation is considered in the next chapter where we use a two-state approximation to obtain a solution to equation (4.1) for \( n_0 \geq 29 \).
Chapter 5

Low frequency behaviour II: resonances

5.1 Introduction

In this chapter we discuss the effect of a low frequency periodic electric field on an excited hydrogen atom in the regime where the scaled frequency, $\Omega_0$, lies in the range $0.05 \leq \Omega_0 \leq 0.2$. For this range of scaled frequency, the experimental ionization curves show a great deal of structure which is not reproduced by classical simulations of the ionization process.

By using a quantal one-dimensional model together with the adiabatic basis, see Richards (1987) and also section 2.5.1 above, Richards et al. (1989b) were able to show that resonances between a few adiabatic states were responsible for various features in the experimental ionization curves. Although the experiments were performed on three dimensional atoms the comparison gave fairly conclusive evidence that many of the observed features can be understood using a one-dimensional model. Other calculations using an unperturbed basis have also been published but, because of the very large number of states involved, it is not easy to obtain analytic estimates from such calculations.

Breuer et al. (1989) studied this problem using Floquet methods and an unperturbed basis and showed, numerically, that the resonances described in Richards et al. (1989b) can be related to near degeneracies in the quasi energy spectrum, a similar explanation is given in the earlier work of Blümel and Smilansky (1987, 1990) who associated the resonances with ‘unresolved clusters of many Floquet avoided crossings’; further discussion of these studies can be found in section 2.5.2 of chapter 2.

At first sight the results presented in chapter 4 (see also Sauer et al. 1992) seem to contradict the theory presented by Richards (1987) and Richards et al. (1989b) which showed that there are resonances whenever $1/\Omega_0 \approx p$, where $p$ is a large integer, see equation (5.13) below, and that at these frequencies the ionization probability is enhanced. Thus, according to this theory we should expect to see an infinite series of resonances as $\Omega_0 \to 0$. However, in chapter 4, where we studied the lower frequency
range, $0.02 \leq \Omega_0 \leq 0.05$, we demonstrated that, for $\Omega_0 \leq 0.03$ and initial principal quantum number $n_0 \leq 28$, the simple semiclassical theory, presented in section 4.3.2, sufficed to explain the experimental results but, more important, no resonance effects were observed, see, for example, the experimental curve denoted by the full line in figure 4.4 on page 114 above (see also Sauer et al. 1992). The reason that these are not seen is simply that as $\Omega_0$ decreases the resonance width becomes very narrow and in any experiment which samples the frequency too coarsely they will not be seen; in the experiments described in chapter 4 only the discrete scaled frequencies $\Omega_0 = (0.011469n_0)^3$, with $24 \leq n_0 \leq 32$, were sampled.

Richards et al. (1980b) showed numerically that the resonance widths decrease with frequency, but the approximate theory of that paper gave only the positions of the resonances. In order to obtain resonance widths it is necessary to understand how the solutions of Schrödinger's equation depend upon the driving frequency, so one needs accurate solutions in a tractable form. In this chapter we provide such a solution of the two-state equations of motion which we use to obtain approximations to the resonance widths as $\Omega_0 \to 0$. In particular we show that the width of the resonance at $\Omega_0 = p^{-1}$ is approximately $p^{-5/2}e^{-Cp}$, $C$ being a positive constant, and that for the quantum numbers and frequencies dealt with by Sauer et al. (1992) and chapter 4 above they are too narrow to be observed.

The remainder of this chapter is organized as follows. Section 5.2 is devoted to obtaining an accurate analytic solution to the two-state equation, valid for low frequency perturbations. This is achieved by re-writing Schrödinger's equation in terms of the Bloch equation and then transforming this into a form in which first order perturbation theory is valid. In section 5.3 we use this approximation to obtain expressions for both the position and width of the resonances. Finally, in section 5.4, we present some conclusions.

### 5.2 Approximate solution for the two-state system

For the low field frequencies considered in this chapter, the classical motion is most conveniently described using the dipole gauge Hamiltonian (1.35), see page 21 above; for the one-dimensional hydrogen atom in the presence of a low frequency electric field we write this as,

$$H(z, p, t) = \frac{1}{2\mu}p^2 - \frac{e^2}{z} - zF\sin \Omega t, \quad z \geq 0. \quad (5.1)$$

Note that here we have neglected both the field envelope, $\lambda(t)$, and the field phase, $\delta$; for a slowly switched sinusoidal field this approximation produces insignificant errors provided the driving frequency is small compared to the unperturbed frequency of the system and the system starts at $t = 0$, that is when the perturbation is zero. When the
scaled frequency is small the classical electron executes many oscillations of its Kepler orbit during each field period so it is appropriate to use the adiabatic basis defined by the conservative adiabatic Hamiltonian given by equation (1.40) on page 22, namely,

\[ H_{AD}(z, p, f) = \frac{1}{2\mu} p^2 - \frac{e^2}{z} - zf, \quad z \geq 0, \]  

(5.2)

where \( f \) is a parameter. In section 1.4.1 we showed that the angle-action variables defined by this Hamiltonian define a new representation which becomes time-dependent if \( f \) is replaced by \( F \sin \Omega t \); then Hamiltonian (5.1) becomes, Leopold and Richards (1993a),

\[ K(\theta, I, t) = H_{AD}(I, f) + F\Omega \sum_{s=1}^{\infty} \frac{Q_s(I, f)}{s\omega_{AD}(I, f)} \sin s\theta \cos \Omega t, \quad f = F \sin \Omega t, \]  

(5.3)

where

\[ H_{AD}(I, f) = H_{AD}(z(\theta, I, f), p(\theta, I, f), f) \quad \text{with} \quad \omega_{AD}(I, f) = \frac{\partial H_{AD}}{\partial I}. \]  

(5.4)

being the frequency of the conservative motion defined by the Hamiltonian (5.2), and where \( Q_s(I, f) \) is the \( s \)th Fourier component of \( z(\theta, I, f) \). In the following we shall approximate these by their field free values,

\[ Q_s(I, f) \approx Q_s(I, 0) = -\frac{2\Omega^2 J_s^1(s)}{\mu e^2 s}. \]  

(5.5)

As already noted in chapter 1, the advantage of this representation is that the perturbation is proportional to \( F\Omega \) rather than just \( F \).

In this angle-action representation the eigenfunctions of \( H_{AD} \), that is solutions of \( H_{AD}|n, f = E_n(f)|n, f \), have the form

\[ \langle \theta | n, f \rangle = (2\pi)^{-1/2} e^{i\theta}, \quad \text{with} \quad E_n(f) = H_{AD}(n, f). \]  

(5.6)

For all the numerical results presented in this chapter we use the expressions for \( E_n(f) \) derived by Richards (1987), namely,

\[ \left( n + \frac{3}{4} \right)^2 E_n(f) = -\frac{\mu e^4}{\hbar^2} \left( \frac{1}{2} + \sum_{j=1}^{5} e_j^+ \beta^j \right) \quad 0 \leq f, \]  

(5.7)

\[ \left( n + \frac{3}{4} \right)^2 E_n(f) = -\frac{\mu e^4}{\hbar^2} \left( \frac{1}{2} + \sum_{j=1}^{3} e_j^+ \beta^j \right) \quad f \leq 0, \]  

(5.8)

where the coefficients, \( e_j^+ \), are given in table 5.1 and where \( \beta \) is a dimensionless parameter defining the field strength,

\[ f = \beta \left( \frac{c}{n + \frac{3}{4}} \right)^4, \quad -1 \leq \beta \leq 1, \quad c = \frac{4 \sqrt{2\mu e^3}}{3\pi \hbar} = 0.60 \text{ au}. \]  

(5.9)
Table 5.1 Values of the coefficients, $e_j^\pm$, used in the energy level approximation, equations (5.7) and (5.8).

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_j^+$</td>
<td>1.947 (-1)</td>
<td>1.474 (-2)</td>
<td>4.509 (-3)</td>
<td>2.061 (-3)</td>
<td>1.148 (-3)</td>
</tr>
<tr>
<td>$e_j^-$</td>
<td>1.946 (-1)</td>
<td>1.410 (-2)</td>
<td>2.606 (-3)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

our analysis suggests that the precise form chosen for $E_n(f)$ is of no significance. Using the adiabatic basis, equation (5.6), and the Hamiltonian (5.3) we can re-derive the equations of motion for the time-dependent amplitudes, $a_n(t)$ and $a_{n+1}(t)$, see equations (2.52) on page 53 and also Richards (1987): in the low frequency limit only two adiabatic states are significantly coupled and these equations become,

\[
\frac{d}{d\tau} a_{n+1} = k(\tau) \exp \left\{ \frac{i}{\Omega_0} \int_0^\tau d\tau' E(f(\tau')) \right\} a_n, \quad \tau = \Omega t \tag{5.10}
\]

\[
\frac{d}{d\tau} a_n = -k(\tau) \exp \left\{ -\frac{i}{\Omega_0} \int_0^\tau d\tau' E(f(\tau')) \right\} a_{n+1}, \tag{5.11}
\]

where,

\[
k(\tau) = \frac{FQ_1}{2\Delta E} \cos \tau \simeq -0.325 \frac{nF_0}{\epsilon} \cos \tau, \quad \epsilon = \frac{\Delta E(f)}{\omega(n)\hbar} = \frac{E_{n+1}(f) - E_n(f)}{\omega(n)\hbar}, \tag{5.12}
\]

where $f(t) = F \sin \tau$ and $\Omega_0$ is small. In section 5.3 below we shall need to know how the solutions of these equations depend upon the various system parameters, $\Omega_0$, $F_0$ and $n$ so here we note that $\epsilon$ is independent of $\Omega_0$, is a very slowly varying function of $n$ and only weakly dependent upon $F_0$. The main dependence upon $n$ comes from $k$ and upon $\Omega_0$ from the large $\Omega_0^{-1}$ factor in the exponent; for small frequencies this is the cause of all complications.

The two-state approximation is clearly valid provided $k$ is small, which is normally the case when $n$ is small as $F_0 < 0.13$. If $n$ is large then $k$ may also be large but even then a two-state approximation is valid provided $\Omega_0$ is sufficiently small because the rapid oscillations in the exponent prevent growth of $a_{n+1}$.

Richards et al. (1989b) showed that the solution to these equations has resonances at the frequencies

\[
\Omega_0 \simeq \frac{n(n+1/2)}{(n+1)^2p} \quad (p \text{ a large integer}), \tag{5.13}
\]

which is just the condition for the energy between adjacent unperturbed states to be an integer multiple of the photon energy. However, the approximation used to obtain the resonance positions gave their widths to be zero so in order to determine the widths of these resonances a more accurate solution to equations (5.10) and (5.11) is required.
5.2.1 Semiclassical approximations

Analytic approximations to the two-state equations which deal adequately with the high frequency oscillations are difficult to obtain. Semiclassical approximations to equations similar to these have been derived by Crothers and co-workers in the context of diabatic two-state collisions, see for instance Crothers and Hughes (1977) and Crothers (1976). This type of approximation begins by converting the two first-order equations into the second-order equation

$$\frac{d^2}{d\tau^2}a_{n+1} - \frac{1}{\Omega_0} \left( i\mathcal{E} + \frac{\Omega_0}{k} \frac{dk}{d\tau} \right) \frac{d}{d\tau}a_{n+1} + k(\tau)^2 a_{n+1} = 0. \quad (5.14)$$

Since $\Omega_0$ is small the $\Omega_0^{-1}$ term dominates except at those times at which $k(\tau) \approx 0$, that is when the coupling is small. Uniform approximations\(^1\) to this equation fail for the current problem because the original equations are unitary and this endows special properties onto equation (5.14) which are not shared by any comparison equation which could be used as a basis for a uniform approximation. As a consequence all the uniform approximations we could find failed to satisfy unitarity.

5.2.2 Bloch representation

In order to proceed we reformulate the equations of motion and then transform the new equations into a form in which the coupling is sufficiently weak for first-order perturbation theory to provide an accurate approximation. This procedure is carried out using the Pauli matrices, see for instance Landau and Lifshitz (1977, §55):

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad (5.15)$$

having the commutator relations $[\sigma_j, \sigma_k] = 2i\varepsilon_{jkl}\sigma_l$, and making the associations

$$|n, f\rangle \leftrightarrow \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad |n+1, f\rangle \leftrightarrow \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (5.16)$$

Then, if only two states dominate, Hamiltonian (5.3) may be written in terms of these matrices:

$$\hat{K} = \frac{1}{2} \left( E_{n+1}(f) + E_n(f) \right) \mathbb{I}_2 - \frac{1}{2} \Delta E(f) \sigma_3 - k(t)\Omega\hbar \sigma_2. \quad (5.17)$$

where $\mathbb{I}_2$ is the unit 2 x 2 matrix.

The motion produced by this Hamiltonian is most easily described in terms of the mean values of the Pauli matrices,

$$s_k(t) = \langle t|\sigma_k|t\rangle, \quad k = 1, 2, 3 \quad (5.18)$$

\(^1\)Uniform approximations are described in appendix D.
with $|t\rangle$ being the wave function at time $t$:

$$|t\rangle = a_{n+1}|n+1,f\rangle \exp \left\{ -\frac{i}{\hbar} \int_0^t dt E_{n+1}(t) \right\} + a_n|n,f\rangle \exp \left\{ -\frac{i}{\hbar} \int_0^t dt E_n(t) \right\}. \quad (5.19)$$

In the Schrödinger representation the matrices, $\sigma_k$, have no explicit time dependence so the equations of motion for their mean values are

$$\frac{ds_k}{dt} = \frac{i}{\hbar} \langle t|[K,\sigma_k]|t\rangle, \quad k = 1, 2, 3. \quad (5.20)$$

Using scaled units we can write these equations in the vector form

$$\frac{d\mathbf{s}}{d\tau} = \zeta(\tau) \begin{pmatrix} 0 & \cos \psi & -\sin \psi \\ -\cos \psi & 0 & 0 \\ \sin \psi & 0 & 0 \end{pmatrix} \mathbf{s} = -\zeta(\tau) \mathbf{M} \times \mathbf{s}, \quad (5.21)$$

where

$$\zeta(\tau) = \sqrt{4k^2 + (\mathcal{E}/\Omega_0)^2} \gg 1 \quad \text{and} \quad \tan \psi = \frac{2\Omega_0 k(\tau)}{\mathcal{E}(\tau)} \ll 1. \quad (5.22)$$

These equations have the same form as those normally associated with a two state atom, see for example Allen and Eberly (1975, page 39), but because we start with an adiabatic basis all the coefficients of $s_k$ are time-dependent and some are varying very rapidly so the usual approximations, for example the rotating wave approximation, cannot be used.

The components of $\mathbf{s}$ are related to the original amplitudes by introducing real variables $A, B, \alpha$ and $\beta$ such that $a_n(\tau) = Be^{i\beta}$ and $a_{n+1}(\tau) = Ae^{i\alpha}$ to give

$$s_1(\tau) + is_2(\tau) = 2AB \exp i \left( \alpha - \beta - \frac{1}{\Omega_0} \int_0^\tau d\tau \mathcal{E}(\tau) \right), \quad s_3(\tau) = B^2 - A^2. \quad (5.23)$$

In particular the probabilities of being in the two states are

$$|a_n|^2 = B^2 = \frac{1}{2}(1 + s_3(\tau)), \quad |a_{n+1}|^2 = A^2 = \frac{1}{2}(1 - s_3(\tau)). \quad (5.24)$$

Equation (5.21) provides a more graphic picture of the motion than the original equations of motion. Since $s_1^2 + s_2^2 + s_3^2 = 1$ the vector $s(t)$ moves on the unit sphere; instantaneously it is rotating rapidly, with angular speed $\zeta(\tau) \gg 1$, about the slowly moving vector,

$$\mathbf{M}(\tau) = (0, \sin \psi, \cos \psi), \quad (5.25)$$

which itself oscillates slowly about the $z$-axis with small amplitude, periodic oscillations in the $Oyz$-plane. Note that because $\psi = O(\Omega_0)$, $\mathbf{M}$ is almost parallel to the $z$-axis. The combined motion is sketched in figure 5.1.

It is clear that the motion would appear simpler if viewed from the slowly moving reference frame with the new $z$-axis along $\mathbf{M}$. Thus we define a new vector, $x$, by the
Figure 5.1 Diagram showing the how the motion of \( s \) comprises the rapid rotations about \( M \), which itself is executing slow, periodic, small amplitude oscillations about the \( z \)-axis in the \( Oyz \)-plane.

equation \( \mathbf{x} = R_1(\tau)s \), where \( R_1 \) is the time-dependent matrix

\[
R_1 = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \psi & -\sin \psi \\
0 & \sin \psi & \cos \psi
\end{pmatrix},
\]

(5.26)

in which the equations of motion take the simpler form

\[
\frac{dx}{d\tau} = \begin{pmatrix}
0 & \zeta & 0 \\
-\zeta & 0 & -\psi \\
0 & \psi & 0
\end{pmatrix} \mathbf{x}, \quad \text{where} \quad \dot{\psi} = \frac{d\psi}{d\tau}.
\]

(5.27)

Since \( \zeta = O(\Omega_0^{-1}) \) and \( \psi = O(\Omega_0) \) the dominant motion of \( \mathbf{x} \) is a rapid rotation about the new \( z \)-axis with angular speed \( \zeta \); this suggests a final transformation

\[
\mathbf{x} = R_2(\tau)w \quad \text{with} \quad R_2 = \begin{pmatrix}
\cos \eta & \sin \eta & 0 \\
-\sin \eta & \cos \eta & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

(5.28)

and where

\[
\eta(\tau) = \int_0^\tau d\tau \zeta(\tau) = \frac{1}{4\Omega_0} \int_0^\tau d\tau \sqrt{\epsilon^2 + 4\Omega_0^2 k^2}.
\]

(5.29)

We shall see later that \( \eta \) is approximately the angle rotated by the original vector, \( s \). This brings the equations of motion to the final form

\[
\frac{d\omega}{d\tau} = \dot{\psi}a \times w, \quad a = (\cos \eta, \sin \eta, 0), \quad w_0 = \pm \begin{pmatrix}
0 \\
-\sin \psi_0 \\
\cos \psi_0
\end{pmatrix}.
\]

(5.30)
where the sign for $w_0 = w(0)$ depends upon which state is initially populated, the upper sign being correct when $\alpha_n(0) = 1$. The angle, $\psi_0$, is the initial value of $\psi$ and is given by

$$\psi_0 = -\tan^{-1}\left(\frac{0.65\Omega_0 F_0(n + 1)^4}{n(n + \frac{1}{2})^2}\right).$$

Again $w(\tau)$ is connected to $w_0$ by a rotation, but as $\dot{\psi} = O(\Omega_0)$ the angle of rotation is small. Moreover the vector $\mathbf{a}$ is rotating very rapidly about the $s$ axis so on average $w$ changes very little: we shall see later that for $\Omega_0 \ll 1$ the angle of rotation $\Phi_w$ is very small and, for a fixed $\tau$, decreases very rapidly as $\Omega_0 \to 0$.

The vector, $w$, changes very little and so its motion can be approximated using first-order perturbation theory; so if $m(\tau)$ is the direction of the rotation connecting $w(\tau)$ to $w_0$,

$$\Phi_w(\tau) \approx \sqrt{I_i^2 + I_j^2}, \quad m(\tau) \approx -(I_c, I_s, 0)/\Phi_w$$

where

$$I_c + iI_s = \int_0^\tau d\tau \psi(\tau)e^{i\tau}.\quad (5.33)$$

On using the vector representation of a finite rotation, Goldstein (1980, page 165) we obtain the approximate solution to equation (5.30)

$$w(\tau) = w_0 \cos \Phi_w + m(m \cdot w_0)(1 - \cos \Phi_w) + (w_0 \times m)\sin \Phi_w,\quad (5.34)$$

which can also be written in the matrix form, $w(\tau) = W(\tau)w_0$. The advantage of writing the approximate solution of equation (5.30) in this form is that it preserves unitarity.

Finally, we collect together all the rotations to relate the initial and final values of $s$,

$$s(\tau) = R(\tau)s(0), \quad R(\tau) = R_1(\psi)^{-1}R_2(\eta)W(\tau)R_1(\psi_0).\quad (5.35)$$

Note that the only approximation used in deriving this solution is the approximation of equation (5.32) for $\Phi_w$ and $m$. Since $R_1$ and $W$ are close to the identity it is tempting to assume that a good approximation to $s(\tau)$ is obtained by a simple rotation about the $z$-axis due to $R_2$. However, $s(0) = \pm \hat{z}$, so this motion itself does not produce any transitions: these are caused by the small modulations due to $R_1$ and $W$ which are therefore very important. It is this combination of the rapid rotations of $R_2$ and the small slow oscillations which causes difficulties in finding accurate solutions and also accounts for their complicated behaviour.

On using equations (5.24) and (5.35) we obtain approximations for the probability, $|a_n|^2$. In figure 5.2 we compare this approximate solution for $|a_n|^2$, the full curve, with that obtained from the numerical integration of the original equations (5.10) and (5.11), the broken curve, for $0 \leq \tau \leq 2\pi$ with $n = 38$, $\Omega_0 = 0.1$ and $F_0 = 0.12$. The $1/\Omega_0$
oscillations of $|a_\ell(t)|$ are due to the rotations caused by $R_2$; the other more complicated variations are produced by $R_1$ and $W$. At lower frequencies the approximation is even better; for instance at $\Omega_0 = 0.01$, where there are 100 oscillations, these differences are at worst $2 \times 10^{-7}$.

Figure 5.2 Graphs showing $|a_n|^2$ as a function of $\tau$ in the case $n = 38$, $\Omega_0 = 0.1$ and $F_0 = 0.121$. The solid line depicts the approximate solution given by equation (5.35), the dotted line is the exact result obtained by solving equations (5.10) and (5.11) numerically.

5.3 Mean probabilities and resonance widths

The equations of motion (5.21) for $s(\tau)$ are linear and have $2\pi$-periodic coefficients and so Floquet's theory can be used to infer that there exists a matrix $U$ relating solutions at the times $\tau$ and $\tau + 2\pi$. Thus, we can obtain the long-time behaviour of the system from a knowledge of the solutions at $\tau = 2\pi$:

$$s(\tau + 2\pi) = Us(\tau) \quad \text{and} \quad s(\tau + 2N\pi) = U^Ns(\tau), \quad \text{for all } \tau. \quad (5.36)$$

Further, since $s$ is confined to lie on the surface of a unit sphere, $U$ represents a rotation through an angle, $\Phi$, in the direction of a unit vector, $n$. On setting $\tau = 0$, so $U = R(2\pi)$, and using the vector representation in equation (5.34) we obtain the following expression for $s$ after $N$ field periods,

$$s(2N\pi) = s(0) \cos N\Phi + n(s(0) \cdot n)(1 - \cos N\Phi) + (s(0) \times n) \sin N\Phi, \quad (5.37)$$

where $\Phi$ and $n$ are the angle and direction of the rotation defined by $R(2\pi)$.

Now suppose that the system is initially in the lower state, $|n_\downarrow, f\rangle$; so that, from equation (5.24), $s(0) = (0, 0, 1)$; the probability of being in the lower state at time
\[ \tau = 2N\pi \] is then

\[
P(n, N) = \frac{1}{2} (1 + s(2N\pi) \cdot \hat{z})
= \frac{1}{2} (1 + n_3^2) + \frac{1}{2} (1 - n_3^2) \cos N\Phi, \quad n_3 = n \cdot \hat{z}.
\] (5.38)

The mean probability of staying in the initial state over \( M \) field periods is defined to be

\[
\overline{P}(n) = \frac{1}{M} \sum_{N=1}^{M} P(n, N)
= \frac{1}{2} (1 + n_3^2) + \frac{1}{2} (1 - n_3^2) \frac{\sin(M\Phi/2)\cos((M + 1)\Phi/2)}{M \sin\Phi/2}.
\] (5.39)

If \( \Phi \) is an integer multiple of \( 2\pi \) then \( \overline{P}(n) = 1 \); otherwise, if \( M \) is sufficiently large the second term is small and we have

\[
\overline{P}(n) = \frac{1}{2} (1 + n_3^2), \quad \Phi \neq 2\pi p, \quad M \text{ large},
\] (5.40)

so when \( n_3 = 0, \overline{P}(n) = \overline{P}(n + 1) = \frac{1}{2} \). The continuum enters the equations of motion via decay terms with decay from the upper state being much faster than that from the lower state, see Richards (1987, equation (3.27)). In Richards et al. (1989b) it was shown that the inclusion of decay, other than destroying unitarity, does not significantly alter the relative values of \( \overline{P}(n) \) and \( \overline{P}(n + 1) \), so that when \( n_3 = 0 \) the ionization probability is enhanced, see for instance figure 5 of Richards et al. (1989b) which shows how peaks in the ionization probability coincide with the resonance positions computed assuming no decay.

In figures 5.3 and 5.4 we compare the exact and approximate values of \( \overline{P}(n) \). The approximate values, depicted by the solid line, are obtained using equation (5.35) to find \( n_3 \), while the exact solution is obtained using the Floquet methods described by Richards et al. (1989b), see also section 2.3.3 of chapter 2 above. In figure 5.3 we show results in the vicinity of \( \Omega_0 = 0.09 \) and see that the approximation predicts the position and width of the resonance quite accurately. In figure 5.4 we continue figure 5.3 to lower frequencies and observe that the exact and approximate results are barely distinguishable. We also note that, apart from the regular array of ever narrowing resonances, \( \overline{P}(n) \) has a rather erratic behaviour in between resonances: for instance at \( \Omega_0 \approx 0.0515 \) and 0.062, \( \overline{P}(n) \approx 1 \) while at \( \Omega_0 \approx 0.07 \) it is smaller. From equation (5.40) it is clear that all these features are a consequence of the dependence of \( n_3 \) upon \( \Omega_0 \), so we now turn to a more detailed analysis of the behaviour of the approximate solution upon \( \Omega_0 \).
Figure 5.3 Graphs showing $\bar{P}(n)$ as a function of $\Omega_0$ in the case $n = 38$ and $F_q = 0.121$. The solid line depicts the approximate solution given by equations (5.35) and (5.40), the dotted line is the exact result obtained by solving equations (5.10) and (5.11) numerically.

Figure 5.4 As in figure 5.3, but showing $\bar{P}(n)$ over a different frequency range: the solid line depicts the approximate solution and the dotted line is the exact result.
5.3.1 Frequency dependence of the solution

The angle of the rotation, $\Phi$, connecting $s(0)$ to $s(2\pi)$, equation (5.37), is given by the relation

$$2 \cos \Phi + 1 = \text{Tr}(R) = \text{Tr}(R_2 W)$$

$$= (1 + \cos \Phi_w) \cos \eta + \cos \Phi_w$$

$$-2m_3 \sin \eta \sin \Phi_w + 4m_3^2 \sin^2(\Phi_w/2) \sin^2(\eta/2).$$  \hspace{1cm} (5.41)

This relation is exact, but if the approximation defined in equation (5.32) is used then $m_3 = 0$ and the last two terms are zero: henceforth we shall normally assume that $m_3 = 0$.

The direction, $n$, is more difficult to obtain and can only be found by considering the action of $R$ on two linearly independent vectors. Consider the vectors $x_k = Ra_k$, $k = 1, 2, 3$, with $a_k$ the unit vectors along the axes. Then from equation (5.37) we obtain

$$R_{kj} = x_j \cdot a_k = \delta_{kj} \cos \Phi + n_k n_j (1 - \cos \Phi) + \epsilon_{kj} n_l \sin \Phi,$$  \hspace{1cm} (5.42)

so

$$2n_3 \sin \Phi = R_{12} - R_{21}.$$  \hspace{1cm} (5.43)

Thus, provided $\sin \Phi \neq 0$, $n_3 = 0$ when $R_{21} - R_{12} = 0$ or, on using approximation (5.32) so that $m_3 = 0$,

$$2 \cos(\eta/2) \left\{ \sin(\eta/2) \left[ (1 + \cos \Phi_w) \cos \psi + m_1 \sin \Phi_w \sin \psi \right] - m_2 \sin \Phi_w \sin \psi \cos(\eta/2) \right\} = 0,$$  \hspace{1cm} (5.44)

where $\psi = \psi(0)$ since $\tau = 2\pi$. We now consider the roots of this equation.

One solution is $\cos(\eta/2) = 0$ making $\eta$ an odd multiple of $\pi$; from equation (5.41) we see that this gives $\cos \Phi = -1$ so that $\Phi = \pi$. In this case we cannot use equation (5.43) to find $n_3$, but instead we have

$$n \propto s(0) + s(2\pi) \quad \text{giving} \quad n_3 = \sqrt{\frac{1 + R_{33}}{2}}, \quad (\cos \eta = -1),$$  \hspace{1cm} (5.45)

where, for $\cos \eta = -1$ and $m_3 = 0$,

$$R_{33} = \cos 2\psi \cos \Phi_w + m_1 \sin 2\psi \sin \Phi_w - 2m_2^2 \sin^2(\Phi_w/2) \sin^2 \psi$$

$$\simeq 1 - 2\psi^2 + 2m_1 \psi \Phi_w - \frac{1}{2} \Phi_w^2.$$  \hspace{1cm} (5.46)

Some typical values of $\psi$ and $\Phi_w$ are shown in figure 5.5, for the case $n = 38$, $F_0 = 0.121$, as a function of $\Omega_0$. Since both $\psi$ and $\Phi_w$ are small we see that $n_3 \simeq 1$ when
Figure 5.5 Graphs showing some values of $\psi$, equation (5.31) and $\Phi_w$, equation (5.32) as a function of $\Omega_0$ in the case $n = 38$ and $F_0 = 0.121$.

$\cos \eta \simeq -1$: indeed, for very small $\Omega_0$, $|\Phi_w| \ll \psi \propto \Omega_0$ so in this limit $n_3 \simeq 1 - \frac{1}{2} \psi^2$ and $\overline{P}(n) = 1 - O(\Omega_0^2)$ when $\cos \eta = -1$, that is in between resonances.

The other solution is given by the roots of the equation

$$\sin(\eta/2) = \frac{m_2 \cos(\eta/2) \sin \Phi_w \sin \psi}{(1 + \cos \Phi_w) \cos \psi + m_1 \sin \Phi_w \sin \psi}. \quad (5.47)$$

The left hand side of this equation varies between $\pm 1$ as $\eta$ changes from $\pi$ to $3\pi$, that is as $\Omega_0$ changes by a quantity $\Omega_0^2$, see equation (5.49) below. On the other hand the right hand side is always very small so the roots must be near $\eta = 2\pi p$, for some large integer $p$, but to determine the corrections, upon which the behaviour at resonance depend, we need an estimate of $\Phi_w$. In the integral (5.33), from which $\Phi_w$ is obtained, the function $\psi$ is $O(\Omega_0)$ and $2\pi$-periodic whereas the exponent is monotonic increasing from zero to about $2\pi/\Omega_0 \gg 1$. A good approximation to this integral is obtained by ignoring the term $O(\Omega_0^n)$ in the phase integrand to give the slightly simpler integral

$$I(\Omega_0) = \int_0^{2\pi} d\tau \psi(\tau) \exp\left(\frac{i}{\Omega_0} \int_0^\tau d\tau E(\tau)\right). \quad (5.48)$$

When $\eta = \frac{1}{\Omega_0} \int_0^{2\pi} d\tau E(\tau) = 2\pi p$, that is $\Omega_0 \simeq 1/p$, we can change variables to express the integral (5.48) in the form $\int_0^{2\pi} dy f(y)e^{iy}$ where $f(y)$ is a $2\pi$-periodic, analytic function of $y$. In this case $I(\Omega_0)$ decreases faster than any power of $p$, that is $|I| < \Omega_0^{-N}$ for any $N > 0$. For other values of $\Omega_0$, $I$ is larger as there is incomplete cancellation of the oscillations. However, we need an estimate of $I$ near the points where $\eta = 2\pi p$, so we shall assume that $I(\Omega_0)$ does not change sufficiently rapidly near here to invalidate this assumption; we demonstrate numerically that this is true in figure 5.6.

In appendix F we show that near a resonance $\Phi_w = |I|$ decreases as $\Omega_0^{1/2} \exp(-C/\Omega_0)$, for some positive constant $C$. In order to illustrate this behaviour we consider a rather
Figure 5.6 Graphs showing the variation of various functions near the resonance at $\Omega_0 \simeq 0.011544688470691$ as a function of $x = (\Omega_0 - 0.011544688470691)^{13}$ for $n = 38$ and $F_0 = 0.121$.

extreme case, the resonance at $\Omega_0 \simeq 0.011544688470691$, having a width of $\delta \Omega_0 \simeq 10^{-13}$. In figure 5.6 we show graphs of $P(n)$, $n_3$, $\Phi_w$ and $\sin(\eta/2)$ over the width of the resonance for $n = 38$ and $F_0 = 0.121$.

These numerical results are representative of all cases we have considered and show clearly that $\Phi_w$ changes little over the width of the resonance. We have shown that the positions of the resonances are at the roots of equation (5.47) and we see from the above analysis that $\eta - 2\pi p = O(\Omega_0^{3/2})\exp(-C\Omega_0^{-1})$. In this case $\cos \eta \simeq 1$ and from equation (5.41) we see that $\Phi \simeq \Phi_w$, and that equation (5.43) is applicable which confirms that the solution of equation (5.47) gives the zeros of $n_3$ and hence the positions of the minimum of $P(n)$, equation (5.40), as shown in figures 5.3 and 5.4. By comparing the graphs in figure 5.5 with those in figures 5.3 and 5.4 we see that this is true for all $\Omega_0 < 0.1$; we have not considered larger frequencies.

5.3.2 Resonance widths

Finally we are in a position to determine the width of the minima of $P(n)$ as a function of $\Omega_0$, which is determined by the rate at which $n_3$ passes through zero as $\Omega_0$ changes. Suppose that $\Omega_r$ is a resonance frequency, $n_3(\Omega_r) = 0$; then for a nearby frequency, $\Omega_0 = \Omega_r + \delta \Omega_0$, we have $\delta n_3 = n_3'(\Omega_r)\delta \Omega_0$. The derivative of $n_3$ at a resonance is obtained by differentiating equation (5.43) to give $n_3' = (\partial \eta/\partial \Omega_0)/\Phi_w$, but from the definition of $\eta$, equation (5.29), we have

$$\frac{\partial \eta}{\partial \Omega_0} = \frac{1}{\Omega_0^4} \int_0^{2\pi} d\tau \frac{E^2}{\sqrt{E^2 + 4k^2 \Omega_0^2}} \simeq -\frac{2\pi}{\Omega_0^2} \quad (5.49)$$
so that
\[ \delta n_3 = -\frac{2\pi \delta \Omega_0}{\Omega_0^5 \Phi_0(\Omega_0)}. \] (5.50)

Thus on using the above estimate for \( \Phi_0(\Omega_0) \) we see that the width of the resonance decreases as \( \Omega_0^{5/2} e^{-C/\Omega_0} \). This very rapid decrease in resonance widths with decreasing frequency is the main reason why none were seen in Sauer et al. (1992); for example at \( n = 28, F_0 = 0.123 \), typical of the parameters considered in Sauer et al. (1992), there is a resonance at \( \Omega_0 = 0.033236 \) with a width \( \delta \Omega_0 = 2 \times 10^{-5} \), whereas the experiment was at a scaled frequency \( \Omega_0 = 0.03307 \) while at \( n = 24, \Omega_0 = 0.02083 \), the nearest resonance is at \( \Omega_0 = 0.0206 \) having a width \( \delta \Omega_0 \approx 10^{-6} \).

5.4 Conclusions

In this chapter we have studied the behaviour of a one-dimensional hydrogen atom in the presence of a low frequency, harmonic electric field in the limit as the field frequency tends to zero. For the small scaled frequencies \( \Omega_0 \approx p^{-1}, p \) being a large integer, there are resonances at which the ionization probability is enhanced and we have shown that the width of each resonance is of order \( \Omega_0^{5/2} \exp(-C/\Omega_0) \). Our analysis is based upon the two-state approximation to the coupled equations of motion but, since an adiabatic basis is used, this is a good approximation at low frequencies. In order to find the resonance widths we have found a new, accurate solution to these equations. The rapid decrease in the width as \( \Omega_0 \to 0 \) explains why low frequency resonances were not found in the experiments reported in Sauer et al. (1992).

The relationship of this one-dimensional model to a real three-dimensional atom remains an open question. However, it should be noted that a number of quite subtle features seen in experimental results can be explained by this one-dimensional model. For instance, the threshold fields for ionization in both one- and three-dimensional atoms agree remarkably well, provided the scaled field is not too large, while the positions of the resonances near \( \Omega_0 = 1/3, 1/2 \) and 1, for example, agree well, as does the classical behaviour near them. Finally, we note that the one-dimensional model provides accurate positions of, and qualitatively accurate behaviour near, the low frequency resonances, see Richards et al. (1989b). Thus, it seems reasonable to assume that the result obtained here will be similar to the true resonance width of the three-dimensional atom. However, it is not clear how the equivalent analysis for these atoms should proceed without making further approximations.
Appendix A

Gauge invariance of the resonance overlap condition

In this appendix we show that each of the three Hamiltonians (1.27), (1.33) and (1.37), derived in section 1.7, yield identical expressions for the critical field strength, $F_{CH}$ of equation (1.65) given on page 28 and derived using the Chirikov (1979) resonance overlap condition, above which a significant proportion of orbits become unstable.

The dipole gauge

For convenience, we start with the dipole gauge Hamiltonian, equation (1.33), which we write in the form,

$$H_d(q_1, p_1, t) = H_0(q_1, p_1) + q_1 F \sin \Omega t,$$  \hspace{1cm} (A.1)

$$H_0(q_1, p_1) = \frac{1}{2\mu} p_1^2 + V(q_1), \hspace{1cm} (A.2)$$

where, for convenience, we have set $\lambda(t) = 1$ and $\delta = 0$.

As in section 1.5 we express Hamiltonian (A.1) in terms of the angle-action variables, $(\theta, I)$, of the unperturbed Hamiltonian, $H_0$:

$$H_d(\theta, I, t) = H_0(I) + q_1(\theta, I) \sin \Omega t. \hspace{1cm} (A.3)$$

The variable, $q_1(\theta, I)$, is a $2\pi$-periodic function of $\theta$ and hence may be expressed as the Fourier series

$$q_1(\theta, I) = \sum_{s = -\infty}^{\infty} Q_s(I)e^{-is\theta}, \hspace{1cm} (A.4)$$

where

$$Q_s(I) = \frac{1}{2\pi} \int_0^{2\pi} d\theta q_1(\theta, I)e^{is\theta}, \hspace{1cm} Q_s = Q_{s-s} = |Q_s|\exp(-i\gamma_s). \hspace{1cm} (A.5)$$

Substituting equation (A.4) into Hamiltonian (A.3) gives

$$H_d(\theta, I, t) = H_0(I) + \frac{F}{2i} \sum_{s = -\infty}^{\infty} Q_s(I)\{e^{-i(s\theta-\Omega t)} - e^{-i(s\theta+\Omega t)}\}. \hspace{1cm} (A.6)$$
Resonances occur when \( s = \pm r \) so that \( r \theta = \Omega t \), that is at \( \Omega = \tau \omega \). On ignoring the rapidly varying terms, an approximation to Hamiltonian (A.6) in the vicinity of the resonance at \( \Omega = \tau \omega \) is, on using equation (A.5),

\[
H_d(\theta, I, t) \simeq H_0(I) - F|Q_r(I)|\sin(r\theta - \Omega t + \gamma_r).
\] (A.7)

The momentum gauge

The momentum gauge Hamiltonian, equation (1.27), is

\[
H_m(q, p, t) = H_0(q, p) + \frac{p}{\mu \Omega} \cos \Omega t,
\] (A.8)

where the conjugate variables, \((q, p)\) and \((q_1, p_1)\) are related by equation (1.34);

\[
p = p_1 - \frac{F}{\Omega} \cos \Omega t, \quad q = q_1.
\] (A.9)

The crucial point here is that the dependency of \( H_0 \) upon \((q_2, p_2)\) is given by equation (A.2) with \((q_1, p_1)\) replacing \((q_1, p_1)\); we can therefore use the same angle-action variables to write Hamiltonian (A.8) as

\[
H_m(\theta, I, t) = H_0(I) + \frac{F}{\mu \Omega} p(\theta, I) \cos \Omega t.
\] (A.10)

Now, from Hamilton's equations for the unperturbed motion, we have

\[
\dot{q}(\theta, I) = \dot{q}_1(\theta, I) = \frac{\partial H_0}{\partial p} = \frac{p(\theta, I)}{\mu},
\] (A.11)

so that

\[
p(\theta, I) = \mu \dot{q}_1(\theta, I) = -i\mu \omega(I) \sum_{s=-\infty}^{\infty} s Q_s(I) e^{-is\theta}, \text{ where } \dot{\theta} = \frac{\partial H_0}{\partial I} = \omega(I). \] (A.12)

On using equation (A.12), Hamiltonian (A.10) becomes,

\[
H_m(\theta, I, t) = H_0(I) - \frac{i F \omega(I)}{\Omega} \sum_{s=-\infty}^{\infty} s Q_s(I) \{ e^{-i(s\theta-\Omega t)} + e^{-i(s\theta+\Omega t)} \}.
\] (A.13)

Thus, in the vicinity of the resonance at \( s = \pm r \) we obtain an approximation to \( H_m \):

\[
H_m(\theta, I, t) \simeq H_0(I) - F|Q_r(I)|\sin(r\theta - \Omega t + \gamma_r).
\] (A.14)

The acceleration gauge

The acceleration gauge Hamiltonian, equation (1.37), is

\[
H_a(q_2, p_2, t) = \frac{1}{2\mu} p_2^2 + V(q_2 - b(t)), \quad b(t) = \frac{F}{\mu \Omega^2} \sin \Omega t,
\] (A.15)
where,
\[ p_2 = p_1 - \frac{F}{\Omega} \cos \Omega t \quad \text{and} \quad q_2 = q_1 - \frac{F}{\mu \Omega^2} \sin \Omega t. \]  
(A.16)

For high frequencies, an approximation to Hamiltonian (A.15) is given by equation (1.72) given on page 29:
\[ H_a(q_2, p_2, t) \simeq H_0(q_2, p_2) + \frac{F}{\mu \Omega^2} \sin \Omega t \frac{\partial V}{\partial q_2}. \]  
(A.17)

Again the dependency of \( H_0 \) upon \((q_2, p_2)\) is given by equation (A.2) with \((q_2, p_2)\) replacing \((q_1, p_1)\) and so again we can use the same angle-action variables to re-write \( H_a \) as
\[ H_a(\theta, I, t) \simeq H_0(I) + \frac{F}{\mu \Omega^2} \sin \Omega t \frac{\partial V}{\partial q_2}(\theta, I). \]  
(A.18)

On considering the unperturbed motion we see that the equations of motion are,
\[ \dot{p}_2 = -\frac{\partial H_0}{\partial q_2} = -\frac{\partial V}{\partial q_2}, \quad \dot{q}_2 = \frac{\partial H_0}{\partial p_2} - \frac{p_2}{\mu}, \]  
(A.19)

and so we have
\[ \frac{\partial V}{\partial q_2}(\theta, I) = -\mu \ddot{q}_2(\theta, I) = \mu \omega(I)^2 \sum_{s=-\infty}^{\infty} s^2 Q_s(I) e^{-is\theta}, \]  
(A.20)

where again we have used \( \dot{\theta} = \partial H_0/\partial I = \omega(I) \). Substituting equation (A.20) into equation (A.18) gives,
\[ H_a(\theta, I, t) \simeq H_0(I) + \frac{F \omega(I)^2}{2i \Omega^2} \sum_{s=-\infty}^{\infty} s^2 Q_s(I) \{ e^{-i(s\theta - \Omega t)} - e^{-i(s\theta + \Omega t)} \} \]  
(A.21)

and so, in the vicinity of the resonance at \( s = \pm \tau \) an approximation to \( H_a \) is
\[ H_a(\theta, I, t) \simeq H_0(I) - F |Q_r(I)| \sin(\tau \theta - \Omega t + \gamma_r), \]  
(A.22)

where \( \Omega \approx \tau \omega \).

Thus the approximate Hamiltonians, equations (A.7), (A.14) and (A.22) take the same form in each of the three gauges and the gauge-invariance of the overlap criterion, equation (1.65), follows. A similar analysis can be used to prove the gauge invariance of the classical map, equations (1.91) and (1.92).
Appendix B

Sudden ionization: classical

In this appendix, we outline the calculation of the classical ionization probabilities for the Morse potential, described by equation (3.1), when the oscillating field is switched on suddenly. In section 1.6, we obtained the following expression for the value of the momentum, $p_1$, at which the initial unperturbed torus intersects the separatrix of the mean-motion Hamiltonian,

\[-2p_1 \frac{F}{\Omega} \cos \delta + \left( \frac{F}{\Omega} \right)^2 \cos^2 \delta \simeq 2\mu (E^S - E_d). \tag{B.1}\]

In terms of the variables $A_s$ and $A_0$, introduced in section 3.2, $2\mu E^S = a^2 A_s^2$ and $2\mu E_d = a^2 A_s^2 A_0 (2 - A_0)$, which gives,

\[p_1 = a A_s (1 - A_0) P, \tag{B.2}\]

\[P = \frac{(\beta^2 \cos^2 \delta - 4r^2 (1 - A_0)^4)}{4r(1 - A_0)^2 \beta \cos \delta}, \tag{B.3}\]

and where we have written $\Omega = A s r a^2 (1 - A_0) / \mu$ and $F = a^3 A_s^2 \beta / 2 \mu$.

We now find the values of the angle variables, $\theta_{1,2}$, at which the intersection takes place by using equations (3.3) and (3.4) to write $p_1$ in terms of the action-angle variables. Substituting the resulting expression into equation (B.3) gives,

\[\frac{\sqrt{\varepsilon} \sin \theta}{1 - \sqrt{\varepsilon} \cos \theta} = P, \tag{B.4}\]

Rearranging this and using equation (3.5) to rewrite $\varepsilon$ in terms of $A_0$ gives,

\[\sin(\theta_{1,2} + \gamma) = \frac{P}{\sqrt{A_0 (2 - A_0)(1 + P^2)}}, \quad \tan \gamma = P. \tag{B.5}\]

The difference, $|\theta_1 - \theta_2| / 2\pi$ is then the ionization probability which can be averaged over the field phase to give our final expression:

\[P_{SUD}(\beta, A_0, \tau) = \frac{1}{2\pi^2} \int_0^{2\pi} d\delta \cos^{-1} \left( \frac{P(\delta)}{\sqrt{A_0 (2 - A_0)(1 + P(\delta)^2)}} \right). \tag{B.6}\]

This is used to compute the theoretical ionization probability curves shown in figures 3.11 and 3.12.
Appendix C

Sudden ionization: quantal

Here we show how the quantal-sudden ionization probability is related to the classical sudden probability of equation (B.6), derived in appendix B, and that in the classical limit they are identical. We assume that for times \( t < 0 \) the dipole Hamiltonian, equation (1.33) with \( F = 0 \), describes the system, and for \( t > 0 \) that the Hamiltonian of equation (1.37) is a good approximation. At \( t = 0 \) there is a transition in momentum,

\[
p_2 = p_1 - (F/\Omega) \cos \delta,
\]

so that the wave functions \( \psi_{\pm} \) immediately before and after \( t = 0 \) are related by,

\[
\psi_+ = \psi_- \exp \left( -i \frac{F \cos \delta}{\Omega \hbar} \right)
\]

\[
= \sum a_k \bar{\psi}_k(q) + \int_{E_S}^{\infty} dE a(E) \bar{\psi}(E, q)
\]

where \( \bar{\psi} \) are the eigenstates of \( \bar{H} \) and \( \psi_- \), the initial state, is an eigenstate of \( H_d \). Then, assuming that the continuum wave functions are delta-function normalized in energy the ionization amplitude is,

\[
a(E) = \int_{-\infty}^{\infty} dq \bar{\psi}^*(E, q) \psi_n(q) \exp \left( -i \frac{F \cos \delta}{\Omega \hbar} \right).
\]

Since the quantum numbers are large we use the WKB approximations.

\[
\bar{\psi}(E, q) = \sqrt{\frac{2\mu}{\pi \hbar p(E, q)}} \sin \left( \frac{1}{\hbar} \int_{a_2(E)}^{q} dx \, p(E, x) + \varphi(E) \right),
\]

\[
\psi_n(q) = \sqrt{\frac{2\mu \omega(E_n)}{\pi \hbar p(E_n, q)}} \sin \left( \frac{1}{\hbar} \int_{a_1}^{q} dx \, p(E_n, x) + \frac{\pi}{4} \right),
\]

where \( a_k, k = 1, 2 \) are the inner turning points. Then the transition amplitude is, on ignoring the rapidly varying terms,

\[
a(E) = \frac{\mu}{\pi} \sqrt{\frac{\omega(E_n)}{\hbar}} \int_{a_3}^{b} dq \frac{\exp \left( -i \frac{F \cos \delta}{\Omega \hbar} \right)}{\sqrt{p(E, q)p(E_n, q)}}
\]

\[
\times \cos \left( \frac{1}{\hbar} \int_{a_3}^{q} dx \, (p(E, x) - p(E_n, x)) + \varphi(E) - \frac{\pi}{4} \right),
\]
where \( a_3 = \max(a_1, a_2) \) and \( b \) is the outer turning point.

This integral may be evaluated using the stationary phase approximation with the stationary phase points at the real roots, \( q_1 \) and \( q_2 \), of,

\[
\Delta p(q) = p(E, q) - p(E_n, q) = \pm \frac{F \cos \delta}{\Omega}.
\]  \( \text{(C.7)} \)

Remembering that \( p(q) > 0 \) and that \( E > E_n \), we see that for each sign of equation (C.7) only one part of the cosine in equation (C.6) contributes and so we have,

\[
a(E) = \mu \sqrt{\frac{\omega(E_n)}{2\pi}} \sum_{k=1}^{2} \exp \left\{ \frac{i}{\hbar} \left( \int_{q_3}^{q_k} dx \Delta p(x) + \varphi(E) - \frac{\pi}{4} - \frac{F \cos \delta}{\Omega} + \frac{i F \delta k}{4} \right) \right\},
\]  \( \text{(C.8)} \)

where the Maslov indices are \( \sigma_1 = 1 \) and \( \sigma_2 = -1 \). The classical limit is obtained by ignoring the interference terms, and on using the relation,

\[
p(E, q)p(E_n, q)\Delta p'(q) = \mu V'(q)\Delta p(q),
\]  \( \text{(C.9)} \)

where we assume \( \alpha \) small so that \( V(q, \alpha) \approx V(q) \), we see that,

\[
|a(E)|^2 = \frac{\mu \omega(E_n)}{2\pi |\Delta p|} \left( \frac{1}{|V'(q_1)|} - \frac{1}{|V'(q_2)|} \right).
\]  \( \text{(C.10)} \)

However, the classical probability is just,

\[
P^c(E) = \frac{1}{2\pi} |\theta_2'(E) - \theta_1'(E)|,
\]  \( \text{(C.11)} \)

where \( \theta_k \) are the two roots of \( \mu E(\theta) = p(E_n, q(\theta))\Delta p \) and since,

\[
\mu \frac{dE}{d\theta} = \Delta p \frac{dp}{d\theta} = -\frac{\Delta p}{\omega(E_n)} \frac{dV}{dq},
\]  \( \text{(C.12)} \)

the equality of the classical and quantal ionization probabilities in the sudden limit follows.
Appendix D

Uniform approximations

For one-dimensional systems it is often possible to use uniform methods to obtain asymptotic approximations to the solutions of Schrödinger’s equation. The essence of uniform approximations is that similar equations have similar solutions, two equations being similar if their order, type and number of turning points are the same. A rigorous exposition of this theory is given by Cherry (1950); here we concentrate on the elementary case needed for this application. The approximate theory starts with the Schrödinger equation which we assume can be written in the form:

\[ \frac{d^2\psi}{dx^2} + \hbar^{-2} Q(x) \psi = 0, \]  
(D.1)

where \( Q(x) \) is some sufficiently well behaved function of \( x \). For our application, this equation derives from the Hamiltonian,

\[ H(p, q) = \frac{p^2}{2\mu} + V(q), \]  
(D.2)

in which case,

\[ Q(x) = 2\mu(E - V(x)), \]  
(D.3)

where \( E \) is the particle energy, \( \mu \) its mass and \( V \) the potential energy. Let,

\[ \frac{d^2\phi}{d\sigma^2} + \hbar^{-2} Q_0(\sigma) \phi = 0, \]  
(D.4)

be a comparison equation such that \( Q_0(\sigma) \) and \( Q(x) \), equation (D.1), have similar turning point structure over the \( x \)-range of interest. We should then expect the solutions \( \psi(x) \) and \( \phi(\sigma) \), of equations (D.1) and (D.4) respectively, to be approximately related by a coordinate stretch and a rescaling; this can be expressed by writing,

\[ \psi(x) = f(\sigma) \phi(\sigma), \quad \sigma = \sigma(x), \]  
(D.5)

where \( f(\sigma) \) and \( \sigma(x) \) remain to be determined; naturally, both \( f, \sigma \) and their inverses must be continuous. The function \( \sigma(x) \) can be thought of as a non linear, invertible,
scaling of coordinates and $f(\sigma)$ the associated rescaling of the wave function. The forms of the primitive WKB expressions, namely,

$$\psi(x) = Q^{-1/4}(x) \exp \left( i \int_{x_0}^{x} \frac{dz'}{Q(z')} \right),$$  \hspace{1cm} (D.6) \\
$$\phi(\sigma) = Q^{-1/4}(\sigma) \exp \left( i \int_{\sigma_0}^{\sigma} \frac{d\sigma'}{Q_0(\sigma')} \right),$$  \hspace{1cm} (D.7) \\

suggest a solution with,

$$f(\sigma) = \left( \frac{Q_0(\sigma)}{Q(x)} \right)^{1/4},$$  \hspace{1cm} (D.8) \\

and $\sigma(x)$ implicitly defined by,

$$\int_{\sigma_0}^{\sigma} d\sigma' \sqrt{Q_0(\sigma')} = \int_{x_0}^{x} dx' \sqrt{Q(x')}.$$  \hspace{1cm} (D.9) \\

The coordinate scaling, $\sigma$, is obtained by substituting equation (D.5) into (D.1) and using (D.4) to give,

$$\frac{\hbar^2}{f} \frac{df}{d\sigma} \frac{d}{dx} \left( f^2 \frac{d\sigma}{dx} \right) + \hbar^2 \phi \left( \frac{d^2 f}{d\sigma^2} \left( \frac{d\sigma}{dx} \right) + \frac{df}{d\sigma} \frac{d^2 \sigma}{dx^2} \right) + \left( Q - Q_0 \left( \frac{d\sigma}{dx} \right)^2 \right) \phi f = 0,$$  \hspace{1cm} (D.10) \\

which can be satisfied to $O(\hbar^2)$ by choosing $\sigma$ to satisfy,

$$Q_0(\sigma) \left( \frac{d\sigma}{dx} \right)^2 = Q(x).$$  \hspace{1cm} (D.11) \\

For $f(\sigma)$ to be well behaved, $\sigma(x)$ must be chosen so that the zeros of $Q(x)$ and $Q_0(\sigma)$ coincide and are of the same type. Note that with $f$ defined by equation (D.9), we have

$$f(\sigma)^2 \frac{d\sigma}{dx} = 1,$$  \hspace{1cm} (D.12) \\

and the first term of equation (D.10) is zero.

Equations (D.11), (D.8), (D.5) and (D.4) are the important equations for the application of this method. In practice, it is essential that $Q_0(\sigma)$ can be chosen so that the solution to equation (D.4), $\phi(\sigma)$, can be represented in terms of standard functions with known properties.
Appendix E

Evaluation of action and tunnelling integrals

In this appendix we obtain analytic expressions for the integrals $I_\xi$, $I_\eta$ and $A$ given by equations (4.44), (4.55) and (4.47) respectively of section 4.3.2, together with the quantal correction function, $\Phi(x)$, equation (4.56) and the resonance widths, $\Gamma^{SC}_{R}$ of equation (4.65). The expressions derived in this appendix are used to numerically evaluate of these functions.

### E.1 Evaluation of the action integral $I_\xi$

The action integral of the $\xi$-motion is given by equation (4.44),

$$I_\xi = \frac{\sqrt{2\mu}}{\hbar} \int_{\xi_2}^{\xi_1} d\xi \sqrt{\frac{E}{2} - V_\xi(\xi)},$$

$$= \frac{\sqrt{\mu F}}{2\hbar} \int_{\xi_2}^{\xi_1} d\xi \frac{-\xi^2 + \frac{2E}{F} \xi + \frac{4e^2 \beta_1}{F} - \frac{m^2 \hbar^2}{\mu F}}{\sqrt{-\xi^3 + \frac{2E}{F} \xi^2 + \frac{4e^2 \beta_1}{F} \xi - \frac{m^2 \hbar^2}{\mu F}}}.$$  \hspace{1cm} (E.1)

Following the notation of Gallas et al. (1982), we write this in the form,

$$I_\xi = \frac{\sqrt{\mu F}}{2\hbar} \left( -I_\xi^{(2)} + \frac{2E}{F} I_\xi^{(1)} + \frac{4e^2 \beta_1}{F} I_\xi^{(0)} - \frac{m^2 \hbar^2}{\mu F} I_\xi^{(-1)} \right),$$  \hspace{1cm} (E.2)

where,

$$I_\xi^{(d)} = \int_{\xi_2}^{\xi_1} d\xi \xi^d \left(-\xi^3 + \frac{2E}{F} \xi^2 + \frac{4e^2 \beta_1}{F} \xi - \frac{m^2 \hbar^2}{\mu F} \right)^{-1/2},$$

$$= \int_{\xi_2}^{\xi_1} d\xi \frac{\xi^d}{\sqrt{(\xi_1 - \xi)(\xi - \xi_2)(\xi - \xi_3)}}.$$  \hspace{1cm} (E.3)

The turning points, $\xi_1$, $\xi_2$, are the non-negative roots of the cubic equation,

$$-\xi^3 + \frac{2E}{F} \xi^2 + \frac{4e^2 \beta_1}{F} \xi - \frac{m^2 \hbar^2}{\mu F} \equiv (\xi_1 - \xi)(\xi - \xi_2)(\xi - \xi_3) = 0,$$  \hspace{1cm} (E.4)
and, as shown in figure 4.1 on page 101, are ordered $\xi_3 < 0 < \xi_2 < \xi_1$. Equation (E.2) can be simplified by using the identity,

$$I_\xi = \frac{\sqrt{2\mu}}{\hbar} \int_{\xi_3}^{\xi_1} d\xi \sqrt{E/4 - V_\xi(\xi)} = \frac{\sqrt{2\mu}}{2\hbar} \int_{\xi_3}^{\xi_1} d\xi \frac{\xi}{\sqrt{E/4 - V_\xi(\xi)}},$$

(E.5)

which is obtained after a trivial integration by parts. From this identity it follows that,

$$I_\xi = \frac{\sqrt{\mu J}}{2\hbar} \left( \frac{1}{2} I_\xi^{(2)} + \frac{2e^2\beta_1}{2F} I_\xi^{(0)} - \frac{m^2\hbar^2}{\mu F} I_\xi^{(-1)} \right).$$

(E.6)

Combining equations (E.2) and (E.6) and eliminating $I_\xi^{(2)}$ gives,

$$I_\xi = \frac{\sqrt{\mu J}}{2\hbar} \left( \frac{2E}{3F} I_\xi^{(1)} + \frac{8e^2\beta_1}{3F} I_\xi^{(0)} - \frac{m^2\hbar^2}{\mu F} I_\xi^{(-1)} \right).$$

(E.7)

The integrals, $I_\xi^{(j)}$, can be evaluated analytically in terms of complete elliptic integrals (see Abramowitz and Stegun 1965, chapter 17), yielding,

$$I_\xi^{(0)} = g_k K(k_\xi), \quad I_\xi^{(-1)} = \frac{g_k}{\xi_1} \Pi(\xi_1 - \xi_2)/\xi_1, k_\xi,$$

$$I_\xi^{(1)} = g_k (\xi_3 K(k_\xi) + (\xi_1 - \xi_3) E(k_\xi)),$$

(E.8)

where $g_\xi^2 = 4/(\xi_1 - \xi_3)$, $k_\xi^2 = (\xi_1 - \xi_2)/(\xi_1 - \xi_3)$ and $E$, $K$ and $\Pi$ are standard complete elliptic integrals of the first, second and third kinds respectively.

### E.2 Evaluation of the action integral $I_\eta$

For energies $E < E^\delta$, the action integral of the $\eta$-motion, $I_\eta$ of equation (4.55), may be evaluated in a similar fashion,

$$I_\eta = \frac{\sqrt{2\mu}}{\hbar} \int_{\eta_1}^{\eta_3} d\eta \sqrt{E/4 - V_\eta(\eta)},$$

(E.9)

where the integrals, $I_\eta^{(j)}$, are defined by,

$$I_\eta^{(j)} = \int_{\eta_1}^{\eta_3} d\eta \frac{\eta^j}{\sqrt{(\eta - \eta_1)(\eta_2 - \eta)(\eta_3 - \eta)}},$$

(E.10)

with the roots, $0 < \eta_1 < \eta_2 < \eta_3$, obtained from,

$$\eta^3 + \frac{2E}{F} \eta^2 + \frac{4e^2\beta_2}{F} \eta - \frac{m^2\hbar^2}{\mu F} \equiv (\eta - \eta_1)(\eta_2 - \eta)(\eta_3 - \eta).$$

(E.11)

As before, the $I_\eta^{(j)}$'s can be expressed in terms of complete elliptic integrals:

$$I_\eta^{(0)} = g_\eta K(k_\eta), \quad I_\eta^{(-1)} = \frac{g_\eta}{\eta_1} \Pi(\eta_2 - \eta_1)/\eta_1, k_\eta,$$

$$I_\eta^{(1)} = g_\eta (\eta_3 K(k_\eta) - (\eta_3 - \eta_1) E(k_\eta)),$$

(E.12)

where $g_\eta^2 = 4/(\eta_3 - \eta_1)$ and $k_\eta^2 = (\eta_2 - \eta_1)/(\eta_3 - \eta_1)$.  
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E.3 Evaluation of the tunnelling integral $A(E)$

The tunnelling integral, $A(E)$ of equation (4.47), can also be evaluated in terms of complete elliptic integrals using the method outlined in this appendix:

$$ A(E) = \frac{\sqrt{2\mu}}{\pi} \int_{\eta_2}^{\eta_3} \frac{d\eta}{\sqrt{V_\eta(\eta) - E/4}}, $$

(E.13)

$$ A(E) = \frac{\sqrt{\mu F}}{2\pi} \left( -\frac{2E}{3F} A^{(0)} - \frac{8e^2\beta_2}{3F} A^{(0)} + \frac{m^2\hbar^2}{\mu F} A^{(-1)} \right), $$

where $\eta_1, \eta_2, \eta_3$ are again the roots of equation (E.11) and where the $A^{(j)}$'s are defined by,

$$ A^{(j)} \equiv \int_{\eta_2}^{\eta_3} d\eta \frac{\eta^j}{\sqrt{(%(\eta_1 - \eta)(\eta_2 - \eta)(\eta_3 - \eta)}}, $$

(E.14)

and may be written in the form,

$$ A^{(0)} = g_A K(k_A), \quad A^{(-1)} = \frac{g_A}{\eta_3} \Pi((\eta_3 - \eta_2)/\eta_3, k_A), $$

$$ A^{(1)} = g_A (\eta_1 K(k_A) + (\eta_3 - \eta_1)E(k_A)), $$

(E.15)

where $g_A^2 = 4/(\eta_3 - \eta_1)$ and $k_A^2 = (\eta_3 - \eta_2)/(\eta_3 - \eta_1)$. In evaluating $A(E)$, the branches for the integrals are chosen so that $A(E) > 0$ for $E < E^S$.

E.4 Evaluation of the quantal correction function $\Phi(x)$

The function $\Phi(x)$ given by equation (4.56),

$$ \Phi(x) = x(1 - \ln |x|) + \arg \Gamma(1/2 + ix), $$

(E.16)

is odd, positive for $x > 0$, has a single maximum of $\Phi \approx 0.15$ at $x = 0.18$. For $x \gg 1$ it has the asymptotic expansion,

$$ \Phi(x) = 1/24x + 7/2880x^3 + 31/40320x^5 + O(x^{-7}), $$

(E.17)

which is accurate to 0.3% for $x > 1$ and 0.04% for $x > 2$. For small $x$, the formula given by Abramowitz and Stegun (1965, equation (6.1.27)) may be used to evaluate $\arg \Gamma(1/2 + ix)$ but more rapid convergence is obtained by rewriting it in the form,

$$ \arg \Gamma(1/2 + ix) = x\Psi(1/2) + \sum_{j=0}^{\infty} \left( z_j - \frac{1}{3}z_j^3 + \frac{1}{5}z_j^5 - \tan^{-1}z_j \right) $$

$$ + \frac{7}{3}x^3\zeta(3) - \frac{31}{5}x^5\zeta(5), \quad z_j = \frac{2x}{1 + 2j}, $$

(E.18)

where $\zeta(m)$ is the Riemann Zeta function (Abramowitz and Stegun 1965, chapter 23) and $\Psi(x) = \Gamma'(x)/\Gamma(x)$. 
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E.5 Evaluation of the resonance widths $\Gamma_R^{SC}$

A semiclassical expression for the resonance widths is given by equation (4.65). Differentiating the function $F_1(E)$, equation (4.60), with respect to $E$, gives the following expression for $\Gamma_R^{SC}$:

$$
\Gamma_R^{SC} = 4 \left\{ \frac{2}{k^2} \left( \frac{dI_\eta}{dE} + \frac{1}{2} \frac{d\Phi}{dE} \right) + \frac{d\Phi}{dE} \right\}^{-1}, \quad E = E_R,
$$

(E.19)

with,

$$
\frac{dI_\eta}{dE} = \frac{1}{\hbar} \sqrt{\frac{\mu}{F}} \left( \frac{1}{2} \frac{I_\eta^{(1)}}{I_\eta^{(0)}} + e^2 \frac{d\beta_2}{dE} I_\eta^{(0)} \right).
$$

(E.20)

Since, at resonance $dI_\xi/dE = 0$, it follows that,

$$
e^2 \frac{d\beta_2}{dE} = -e^2 \frac{d\beta_1}{dE} = \frac{I_\xi^{(1)}}{2I_\xi^{(0)}},
$$

(E.21)

so that,

$$
\frac{dI_\eta}{dE} = \frac{1}{\hbar I_\xi^{(0)}} \sqrt{\frac{\mu}{F}} \left( I_\xi^{(0)} I_\eta^{(1)} + I_\eta^{(0)} I_\xi^{(1)} \right),
$$

(E.22)

where the $I_\xi^{(j)}$'s and $I_\eta^{(j)}$'s are defined by equations (E.3) and (E.10) respectively. Substituting expression (E.22) into equation (E.19) gives our final semiclassical approximation to the resonance widths:

$$
\Gamma_R^{SC} = 4 \left\{ \frac{2}{k^2} \left( \frac{1}{\hbar I_\xi^{(0)}} \sqrt{\frac{\mu}{F}} \left( I_\xi^{(0)} I_\eta^{(1)} + I_\eta^{(0)} I_\xi^{(1)} \right) + \frac{1}{2} \frac{d\Phi}{dE} \right) + \frac{d\Phi}{dE} \right\}^{-1}.
$$

(E.23)

Numerical determination of $\Gamma_R^{SC}$ therefore only requires the determination of $A(E)$ since all the $I_\xi^{(j)}$ and $I_\eta^{(j)}$ are automatically obtained during the calculation of the energy eigenvalue, $E_R$. 
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Appendix F

Asymptotic form for resonance widths

In this appendix we derive the asymptotic form of the integral, defined in equation (5.48),

$$ I = \int_0^{2\pi} d\tau \psi \exp \left( i \frac{g(\tau)}{\Omega_0} \right), \quad g(\tau) = \int_0^\tau d\tau' \mathcal{E}(\tau'), $$  \hspace{1cm} (F.1)

as a function of $\Omega_0$ as $\Omega_0 \to 0$ at those values of $\Omega_0$ for which the exponent, and hence the integrand, $f(\tau)$, is 2$\pi$-periodic. Since $\dot{g} = \mathcal{E}(\tau) > 0$ for all real values of $\tau$ there are no real stationary phase points. However, the exponent is stationary at $\tau_s$ the complex roots of $\mathcal{E}(\tau) = 0$ and because of the periodicity $\tau_s + 2\pi$ is also a root: it is important to note that these roots are independent of $\Omega_0$.

From the definition of $\psi$, equation (5.22), we see that the integral can be written in the form

$$ I = 2\Omega_0 \int_0^{2\pi} d\tau \frac{k\mathcal{E} - k\dot{\mathcal{E}}}{C^2 + 4\Omega_0^2 k^2} \exp \left( i \frac{g(\tau)}{\Omega_0} \right) $$  \hspace{1cm} (F.2)

so that near the stationary phase points the integrand has poles, as shown in figure F.1.

![Figure F.1](image_url)  

**Figure F.1** Diagram showing the relative positions of the contour used to evaluate the integral (F.1), the poles, $\tau_{\pm}$, the stationary phase points, $\tau_s$, and the stationary path, the dashed line, used to approximate the integral.

Choose the stationary phase point, $\tau_s$, so that $\Im(g(\tau_s)) > 0$ and consider the contour $C$ joining the points $\tau = 0, 2\pi, \tau_s + 2\pi$ and $\tau_s$ as shown schematically in figure F.1. Then
because the integrand is periodic the integrals along $BC$ and $DA$ cancel to give,

$$I = \int_0^{2\pi} d\tau f(\tau) = 2\pi i R(\tau_-) + \int_{DC} dz f(z), \quad (F.3)$$

$R(\tau_-)$ being the residue at $\tau_-$, which is given by,

$$R(\tau_-) = \left. \frac{i}{2} \frac{k\xi - k\xi}{k(\xi + 2i\Omega_0 k)} \exp \left( i \frac{g}{\Omega_0} \right) \right|_{\tau = \tau_-} \quad (F.4)$$

$$= \left( -\frac{1}{2} + O(\Omega_0) \right) \exp \left( -i \frac{g(\tau_s)}{\Omega_0} \right). \quad (F.5)$$

In order to evaluate the integral along $DC$ we need to expand about both $D$ and $C$ choosing the direction along the path of steepest descent at both ends, but because the integrand is periodic both contributions are obtained by expanding about $D$, as shown by the dashed line in figure $F.1$.

Near $D$ we set $\tau = \tau_s + z$ and using the definition $(5.22)$ to expand $\psi(\tau)$ we obtain, using an obvious notation,

$$\tan \psi = \frac{2\Omega_0}{z\hat{E}_s} \left( k_s + \gamma z + O(z^2) \right), \quad \gamma = \frac{\hat{E}_s}{2\hat{E}_s}, \quad (F.6)$$

so that near the stationary point,

$$\psi = -\frac{2\Omega_0 k_s \hat{E}_s}{z^2 \hat{E}_s^2 + 4\Omega_0^2 (k_s + z\gamma)^2} + O(z^2) \approx -\frac{2\Omega_0 k_s \hat{E}_s}{z^2 \hat{E}_s^2 + 4\Omega_0^2 k_s^2}. \quad (F.7)$$

We use this last approximation because the poles of this function differ from those of the exact function only by $O(\Omega_0^2)$. Now put $z = x e^{i\delta}$, where $x$ is real and $\beta = \frac{\pi}{4} - \frac{1}{2} \arg(\hat{E}_s)$, so for the integral along $DC$ we obtain,

$$I_{DC} \approx -2\Omega_0 k_s \hat{E}_s \exp \left( \beta + \frac{g(\tau_s)}{\Omega_0} \right) \int_{-\infty}^{\infty} dx \frac{1}{z^2 \hat{E}_s^2 e^{2i\delta} + 4\Omega_0^2 k_s^2} \exp \left( -\frac{|\hat{E}_s|^2 x^2}{2\Omega_0} \right). \quad (F.8)$$

In order to evaluate this integral consider the Fourier transform of the product,

$$F(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dx e^{i\nu x} \frac{e^{-ax^2/\epsilon}}{x^2 + \epsilon^2}, \quad (F.9)$$

where $\epsilon \ll 1$ and $\alpha$ are real and positive and $\Re(a) > 0$; we need the value of $F(0)$. The Fourier transform of each function in the integrand is readily obtained, so we can express $F(y)$ as the convolution integral,

$$F(y) = \frac{1}{2a\sqrt{2\epsilon}} \int_{-\infty}^{\infty} du \exp(-|u|\epsilon - \epsilon(y - u)^2/4\alpha). \quad (F.10)$$

On setting $y = 0$ and expanding the first, more slowly decaying, exponential we find that,

$$F(0) = \frac{1}{\epsilon} \sqrt{\frac{\pi}{2}} - \sqrt{\frac{2\alpha}{\epsilon}} + O(1), \quad (F.11)$$
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and thus

\[ I_{DC} \simeq - \left( \pi + 2i k_s e^{-i \theta} \sqrt{\frac{2 \pi \Omega_0}{|E|}} \right) \exp(i g(\tau_s)/\Omega_0). \]  

(F.12)

On combining this with equations (F.3) and (F.5) we see that

\[ I(\Omega_0) = \int_0^{2\pi} d\tau \psi(\tau) \exp \left( \frac{i}{\Omega_0} \int_0^\tau d\tau' E(\tau) \right) \simeq -2i k_s \sqrt{\frac{2 \pi \Omega_0}{|E|}} \exp i (g(\tau_s)/\Omega_0 - \beta) \]  

(F.13)

so that at the resonant frequencies \(|I|\) decreases as \(\Omega_0^{1/2} \exp(-C/\Omega_0)\) for some real constant \(C\).
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