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Inverting Khintchine’s Relationship and Generating Length Biased Data

M.C. Jones

School of Mathematics and Statistics, The Open University, Walton Hall, Milton Keynes MK7 6AA, U.K.

ABSTRACT

If $X > 0$ follows a distribution with decreasing density, then Khintchine’s theorem states that it has the same distribution as $U \times S$ where $U$ and $S > 0$ are independent, $U$ following the uniform distribution on $(0, 1)$. In this letter, an explicit function of $X$ and independent $V \sim U(0, 1)$ is discovered which has the same distribution as $S$. This result is then used to find an explicit function of two independent uniform random variables which follows the length biased form of a general distribution on $\mathbb{R}^+$ with finite mean.
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1. Introduction

This letter concerns two previously unresolved questions that turn out to have answers emanating from the same source. The two questions are as follows:

(1) If $X > 0$ follows a distribution $D$ with decreasing density $d$, say, then it has the same distribution as $U \times S$ where $U$ and $S > 0$ are independent, $U$ following the uniform distribution on $(0, 1)$, written $U \sim U(0, 1)$. This is a version of Khintchine’s theorem (Khintchine, 1937, Feller, 1971, Jones, 2002). Is there a way of “inverting” the distributional relationship associated with Khintchine’s theorem so that some function of $X \sim D$ and independent $V \sim U(0, 1)$ has the same distribution as $S$? The answer is certainly not to set $S = X/V$, of course.
(2) Let \( f \) be the density of a distribution \( F \) on \( \mathbb{R}^+ \) with finite mean \( \mu \). If \( Y > 0 \) follows the corresponding length-biased distribution with density \( g(y) = yf(y)/\mu \) (see Brown, 2006, for much on length-biased distributions), is there an explicit function of independent uniform random variables by which realisations of \( Y \) can be generated? (Here, an alternative answer is sought to the probability integral transformation \( Y = G^{-1}(U) \) where it is necessary to invert \( G(y) = \{ yF(y) - W(y) \}/\mu \) where \( W(y) = \int_0^y F(w)dw \) is the iterated distribution function associated with \( F \), e.g. Bassan et al., 1999; this might be difficult.)

The source of positive answers to both of these questions is iteration around conditional distributions as in Gibbs sampling. Gibbs sampling is therefore discussed in the relevant, bivariate, context in Section 2 before being used to give answers to Questions (1) and (2) in Sections 3 and 4, respectively. The result of Section 4 is, in turn, an application of the result of Section 3. Some further remarks complete the letter in Section 5.

2. Gibbs sampling for univariate decreasing distributions

Let \( X \) follow a distribution \( D \) with density \( d \) on support \( S \). Then, as is well known, \( X \sim D \) is the \( x \)-marginal distribution of the bivariate distribution of \( \{X,Y\} \) which has density

\[
  f_{X,Y}(x,y) = I_S(x) I_{(0,d(x))}(y);
\]

here, \( I_A(z) \) is the indicator function that \( z \in A \) i.e. \( \{X,Y\} \) is uniformly distributed over the region between \( S \) and the horizontal axis. The conditional distribution of \( Y|X = x \) is, immediately, the uniform distribution on \( (0,d(x)) \):

\[
  f_{Y|X=x}(y) = \frac{1}{d(x)} I_{(0,d(x))}(y).
\]

Now confine attention to \( S = (0,b) \) where \( b > 0 \) and will often be \( \infty \), and take \( d \) to be continuous and decreasing for all \( 0 < y < b \) (\( d(b) \) will usually be 0). It follows that \( d \) has an inverse, \( d^{-1}(y) \), for \( d(b) \leq y < d(0) \), and hence that the conditional distribution of \( X|Y = y \) is the uniform distribution on \( (0,D(y)) \),

\[
  f_{X|Y=y}(x) = \frac{1}{D(y)} I_{(0,D(y))}(x),
\]

where

\[
  D(y) = \begin{cases} 
    d^{-1}(y) & \text{if } y \geq d(b), \\
    b & \text{if } y < d(b). 
  \end{cases} 
\]

Note that if \( b = \infty \) and/or \( d(b) = 0 \), \( D = d^{-1} \).
Since both “full” conditional distributions of \( f_{X,Y} \) are therefore readily available, indeed both are uniform distributions, realisations of random variables from this distribution could be obtained through Gibbs sampling. In the following algorithm, each \( U_i \sim U(0,1) \) independently of other \( U_i \)’s.

1. Choose a value of \( 0 < x_0 < b \) and set \( k = 1 \).
2. Take \( Y_k \) to be uniformly distributed on \((0, d(x_{k-1}))\); that is, set \( Y_k = U_{2k-1} \times d(x_{k-1}) \), with realisation \( y_k \).
3. Take \( X_k \) to be uniformly distributed on \((0, D(y_k))\); that is, set \( X_k = U_{2k} \times D(y_k) \), with realisation \( x_k \).
4. Change \( k \) to \( k + 1 \) and iterate steps 2 and 3 until convergence.

This is a valid, if perhaps rather inefficient and often unnecessary, way of generating random variables following the distribution with decreasing density \( d \) on support \((0,b)\): discard all \( y \) values and, after a suitable burn-in period, retain a suitably thinned series of \( x \) values. The algorithm may be of interest in its own right (for one relevant result, see Section 5) but here it is used to form the basis of answers to Questions (1) and (2) posed in Section 1.

3. Inverting Khintchine’s relationship

If \( x_0 \) in the Gibbs sampling algorithm of Section 2 were actually a realisation of \( X \sim D \), then so would be \( X_1 \) (and \( X_2, X_3, \ldots \)). That is, \( X_1 \) could be written in the form
\[
X_1 = U_2 D\{U_1 d(X)\}.
\]
But this is precisely of the form \( X_1 = U \times S \) where \( U = U_2 \sim U(0,1) \) is independent of
\[
S = D\{V d(X)\}.
\]
Formula (3) for \( S \) is, as requested in Question (1) of Section 1, a function of \( X \sim D \) and independent \( V = U_1 \sim U(0,1) \). This is summarised in Result 3.1.

Result 3.1
Let \( X > 0 \) follow a distribution \( D \) with continuous and decreasing density \( d \) for all \( 0 < x < b \) where \( b \) may be \( \infty \). Then, the following relationships hold:

- \( X = US \) where \( U \sim U(0,1) \) independently of \( S \sim C \); and
- \( S = D\{V d(X)\} \) where \( V \sim U(0,1) \) independently of \( X \sim D \).
The relationship between $C$ and $D$ can be derived as follows

\[ P(S \leq s | X = x) = P(U < d(b)/d(x)) I(b)(s) + P(U \geq d(s)/d(x)) I(b)(s) \]

so that

\[ C(s) = P(S \leq s) = \int_0^b d(b) \, dx \, I(b)(s) + \int_s^\infty \{ d(x) - d(s) \} \, dx \, I(b)(s) \]

When $bd(b) = 0$ and $d$ is differentiable, $c(s) = C''(s) = -sd''(s)$, which is a familiar relationship forming part of Khintchine’s theorem as often stated.

**Example 3.1**

(a) Let $d(x) = \lambda e^{-\lambda x}$ be the density of the exponential distribution with parameter $\lambda > 0$, $M(\lambda)$ say. In this case, $c(x) = \lambda^2 xe^{-\lambda x}$ is the gamma distribution with parameters $2$ and $\lambda$, written $G(2, \lambda)$. Also, $D(y) = d^{-1}(y) = -(1/\lambda) \log(y/\lambda)$ so that, using (3), $S = X - (1/\lambda) \log U$. That $S \sim C$ is true is because $X$ and $-(1/\lambda) \log U$ are independent $M(\lambda)$ random variables, and $S$ is their convolution.

(b) Let $d(x) = \gamma/(1 + \gamma x)^{\gamma+1}$, $\gamma > 0$, be the density of the unit-scale Lomax (or $(1/\gamma) \times F_{2,\gamma}$) distribution. In this case, $c(x) = \gamma(\gamma+1)x/(1+x)^{\gamma+2}$ is the density of the $F_{4,\gamma}$ distribution, scaled by $2/\gamma$. Also, $D(y) = d^{-1}(y) = (\gamma/y)^{1/(\gamma+1)} - 1$ so that, using (3) again,

\[ S = U^{-1/(\gamma+1)}(1 + X) - 1. \]

This gives an interesting new relationship between the $F_{2,2\gamma}$ and $F_{4,2\gamma}$ (or $F_{2,\nu}$ and $F_4$) distributions.

(c) As an example with “$bd(b) \neq 0$”, let $d(x) = \alpha x^{\alpha-1} I_{(0,1)}(x)$, for $0 < \alpha < 1$. Now, $C(s) = \alpha I(1)(s) + (1 - \alpha)x^\alpha I_{(0,1)}(s)$, that is, $S = 1$ with probability $\alpha$ and is distributed as $D$ with probability $1 - \alpha$. In this case,

\[ S = D(V d(X)) = \begin{cases} V^{-1/(1-\alpha)} X & \text{if } V \geq X^{1-\alpha}, \\ 1 & \text{if } V < X^{1-\alpha}. \end{cases} \]
4. Generating length biased data

Consider distributions whose decreasing, differentiable, densities \(d\) are defined to be proportional to decreasing, differentiable, proper survival functions on \((0, b)\) where \(b\) may be \(\infty\); such a survival function, \(\bar{F}\) say, with density \(f\), must have finite mean \(\mu\), and then \(d(x) = \frac{\bar{F}(x)}{\mu}\). Note that \(d(0) = 1/\mu < \infty\). Such a \(d\) is a special case of the more general \(d\)'s considered above. The corresponding density \(c(y) = -yd'(y) = yf(y)/\mu = g(y)\) is nothing other than the length-based density associated with \(f\). Setting \(d(x) = \frac{\bar{F}(x)}{\mu}\) in (3) therefore yields, for \(X \sim \bar{F}/\mu\) and independent \(V \sim U(0, 1)\),

\[
Y = \frac{1}{\mu} \left\{ V \bar{F}(X) \right\} \sim G
\]

(4)

where \(G\) is the distribution function associated with density \(g\). Result 4.1 below follows from (4) by the probability integral transformation, noting that \(W/\mu\) is the survival function associated with density \(\bar{F}/\mu\), where the iterated survival function \(W(x)\) is defined by \(\int_x^b \bar{F}(w)dw\) (e.g. Bassan et al., 1999). Note that \(f\) in Result 4.1 is not constrained to be decreasing.

RESULT 4.1

Let \(f\) be a density on \((0, b)\) which has finite mean \(\mu\) even when \(b = \infty\). If \(U \sim U(0, 1)\) and, independently, \(V \sim U(0, 1)\), then

\[
Y = \frac{1}{\mu} \left\{ V \bar{F}(X) \right\} \sim G
\]

(5)

follows the length-biased distribution with density \(g(y) = yf(y)/\mu\).

That \(g\) is the density of \(Y\) in (5) can be confirmed by direct manipulations. Most easily,

\[
\overline{C}(y) = P(Y \geq y) = P\left(V \leq \frac{\bar{F}(y)}{\mu} / \bar{W}(\mu)\right) = -\bar{F}(y) \int_{\bar{W}(\mu)/\mu}^1 \frac{1}{\bar{W}(\mu)} du + \int_{0}^{\bar{W}(\mu)/\mu} \frac{\bar{W}(y)}{\mu} du
\]

\[
= -\bar{F}(y) \int_{\bar{W}(\mu)/\mu}^1 (\bar{W}^{-1}(\mu)du + \frac{\bar{W}(y)}{\mu})
\]

\[
= -\frac{\bar{F}(y)}{\mu} \left[ \bar{W}^{-1}(\mu) - \bar{W}^{-1}\{\bar{W}(y)\} \right] + \frac{\bar{W}(y)}{\mu}
\]

\[
= \frac{1}{\mu} \left\{ y\bar{F}(y) + \bar{W}(y) \right\} .
\]

Differentiation of this formula for \(\overline{C}(y)\) gives the required form for the density \(g(y)\).
Example 4.1

(a) The exponential distribution is the unique distribution for which $F/\mu$ and $f$ are the same, and so the manipulations of Example 3.1(a) continue to hold directly: since $\mu = 1/\lambda$, the length-biased distribution is the $G(2, \lambda)$ distribution, $W(x) = e^{-\lambda x}/\lambda$ and $Y = -(\log U + \log V)/\lambda$.

This is a standard result relating the $G(2, \lambda)$ distribution and the convolution of exponentials generated by $-(1/\lambda) \log U$ and $-(1/\lambda) \log V$. However, the availability of this formula from the general explicit formula (5) contrasts with an attempt to use the probability integral transformation (involving a single uniform random variable) directly, whose explicitness founders on the need to invert $G(y) = 1 - (1 + \lambda y)e^{-\lambda y}$.

(b) Consider the unit-scale Lomax distribution when $\gamma > 1$ (so that it has finite mean) as $f$. In this case, $g(x) = \gamma/(\gamma - 1)x/(1 + x)^{\gamma + 1}$ is the density of the $F_{4,2(\gamma-1)}$ distribution, scaled by $2/(\gamma - 1)$. In this case, $\mu = 1/(\gamma - 1), \bar{F}(x) = 1/(1 + x)^\gamma, \bar{F}^{-1}(y) = y^{-1/\gamma} - 1, \bar{W}^{-1}(x) = 1/{((\gamma - 1)(1 + x)^{\gamma - 1}}$ and $\bar{W}^{-1}(y) = [1/{(\gamma - 1)y}^{1/(\gamma-1)}] - 1$. It follows that

$$Y = \frac{1}{U^{1/(\gamma-1)} V^{1/\gamma}} - 1.$$  \hspace{1cm} (6)

This gives the scaled $F_{4,2(\gamma-1)}$ random variable $Y$ as a simple function of independent $U \sim U(0,1)$ and $V \sim U(0,1)$. Again, however, the relationship — obtained here from a quite different approach — is already known: the standard result that the product of independent Beta($a, b$) and Beta($a+b, c$) random variables is distributed as Beta($a, b+c$) gives the Beta($\gamma - 1, 2$) distribution for the denominator of (6), and the usual relationship between beta and $F$ distributions completes the argument.

5. Further remarks

- There is a version of Gibbs sampling for any continuous distribution on $\mathbb{R}$. When the density $d$ is unimodal, it also leads to versions of Khintchine’s theorem. The simple multiplicative relationship addressed in Section 3 arises also if unimodal $d$ is, in addition, symmetric about zero, in which case $U \sim U(0,1)$ in Result 3.1 is replaced by $W = 2U - 1 \sim (-1,1)$.

- The correlation between $X$ and $X_1$, given by (2), which is relevant to the later stages of the Gibbs sampling algorithm in Section 2, is considered here when $b = \infty$ for convenience. Provided that $s_2 \equiv \mathbb{E}(X^2) < \infty$, so that $\sigma^2 \equiv \mathbb{V}(X) < \infty$, it is the case that
\[
E(XX_1) = E[XUd^{-1}\{Vd(X)\}] = \frac{1}{2}E[Xd^{-1}\{Ud(X)\}]
\]
\[
= \frac{1}{2} \int_0^1 \int_0^\infty xd^{-1}\{vd(x)\} \, dx \, dv
\]
\[
= \frac{1}{2} \int_0^1 \int_0^\infty (d^{-1})'(\{\frac{d(w)}{v}\}) \left( w \cdot \frac{d(w)}{v} \right)^{-\frac{1}{2}d(0)} \left( \frac{d(w)}{v} \right) \frac{d'(w)}{v} \, dw \, dv
\]
\[
= \frac{1}{2} \int_0^\infty wd'(w) \int_{d(w)}^{d(0)} (d^{-1})'(c) \, dc \, dw
\]
\[
= -\frac{1}{4} \int_0^\infty w^{\frac{3}{2}}d'(w) \, dw = \frac{3}{4} \int_0^\infty w^{\frac{1}{2}}d(v) \, dw = \frac{3s_2}{4}.
\]

It follows that \( \text{Cov}(X, X_1) = \left(\frac{3s_2}{4}\right) - \mu^2 = \sigma^2 - \frac{s_2}{4} \) so that

\[
\text{Corr}(X, X_1) = 1 - \frac{R}{\sigma^2} \quad \text{where} \quad R = \frac{s_2}{\sigma^2}.
\]

Now, clearly, \( R > 1 \) and, for a decreasing distribution, Johnson and Rogers (1951) showed that \( \sigma^2 > \mu^2/3 \); it follows that \( \sigma^2 > s_2/4 \) and hence that \( R < 4 \). So, finally, \( 0 < \text{Corr}(X, X_1) < 3/4 \).

References


