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Abstract

This thesis was aimed at investigating long-term dynamics of zooplankton communities in relation to climate change. It represents a pioneer study in comparing Mediterranean time series with a standardised methodology, i.e., the ZooScan, a digital imaging system for counting and sizing mesozooplankton from preserved samples. This study has proven that copepod size spectra (i.e., histogram of organisms arranged by size classes) obtained with the ZooScan is a powerful synthetic index to monitor changes in the pelagic system.

Copepod abundance and size spectra were analyzed in the zooplankton time series conducted at stn MC (Gulf of Naples, Tyrrhenian Sea) and Point B (Villefranche Bay, Ligurian Sea) for the years 1986-2005 and 1974-2003, respectively. In both time series, the proportion of large individuals in the copepod community increased over the years, with a shift in the early 1990s at stn MC and in 1987 at Point B. In both cases, the 1990s copepod reproduction might have decreased due to earlier and stronger stratification driven by rising temperature. At stn MC, the shift to dominance of small phytoplankton cells in the 1990s seemed to be the direct cause. At Point B, in addition to the detrimental effect of earlier stratification in the 1990s, the 1980s seemed to be very productive due to strong winter convection driven by cool salty winters. High salinity was related to low winter atmospheric pressure linked to the North Atlantic Oscillation (+ winter NAO). In both locations, the frequency of occurrence of typical offshore species increased over the years, suggesting changes in coastal-offshore interactions.

Mechanisms controlling the copepod communities in both sites seem to be different. Stn MC has a more coastal character than Point B and thus the former is more affected by local conditions as terrestrial nutrient inputs. At Point B, stratification-destratification dynamics seem to control production.
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Chapter 1. Introduction

Climate change is altering marine ecosystems, and therefore the current scientific community is focused on identifying the mechanisms involved to try to predict and mitigate future changes (e.g., Drinkwater et al. 2010; Ottersen et al. 2010). Plankton have been appointed as suitable indicators of climate change for their rapid population dynamics, their non-economical exploitation and for amplification of subtle changes by non-linear responses (Taylor et al. 2002; Hays et al. 2005). Plankton long time series are a key tool to detect changes related to climate, and to try to elucidate the mechanisms linking both (Perry et al. 2004). To better understand the processes linking climate variability with plankton ecosystems and thus to be able to predict future changes, Mackas and Beaugrand (2010) have recently proposed parallel time series analyses, as the comparative method is the available alternative to experimental studies (Alheit and Bakun 2010). A key issue in the comparison of time series is the standardisation and intercalibration of their methods (Perry et al. 2004).

In the Mediterranean Sea, in contrast with the Atlantic and Pacific oceans, there are very few long-term studies on zooplankton. In this thesis, the two longest zooplankton time-series in the western Mediterranean Sea: (1) Station (stn) MC in the Gulf of Naples (Tyrrhenian Sea) (sampled from 1984), and (2) Point B in the Bay of Villefranche (Ligurian Sea) (sampled from 1966) are analysed. A comparative study is carried out between these two time series after parallel analyses of the MC time series from 1986 to 2005, and the Point B time series from 1974 to 2003. The comparison is possible due to harmonization of the two time series with the ZooScan digital imaging system (Grosjean et al. 2004; Gorsky et al. 2010). The ZooScan enables one to rapidly count and size mesoplankton. Analyses focus on the abundance and size distribution of copepod assemblages, which constitute the bulk of zooplankton biomass in the oceans.
(Verity and Smetacek 1996). Size is considered in theoretical ecology as an intrinsic characteristic that links through metabolism an individual organism to population, community and ecosystem functionality by prey-predator interactions and trophic-web organisation (Rodriguez 1994). The copepod-community size structure is used in this thesis as a synthetic index for detecting pelagic-ecosystem changes related to climate change.

**Main goals of this thesis**

The ultimate goal of the present thesis is to detect long term changes and to propose mechanisms liking climate change and plankton, in the two western Mediterranean coastal sites, by analysing copepod size spectra. We test the utility of using size as a fast and sensitive indicator of changes in community structure. This study is also intended to broaden knowledge of size distribution in coastal zooplankton communities, which thrive in complex environments that are far from the steady-state conditions many mathematical models assume. The study is applied to the comparison of the standardized zooplankton time series at stn MC and Point B because they represent typical Mediterranean coastal communities and because they provide large and consistent datasets encompassing decadal time scales.

The manuscript is organised in chapters to tackle the main goals of this thesis, presented here as four questions to be answered:

1. **Can copepod total abundance and size distribution be automatically estimated with the ZooScan imaging system?**

In this thesis, samples are analysed with the ZooScan prototype. Automatic recognition based on supervised-learning analysis is set up to obtain copepod total
abundance and body size. Section 3.4, and chapter 4 deal with methodological aspects of the automatic and semi-automatic construction and validation of copepod datasets.

2 - *Can plankton communities be monitored by indicators based on size spectrum?*

From the data provided by the ZooScan, monthly copepod total abundance and size distribution are analysed from MC time series, for the period 1986-2005 (Chapter 5), and from Point B time series, from 1974 to 2003 (Chapter 6). Size is expected to indicate complementary information to taxonomic composition in order to detect changes in copepod variability in both time series. Size distribution varies as a response to changes in species composition, population dynamics and prey-predator interactions.

3 - *Has climate change affected copepod communities in both studied sites?*

Previous published results of long-time series analyses from Point B (Molinero et al. 2005a; Molinero et al. 2008b) and stn MC (Mazzocchi and Ribera d'Alcalà 1995; Ribera d'Alcalà et al. 2004; Mazzocchi et al. 2010) reported substantial changes in the abundance of a few copepod species. In the case of Point B, changes were related to local environmental conditions that were linked to large-scale atmospheric changes in the North Atlantic. In the case of stn MC, changes were less marked at the species level. Nevertheless, phytoplankton was reported to have undergone pronounced changes between the 1980s and the 1990s (Ribera d'Alcalà et al. 2004; Zingone et al. 2009). In this thesis (Chapters 5 and 6), we seek to verify the reported changes obtained with different approaches, and to investigate other aspects of the variability in the structure of the copepod communities. Copepod size distribution and local environmental conditions are analysed in order to detect changes and any synchronies among them. The results obtained from those analyses are interpreted to formulate possible scenarios of change.
4 - Are the mechanisms linking climate and the copepod communities similar in both studied sites, and do local changes reflect changes at a larger scale?

In chapter 7 a combination of the results obtained from the parallel analyses of the copepod community at stn MC and at Point B is attempted, to have an overall view of the changes and mechanisms involved. Overlapping periods are compared, and similarities and differences discussed to have a wider vision of the effect of climate change on Mediterranean coastal ecosystems. This study was motivated by previous studies showing synchronies in zooplankton community changes from different regions, related to global warming (reviewed in Richardson 2008; Alheit and Bakun 2010).
Chapter 2. Background

2.1 Marine ecosystems and climate change

Global ocean temperature rose 0.31 °C between the 1950s and 1990s in the top 300 m, and the increase has been steeper since the early 1980s (Levitus et al. 2000). In the last decade, the scientific community has focused on the amplitude of global climate change, as well as on the identification of factors and mechanisms involved (IPCC 2007). Progress has been achieved in understanding the consequences of climate forcing on the biosphere, such as ecosystem health, and water and food availability. One of the major challenges is to be able to propose scenarios of changes and to foresee the variations that ecosystems will experience in the future (Stenseth et al. 2002; Durant et al. 2005; Walther et al. 2005). Climate can affect marine ecosystems at a variety of temporal and spatial scales, its effect on a population or a community may be direct or indirect, and the consequent response may be linear or non-linear (Ottersen et al. 2010). Understanding the effect of climate changes on Mediterranean mesozooplanktonic systems (biodiversity and size structure) is at the core of the present work. Mesozooplankton are a key component of the trophodynamics of pelagic ecosystems. They represent a central link in the transfer of matter and energy from phytoplankton to fish, and also play a substantial role in biogeochemical cycles (Reynolds 2001; Buitenhuis et al. 2006). Fish yields have been affected by direct effect of climate on physiology and by indirect effect on their prey (i.e., mesozooplankton) and hydrology (Perry et al. 2005).

Plankton are good indicators of climate change for several reasons. Most species are not being commercially exploited, and the long-term changes observed in their stocks can therefore be attributed to changes in environmental conditions (Hays et al. 2005). As passive drifting organisms, they are good indicators of features and dynamics
of water masses. In addition, they have a short life span that helps to relate population size to environmental conditions. Finally, plankton, with their non-linear responses to environmental changes, can amplify subtle environmental perturbations that otherwise would not be perceived (Taylor et al. 2002).

The level of response to environmental changes differs throughout the species composing a plankton community, and can lead to a mismatch among trophic levels and functional groups (Edwards and Richardson 2004). Species phenology (i.e., timing of the seasonal cycle) can vary due to temperature changes resulting in a disruption of prey-predator seasonal succession (Costello et al. 2006; Mackas et al. 1998; Parmesan and Yohe 2003; Richardson and Schoeman 2004; Sydeman and Bograd 2009). Also, latitudinal shifts of species distribution have been reported due to changes in water temperature and hydrology, and those shifts affect trophic interactions (Beaugrand and Ibanez 2004; Beaugrand et al. 2002a; Beaugrand et al. 2009; Crame 1993; Johns et al. 2001; Lindley and Daykin 2005; Perry et al. 2005; Southward et al. 1995).

Because species differ in their response to hydro-climatic changes, the structure and composition of plankton communities has been altered (reviewed in Bertram et al. 2001; Perry et al. 2004; Hays et al. 2005; Richardson 2008). Changes in the plankton community resulting from climate forcing are difficult to forecast due to the complex trophic webs that they form. Non-linear relationships, synergies and feedbacks complicate defining the mechanisms linking climate change and plankton. For example, Kirby and Beaugrand (2009) showed by causal statistical modelling how temperature had directly and indirectly affected several compartments of the pelagic system, from phytoplankton to fish, in the North Sea. Direct effect of temperature might be due to physiological constraints at species level, whereas indirect effects are related to changes in the trophic dynamics such as prey-predator and competitor interactions. In addition, a
reverse in the sign of correlations between pairs of pelagic compartments occurred at the beginning of the 1980s. The reverse was synchronous with an increase of the water-column temperature. These results reflect the trophic amplification of a climate signal (i.e., warming) and the sudden reorganization of a pelagic system due to overcoming of an ecological threshold (i.e., regime shift), which may be difficult to predict.

2.1.1 Bottom-up control, top-down control, trophic cascades and wasp-waist control in marine ecosystems

Subtle hydro-climate variations can be amplified by their effects on the trophic relationships of a community. The structure of marine ecosystems may be affected by climate by two main mechanisms of trophic control, the bottom-up control (resource-limited) (Fig.2.1A) and the top-down control (predation-driven) (Fig.2.1B). Trophic cascades can take place when top-predators in a food web decrease the abundance of their prey, releasing the lower trophic level from predation, and so forth across the following trophic levels. A third, less reported, mechanism is the wasp-waist control (Fig.2.1C), which occurs when in a trophic web an intermediate trophic level is represented by a single species. Climate change effect on that single species may alter the whole trophic web by predator-prey interactions. Wasp-waist control has been described in up-welling ecosystems, where a few species can sequester most of the energy flux between plankton and top-predators (Bakun 2006; Cury et al. 2000).
Bottom-up control is the classical pathway by which a trophic web is altered due to changes in prey availability, limited by the nutrients in an ecosystem. Thus, phytoplankton biomass would be regulated by nutrients, zooplankton would be regulated by phytoplankton, and fish by zooplankton biomass. Several bottom-up control effects, triggered by climate change, have been reported in pelagic ecosystems (e.g., Aebischer et al. 1990; Alheit et al. 2005; Frederiksen et al. 2006; Richardson and Schoeman 2004). Global warming is predicted to increase the strength and duration of seasonal stratification enhancing nutrient depletion in the photic zone (Sarmiento et al. 2004a; Sarmiento et al. 2004b). Ocean net phytoplankton primary productivity (NPP) has been reported to decrease since the late 1990s due to stronger stratification; both NPP and stratification were shown to be well correlated ($r^2 \sim 0.7$) (Behrenfeld et al.
It has been predicted that, due to nutrient depletion, global warming might cause a shift to dominance of prokaryotes in the phytoplankton community (Karl et al., 2001). Furthermore, zooplankton abundance has been found to decrease in relation to stronger stratification (Roemmich and McGowan 1995). Richardson and Schoeman (2004), by performing a meta-analysis on plankton samples covering the Northeast Atlantic for the period from 1953 to 2002, found that bottom-up control regulated by temperature was the mechanism controlling standing stocks from phytoplankton to carnivorous zooplankton. The study showed that while in the cooler regions sea surface warming was accompanied by increasing phytoplankton abundance, in the warmer regions it was accompanied by decreasing phytoplankton abundance. Cod recruitment has been reported to increase with warming in the northern region of the Northeast Atlantic, while in the southern region warmer temperatures are detrimental for cod recruitment (O'Brien et al. 2000). These results suggest that whereas in mid-latitude ecosystems warming entails increasing strength and duration of stratification and thus less productivity, in high latitudes warming benefits productivity maybe by means of metabolic enhancement. Mesozooplankton biomass, dominated by copepods, is the nutritional basis for many fish larvae. Beaugrand et al. (2003) showed how a trend of rising temperature modified the mesozooplankton community structure, and how this modification affected cod recruitment in the North Sea.

Top-down control has been traditionally related to fisheries removal of a top-predator species or a whole functional group in the case of non-selective fishing (Baum and Worm 2009). Top-down effects of climate change are related to changes in hydrology, water temperature and variability of temperature tolerance and preference by predators and prey. For example, in the California Current System, hake distribution changed due to water temperature changes and this had an impact on populations of fish.
and shrimps due to predation relaxation (Field et al. 2006). A special case of top-down control is the predator to prey loop (Bakun and Weeks 2006), in which adults of a species control predators of their juveniles by feeding on them. For example, Atlantic cod populations are recovering very slowly from their fisheries collapse in the early 1990s due to low recruitment related to intense egg predation. The main predators of cod eggs, as herring and mackerel, are abundant due to predation relaxation from cod caused by fisheries (Swain and Sinclair 2000). Climate change, by rising water temperature, has been predicted to favour population outbreaks of gelatinous zooplankton due to related stronger and/or longer stratification, due to related metabolic enhancement, and to their asexual reproduction (Richardson 2008), although a global coherent pattern of jellyfish response to rising temperature has not been found (Purcell et al. 2007). In the Bering Sea, jellyfish abundance has increased since the early 1990s while Pollock abundance has decreased (Brodeur et al. 2002). It seems that jellyfish populations were favoured by a climate shift entailing warming, more stable water column and more primary production. Pollock populations may have decreased due to enhanced competition with jellyfish for zooplankton, related to the higher reproduction rates of jellyfish in those beneficial conditions.

A big controversy has been generated between the bottom-up control and top-down control supporters. The predominant view is that marine ecosystems are naturally structured from the bottom-up, and that top-down control may be dampened due to the prevalence of omnivory, ontogenetic diet shifts, high connectance among species and functional redundancy (Link 2002; Persson 1999; Strong 1992). Nevertheless, some studies highlight the strong selection that predation exerts to shape morphological and behavioural characteristics of plankton populations (Kiørboe 1998; Ohman 1988; Verity and Smetacek 1996). Recently, it has been suggested to study ecosystem changes as the
product of the interplay between bottom-up and top-down controls due to two main sources of perturbation, climate variability and fisheries removals (Frank et al. 2007; Hunt and Mckinnell 2006; Scheffer et al. 2005; Worm et al. 2002). Hunt and McKinnell (2006) propose to seek evidence for where each mechanism is likely to dominate rather than to demonstrate that one or the other control is the main mechanism occurring in overly confounded ecosystems.

The openness of the studied system could play a role on the dominance of top-down control over bottom-up control. In lakes, top-down control is found more often than in oceanic ecosystems. Ohman (1988) proposed hydrological complexity as the main factor preventing top-down control by providing refuge to prey populations. The author suggested that whereas in closed systems as small lakes an entire population was exposed to intensive predation pressure, in open systems such as oceanic environments and great lakes, physical heterogeneity would alter spatial overlap of predators and prey and thus part of a prey population could escape from predation. Another possible explanation for top-down control to be more present in lakes could be the usually lower species diversity in lakes than in marine ecosystems. Thus, with simpler trophic chains occurring in small lakes, the effect of climate change on a single species could lead to a trophic cascade (Finke and Denno 2004). Supporting this hypothesis, Frank et al (2007) found top-down control to dominate in the northern coastal shelf of the North Atlantic, characterised by poor species diversity and cold waters, whereas bottom-up control tended to dominate in the southern areas, where species diversity was high and water was warmer. Nevertheless, in that study, temperature could not be dissociated from species diversity to explain the dominance of top-down and bottom-up controls.

Recently, it has been suggested that the dominance of top-down and bottom-up control would temporally oscillate in a given ecosystem (Hunt et al. 2002; Litzow and
Ciannelli 2007). Hunt et al (2002) proposed that the pelagic ecosystem in the Bering Sea would be regulated by bottom-up control during cold periods (i.e., zooplankton biomass limits fish larvae survival), and by top-down control during warm periods (i.e., larger fish stocks keep zooplankton stocks small). Litzow and Ciannelli (2007) highlighted that the dominance of one control or the other was dependent on the proportion of prey at the beginning of the transition period (i.e., from cold to warm regime, zooplankton increase allowing a fast increase of fish recruitment). Thus the initial conditions, after the ecosystem equilibrium has been lost, may lead to a top-down controlled ecosystem or a bottom-up controlled ecosystem.

2.1.2 Ecosystem regime shifts and climate teleconnections

An ecosystem regime shift has been defined as an abrupt (i.e., catastrophic) decadal-scale change from one dynamic regime to another (Scheffer, 2001). The reorganization of an ecosystem might occur when the compartments of a food web are not equally altered by one or several forcing factors, at such a level that provokes loss of equilibrium and an abrupt shift to a new stable state. The magnitude of disturbance an ecosystem can endure without shifting to another stable state is called resilience (Holling 1973). The resilience of an ecosystem may increase with diversity (Folke et al. 2004). The more species constitute an ecosystem, the more functions and functional redundancy will be represented (Worm and Duffy 2003). Therefore, high diversity increases the ecosystem buffering of perturbations provoked by external forcing such as climate change, decreasing the possibility of a regime shift to occur (Loreau et al. 2001). Once a regime shift has occurred, reestablishment of the previous environmental conditions does not entail reestablishment of the previous community (Scheffer et al. 2001).
Detection of regime shifts and their relationships to climate change has been possible due to the existence of long standardised time series. Perry et al. (2004) stressed the importance of standardised time series and intercalibration of methods to be able to detect trends and shifts in plankton communities, and to relate them to climate variability. For instance, in the Atlantic Ocean and the North Sea, the Continuous Plankton Recorder (CPR) survey has allowed the creation of coherent time series from 1931 (Reid et al. 2003a).

There is evidence suggesting that regime shifts might be synchronous in marine ecosystems located far from each other in a basin, and even in different ocean basins (Alheit and Bakun 2010; deYoung et al. 2008; Richardson 2008). While the effect of climate on a variety of ecological processes operates through local climatic components and their interactions, very often local, climate variations are coupled over large geographic areas due to atmospheric teleconnections (Glantz et al. 1991; Stenseth et al. 2002). The most well-known teleconnections are monitored with the following hydro-climatic indexes: El Niño/Southern Oscillation (ENSO), the Pacific Decadal Oscillation (PDO) and the North Atlantic Oscillation (NAO) (Fig.2.2). Several ecosystem regime shifts have been reported to be related to shifts in any of those indexes.
Figure 2.2 – Annual values from 1950 to 2000 of hydroclimatic indexes to monitor teleconnections in the Pacific and Atlantic oceans. A) the Southern Oscillation Index (SOI) (source of data: www.bom.gov.au), B) the Pacific Decadal Oscillation (PDO) (source of data: http://jisao.washington.edu) and C) the North Atlantic Oscillation (NAO) (source of data: www.cru.uea.ac.uk).

**El Niño/ Southern Oscillation (ENSO)**

El Niño refers to 3-7 year oscillations in the sea surface temperature of the tropical Pacific. During an El Niño event, equatorial surface water temperature warms over the eastern margin of the ocean (western coast of South America). The Southern Oscillation is the atmospheric component linked to this phenomenon (Fig.2.2A). It
consists of high atmospheric pressure over the western Pacific during an El Niño phase. When the atmospheric pressure over the western Pacific is low, sea surface temperature is cold along the western coast of South America. This phase is called la Niña.

The most striking ecosystem change related to ENSO variability is the alternation of sardine and anchovy regimes and associated restructuring of the ecosystem from phytoplankton to top predators (i.e., seals) in the Humboldt current, along the Peruvian and Chilean coasts (Alheit and Niquen 2004). Seven distinct populations are found along the Humboldt Current, and all the stocks have shown synchronous changes. The main turning points of the observed regime shifts occurred in 1969-1971, when the Peruvian anchovy stock started to collapse and warm sea surface temperature (SST) increased due to the approach of warm subtropical oceanic waters; and in 1985-1988 when SST cooled down due to the retreat of subtropical oceanic waters, while the anchovy regime was restored to the detriment of sardine populations. Alheit and Bakun (2010) have summarized all the ecosystem changes reported for the two periods. In 1969, zooplankton started to decrease, and the relative abundance of fish larvae changed. The abundance of anchovy larvae diminished. Contemporarily, salinity increased and Subtropical Surface Water (SSW) approached the coast. The following year, SST started to increase and also turbulence. Sardine spawning and the relative abundance of horse mackerel increased, whereas bonito and hake catches decreased. In 1971 anchovy recruitment, biomass and catches started a decreasing period, and the following two years were characterised by El Niño, which enhanced the decrease. Anchovy populations continued to decrease until reaching their lowest stocks ever in 1983, an El Niño year, to then starting to recover from 1984 in relation to lower SST and lower salinity. In the following years, sardine catches decreased while anchovy, phytoplankton and zooplankton biomasses increased. It seems that the approach or
retreat of the SSW favours sardine or anchovy feeding conditions, respectively. Sardine prefers feeding on smaller particles than anchovy (Louw et al. 1998). During the 1970s, SST got warmer, the thermocline deepened, mixing increased and coastal upwelling was not possible. Thus, mesozooplankton decreased to the detriment of anchovy populations. In addition, anchovy is a coastal species, whereas sardine has a more oceanic distribution. The variation of SSW distance to the coast could also play a role in the population dynamics of both species.

Pacific Decadal Oscillation (PDO)

The Pacific Decadal Oscillation (PDO) index is defined as the first principal component of monthly sea surface temperature above the 20° North latitude (Mantua et al. 1997). The PDO is usually referred to the winter months, and represents inter-decadal variations of winter climate over the Pacific Ocean (Fig. 2.2B). Its spatial dynamics are similar to the ENSO index. During the positive phase of PDO, winter storms over the Pacific are more frequent, the eastern margin (coast of North America) gets warmer and moister, and the central Pacific cools down. During the negative phase, the pattern reverses and the western coast of America cools down.

Due to the PDO, in the North Pacific, there have been reported regime shifts between a cool-high productivity system and a warm-low productivity one, with the changes dated on 1925, 1947, 1977, 1989 and 1998 (Mantua et al. 1997, Hare and Mantua 2000; Peterson and Schwing 2003; Mackas et al. 2007). Mantua et al. (1997) found that Alaskan salmon abundance showed interdecadal oscillations similar to those of the PDO. While the PDO shifted from a positive to a negative phase in 1947, to then enter a positive phase in 1977, salmon catches were above the long-term average before and after 1947-1977, and below the average in the negative phase, which corresponds to a cool-high productivity system. The authors suggested that the system would be
regulated by bottom-up control from phytoplankton availability up to salmon populations due to stratification-nutrient supply processes. Mackas et al. (2007) highlighted the relevance of variations in seasonality and advection patterns due to the thermal and atmospheric decadal oscillations. Phenological mismatches and changes in the flow of the main currents affected zooplankton composition in the eastern Pacific and thus the food available for salmon.

**North Atlantic Oscillation (NAO)**

The North Atlantic Oscillation (NAO) index is the dominant mode of climatic variability in the North Atlantic region. It is measured as the difference of atmospheric pressure between the subtropical high-pressure centre, usually located over the Azores, and the Arctic low-pressure centre, typically located over Iceland. It gives an average estimate of the strength of the westerly winds blowing across the North Atlantic Ocean (40°-60° latitude), which determine regional temperature, precipitation, storm occurrence and wind regimes over Europe (Hurrell 1995). The NAO affects the ocean through changes in heat content, gyre circulations, mixed layer depth, salinity, high latitude deep water formation and sea ice cover (Hurrell and Deser 2010). Usually, the NAO index refers to the winter NAO index, which is the average of the monthly values from December to February, and presents inter-decadal variability as the PDO. The winter NAO index changed in the late 1980s to a very positive phase (predominance of anomalies above +1) (Fig.2.2C). Global warming together with stronger winter irradiance and reduced ozone layer have been predicted to move the winter NAO into a stronger positive phase (Osborn 2004). High NAO values indicate stronger-than-average westerly winds over the middle latitudes. Generally, high values of the winter NAO entail enhanced storm activity, milder temperatures and increased precipitation in northern Europe and a modest decrease of winter storms, cooler temperature and less
precipitation to the south (e.g., the northern Mediterranean Sea) (Hurrell 1995; Hurrell and Deser 2010). Thus, over much of central and southern Europe, the Mediterranean and parts of the Middle East evaporation exceeds precipitation during years of high NAO index, while in northern Europe occurs the opposite occurs.

Contemporary to the NAO shift to a positive phase in the late 1980s, water temperature increased in the North Sea, the Central Baltic and the northwestern Mediterranean, and in all locations ecosystem regime shifts were reported.

In the Atlantic Ocean and the North Sea, the CPR datasets allowed phenological and latitudinal-spatial distribution shifts that led to trophic mismatches to be detected (Beaugrand et al. 2002b; Beaugrand et al. 2003; Edwards and Richardson 2004). Phytoplankton Colour, a visual index for chlorophyll in the CPR samples, was monitored in the North Sea and Northeast Atlantic during the period from 1948 and 1995 (Reid et al. 1998). In the mid-1980s, a step-wise increase of Phytoplankton Colour, due to extended season of high values, was observed in the central Northeast Atlantic and North Sea. This increase was synchronous with a SST increase related to increasing winter NAO values. Interestingly, the opposite trend was observed in the north part of the Northeast Atlantic where SST got colder. In the North Sea, the increase of Phytoplankton Colour in the mid-1980s was accompanied by an increase of zooplankton abundance and horse mackerel catches (Reid et al. 2001). The authors related these increases to the higher winter NAO values by means of warmer winter and spring SST which would have enhanced the water column stratification, and by oceanic inflow which would have increased the nutrient input in the basin. Horse mackerel experienced also a northward migration, and plankton species distribution changed. Further studies showed that the North Sea regime shift, in circa 1988, involved a shift from cold to warm zooplankton biotopes (Reid et al. 2003b; Beaugrand 2004), and that
phytoplankton composition had shifted to a community with a trend of decreasing dominance of diatoms and thus a higher proportion of dinoflagellates and flagellates (Edwards et al. 2006). Due to milder temperatures, the phenology of dinoflagellates, copepods, other holoplankton and meroplankton presented earlier seasonal peaks from 1988 (Edwards and Richardson 2004). Diatom phenology did not change much, probably because light rather than temperature was acting as a limiting factor for growth. Phenological change could be one of the main factors to provoke the ecosystem regime shift due to trophic mismatches. Cod recruitment decreased since 1988 due to less favourable prey for larvae. Prey conditions changed due to a decrease of the mean size of copepods, to less euphasiid abundance, and to the substitution of *Calanus finmarchicus* by *Calanus helgolandicus* (Beaugrand et al. 2003). *C. helgolandicus* presented a later phenology than *C. finmarchicus*, entailing trophic mismatch with cod larvae, and also had less lipid content. The substitution trend of the typical Artic copepod *Calanus finmarchicus* by the more temperate *Calanus helgolandicus* in the North Atlantic and North Sea (Fromentin and Planque 1996; Planque and Fromentin 1996) is occurring due to a temperature increase in the northern regions, which accelerates metabolism and increases water column stability to the detriment of nutrient concentration and oxygen (Helaouet and Beaugrand 2007). In the Northeast Atlantic, the CPR datasets have shown a northward shift of calanoid species associations (from temperate to subartic assemblages) related to SST warming, which was in turn correlated with Northern Hemisphere Temperature (NHT) and the NAO (Beaugrand et al. 2002b).

In the Baltic Sea, in the late 1980s temperature increased above the permanent halocline, spring vertical mixing reduced inducing earlier stratification onset, river run-off increased due to increased precipitation, and the frequency of winter intrusion of
water from the North Sea decreased (Alheit et al. 2005). Less inflow provoked stagnation in the central Baltic Sea and thus decreases of deep water salinity and oxygen levels (Fonselius and Valderrama 2003). Nutrients availability increased in that period due to organic matter degradation in the bottom sediments (Mollmann et al. 2009). As a result of all these changes, phytoplankton biomass increased and the growing season extended, but diatom biomass dropped in 1988, while dinoflagellate biomass showed a steady increasing trend from then on (Wasmund et al. 1998). The diatom decrease was probably due to less vertical mixing in spring. The abundance of the spring copepods, *Acartia* spp. and *Temora longicornis*, increased from 1988 as dinoflagellates dominated phytoplankton biomass and the temperature increase benefited hatching of resting eggs in the sediment. On the other hand, *Pseoudocalanus* ssp. abundances were above the long-term average in the 1970s to then decrease to the 1960s average levels (Alheit et al. 2005). Responding to the temperature increase, salinity decrease and changes in prey availability, the spawning stock biomasses of cod and herring decreased, whereas sprat biomass increased in the late 1980s (Mollmann et al. 2009). Different physiological requirements and competition feedbacks would have result in the observed changes, but the ultimate mechanism in the reorganization of the Baltic Sea was bottom-up control as was the case for the North Sea ecosystem change (Alheit et al. 2005).

In the northwestern Meditarranean Sea relevant ecosystem changes took place in the late 1980s. In the region of Calvi (northwestern Corsica coast), the phytoplankton winter-spring bloom was high from 1979 to 1986 to then decrease from 1988, due to less nutrient input in the photic zone related with warming, an overall decrease of salinity and stronger stratification (Goffart et al. 2002). Gomez and Gorsky (2003), by compiling information of single-year studies on the spring-peak amplitude in the Bay of Villefranche, showed that the spring peak was high from 1985 to 1988, whereas it was
low in all the seven non-consecutive years of study from 1988 to 1999. Copepods, jellyfish and chaetognaths showed also a shift in their abundances around 1988 at the Bay of Villefranche (Molinero et al. 2005a; Molinero et al. 2008a; Molinero et al. 2008c). Jellyfish seemed to dominate the zooplankton community from the early 1980s due to increasing temperature and longer stratification. In all these studies, the authors related the reported changes to the shift of the winter NAO index to a positive phase. Also analyses of a coastal time series in the Balears isle showed significant relationships between the copepod community and local climate with the NAO and atmospheric variability in the North Atlantic sector (Fernandez de Puelles and Molinero 2007; 2008).

The results presented above indicate intra-basin and inter-basin synchronies of changes. Bottom-up control seems to be the main process taking place in the reorganization of the studied pelagic ecosystems, although the mechanisms linking climate and trophic levels can be very different depending on the environmental and community basal conditions (Alheit and Bakun 2010). Nevertheless, from these studies it can be concluded that diatoms are negatively affected by global warming and that temperature and water-column stability may be the environmental factors which affect trophic webs the most.

2.2 The Mediterranean Sea and climate change

The Mediterranean Basin has been suggested as a suitable model to study climate change and anthropogenic effects on marine ecosystems (Duarte et al 1999; Turley 1999), and to have a relevant role in Atlantic Ocean circulation (Reid 1994; Rixen et al. 2005). The Mediterranean Basin, with its deep bathymetry, its open-water oligotrophic and some coastal mesotrophic conditions, deep water formation and mesoscale circulation features, can be considered as a model for climate change effect on the oceans (Bethoux et al. 1999). It is a semi-enclosed basin, with Atlantic water
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entering by the narrow Gibraltar Strait and is modified along the continental slope by a counterclockwise circulation (Millot 2005) (Fig.2.3). Modified Atlantic Water is vertically mixed all along its transport route with Mediterranean waters, and exits the Mediterranean Sea, below 200 m depth, warmer and saltier than it entered it at the surface. Its thermohaline signal can be traced out into the North Atlantic at about 1100 m depth, and could have a key role in deep water formation in the Greenland Sea and the Labrador Sea (Reid 1979), although the relevance of its role is arguable (Lozier and Sindlinger 2009; McCartney and Mauritzen 2001). The Mediterranean outflow helps to maintain high salinity levels in the Norwegian Sea.

Figure 2.3 - The Mediterranean Sea with its permanent surface circulation (black arrows). Mesoscale currents and wind-induced mesoscale eddies (dashed line arrows) are indicated in the western basin. Location of sampling sites of zooplankton long time series is indicated: the stn MC (▲) and Point B (●) are the time series studied in this thesis; others are Baleares Station (#), Station C1 in Trieste (Δ), Stoncica sampling station (□) and Station S11 in Athens (*).

2.2.1 Environmental changes

Several studies indicate long-term changes in the hydro-meteorological conditions of the Mediterranean Sea, such as water warming, less rainfall and lower

One of the most striking hydrological changes occurred in the late 1980s. The deep and intermediate circulation in the eastern basin experienced relevant modifications, named the Eastern Mediterranean Transient (EMT) (Roether et al. 1996). The EMT was a transformation of the Eastern Mediterranean thermohaline system from a stationary state to a transient state. Comparison, between 1987 and 1995, of the thermohaline circulation in the eastern Mediterranean basin revealed that while in the 1980s deep water formation occurred in the south Adriatic Sea, in the 1990s ~20 % of the deep water formation occurred in the Aegean Sea (Lascaratos et al. 1999). This change was due to increasing density of waters in the Cretan Sea, firstly driven by salinity increases from 1987 to 1992 and then enhanced by a following cooling. The consequent strong deep outflow from the Aegean Sea was already recorded by Tsimplis et al. (1997) in 1989; thus, the EMT might have started anytime between 1987 and 1989. Due to the EMT, deep waters formed in the eastern basin have become saltier and warmer and the western basin seems to have been affected (Millot et al. 2006). Historical data from the 1960s to the 1980s show that most water out-flowing through the Gibraltar Strait (i.e., Modified Atlantic Water or MAW) was dense water formed in the western basin (i.e., Western Mediterranean Deep Water or WMDW). Nevertheless, in the mid-1990s the outflow became saltier and warmer, and in the mid-2000s much of the outflow belonged to Tyrrhenian dense water, which is formed mostly by dense water from the eastern basin and in a lower rate by transformed WMDW.

In the Mediterranean Sea, water warming has been accompanied by a salinity increase in the whole basin (Rixen et al. 2005). Bethoux et al. (1998) estimated temperature and salinity to have increased 0.13 °C and 0.04 psu, respectively, from
1959 to 1997, and the observed variations have modified water circulation and dense water formation (Herbaut et al. 1997; Samuel et al. 1999; Astraldi et al. 2002). Salinity levels have increased in relation to increased evaporation due to water warming, and to a reduced freshwater budget due to lower precipitation and river damming (Bethoux and Gentili 1999). As a result, in the Mediterranean Basin, the sea level has been decreasing at rates up to -1.3 mm yr\(^{-1}\) since the 1960s to the late 1990s (Tsimplis and Baker 2000), which is opposite to the general trend of sea level rise due to global warming (IPCC 2007). The sea level has been decreasing due to an increased evaporation-precipitation ratio, but also due to a rising trend of atmospheric pressure (Tsimplis and Baker 2000). The NAO has been linked to the local atmospheric changes involved in salinity and temperature changes (Vignudelli et al. 1999; Trigo et al. 2000, Tsimplis and Baker 2000; Tsimplis and Josey 2001; Rixen et al. 2005).

The positive trend of the winter NAO since the 1970s, and more intense in the 1990s, seems to have provoked a decrease of winter rainfall in most parts of the Mediterranean Sea, driven by the coupled ocean-atmospheric circulation in the North Atlantic (Mariotti et al. 2002). Trigo et al (2000) analysed precipitation records between October and March (the wettest period), from 1956 to 1996, for an area covering the whole Mediterranean Basin except for the southern part of the eastern sub-basin. The authors reported a precipitation decrease that they related to a poleward shift of the zonal storm tracks in the North Atlantic, which reduced the intensity of the deepest Mediterranean cyclones. In addition, Vignudelli et al (1999) showed that negative values of the winter NAO were associated with intense heat loss in the Gulf of Lions which intensified the flow of the Northern Current within the Ligurian Sea. The heat loss anomaly in the Gulf of Lions and the winter NAO were correlated in a similar way to the correlation between the winter NAO and the heat loss in the North Atlantic.
(Rixen et al. 2005). The wind pattern over the basin seems to be also affected by the NAO. Vargas Yáñez et al (2008) found that the NAO index explained 50% of the variance of Ux wind component (the east-west component) in a coastal area of the south of Spain. A change in the wind pattern, concomitant with the winter NAO change in the late 1980s was appointed to have had a role in the occurrence of the EMT (Samuel et al. 1999). The Mistral wind weakened whereas wind stress intensified over the Aegean and Levantine Basin in the late 1880s with respect to the early 1980s. Consequently, the Levantine Intermediate Water (LIW) changed its path across the eastern basin. In the new LIW circulation pattern, the Aegean Sea received more LIW than in the early 1980s, favouring deep water formation in this area. In 1987 the path to the Adriatic Sea would have been interrupted, and thus there would have been a salinity deficit which might have complicated deep water formation in this area. In addition, winters cooled down at a higher rate in the Aegean than in the Adriatic Sea, contributing to denser waters in the former. The results presented by Samuel et al (1999) reflect how large-scale forcing by atmospheric teleconnections does not affect the whole Mediterranean Basin in the same way.

Regionalization of the Mediterranean Basin according to the response to environmental forcing

The response of local environmental conditions to large-scale environmental forcing is not homogeneous throughout the Mediterranean Basin. For example, Tsimplis and Josey (2001) compared environmental conditions during the ten most extreme positive winter NAO years with the ten most negative in the last four decades, and showed a longitudinal gradient in related changes of sea level pressure, and a latitudinal gradient in precipitation changes. Winter sea level pressure increased during extreme positive values of the winter NAO, but increases were stronger from east to west (Fig. 3A in Tsimplis and Josey 2001). Winter precipitation records decreased in the northern
part of the basin, and increased in the southern part, when the winter NAO increased (Fig. 3C in Tsimplis and Josey 2001). As a result of evaporation-precipitation ratio changes, the winter sea level average for the period 1990-1993 (+ winter NAO period) was lower than the average for the period 1960-1964 (- winter NAO period) in most parts of the Mediterranean Sea. The strongest sea level decrease was of 2.5 cm and occurred in the northern coast of the western Mediterranean (Fig.3E in Tsimplis and Josey 2001).

Water warming has not been homogeneous throughout the Mediterranean Basin (Bethoux et al. 1998). A recent standardized spatial Principal Component Analysis performed by Beaugrand (Pers. Comm.) on gridded temperature annual time series from 1960 to 2005 of the whole western and part of the eastern basins, available in the International Comprehensive Ocean-Atmosphere Data Set (ICOADS), showed that although the whole area presented a common warming trend since the early 1980s (Fig. 2.4 A and B), the 2nd Principal Component (2nd PC) revealed a divergence of interannual temperature variability between the eastern and the western basins (Fig. 2.4 C and D). As indicated by the correlation colour maps (Fig.2.4 A and C), while all grids were positively correlated with the 1st PC which represented most of the common variability (73%), only the eastern area was positively correlated with the 2nd PC (11% of common interannual variability), which might indicate that from 1988 the warming trend in the eastern basin was steeper than in the rest of the Mediterranean Basin. This year is considered to be the period in which the Eastern Mediterranean Transient (EMT) took place (Roether et al. 1996). Regarding the two time series studied in this thesis, Point B was not related with this event, while stn MC was at the boundary, in the area of low positive weightings.
Recently, D'Ortenzio and Ribera d'Alcalà (2009) classified the Mediterranean Basin into seven classes depending on the chlorophyll a (chl a) seasonal cycle inferred from satellite datasets. The seven classes obtained by cluster analysis appeared grouped in quite homogenous regions. These original regions were then reduced to four general regions depending on the position and height of the annual maximum in the clusters' centres. The four regions were named 1) blooming, 2) intermediate-blooming, 3) non-blooming, and 4) coastal. The authors stressed the similarity between the regions detected with their method and the trophic regimes determined by Longhurst (1998). The blooming region was very similar to the model proposed by Longhurst for the North-Atlantic-like dynamics, and it was located in an area covering most of the northwestern sub-basin. According to this study, the Ligurian Sea (where Point B is located) is more similar to the North-Atlantic-like dynamics, while the Tyrrhenian Sea (stn MC) is more similar to the south-eastern Mediterranean Basin. The authors
proposed that the Mediterranean Sea would be located on the boundary between a sub-tropical regime characterised by the non-blooming regions (i.e., Tyrrhenian Sea), and the northern area (mostly, the northwestern sub-basin) characterised by the blooming and intermittent-blooming regions. In this northern area, North Atlantic bloom-like events could happen depending on the hydroclimatic conditions.

Regionalization depending on SST trends presented here, as well as that related to the winter NAO conditions (Tsimplis and Josey 2001) and the one depending on the trophic conditions of the system (D'Ortenzio and Ribera d'Alcalà 2009) show similar complementary patterns. Combining results from the three studies, two gradients are found in the Mediterranean Sea, an east to west gradient and a south to north one. The northwestern area (i.e., Ligurian Sea) would be more affected by atmospheric changes forced by the winter NAO (i.e., precipitation regime changes) and thus its seasonal cycle can be similar to that of North Atlantic areas, whereas the Tyrrhenian Sea would present sub-tropical conditions more similar to the eastern than to the western Mediterranean Basin. Stn MC seems to be at the boundary between the eastern and western hydro-meteorological conditions, as reflected in the 2nd PC of SST and the sea level pressure difference between positive and negative NAO conditions.

2.2.2 Zooplankton changes

Parallel to the warming trend of the Mediterranean Sea, population establishment of warm-water benthic and nekton species has been reported in the northern sectors of the western basin (Astraldi et al. 1995; Bianchi and Morri 2000; Francour et al. 1994). Bombace (2001) reported catches of several fish species from the eastern and southern areas of the Mediterranean Basin in the northern ‘cold biota’, and a reduction of relatively abundant ‘cold species’ in these northern areas (i.e., sprat in the North Adriatic Sea and Gulf of Lions). Since the mid-1980s, the presence of warm-
water species in the Ligurian Sea has greatly increased, suggesting establishment of stable populations (Bianchi and Morri 2000; Bianchi 2007).

Regarding zooplankton, despite the availability of fewer and shorter time series (see their location in Fig.2.3) than in the adjacent Atlantic Ocean, in the last decades, relevant changes have been recorded in Mediterranean marine ecosystems as a response to climate forcing. Studies performed on data from the Baleares Station (Balearic Sea; # location in Fig.2.3), covering the period from 1994 to 1999 and then expanding their analyses to 2003, showed that zooplankton was more abundant during cooler and more saline years than the long-term average, when the influence of northern waters was stronger (Fernandez de Puelles et al. 2007; Fernandez de Puelles et al. 2004). In that coastal station, copepods were significantly positively correlated with salinity and negatively with temperature, and also nitrate concentration increased from 1998 according to a temperature decrease and an increasing trend in salinity. Positive correlations of copepod abundance with salinity have also been described in the western and eastern parts of the Mediterranean basin (Christou 1998; Kouwenberg and Razouls 1990) and related with upwelling and/or offshore waters intrusion. In the case of the Baleares station, salinity enhancement was interpreted as an indicator of intrusion of the Northern Current which is richer than the nutrient-depleted Atlantic waters entering the area by the south. Fernandez de Puelles and Molinero (2007) proposed that the spreading of the Northern Current into the Balearic Sea was related to the atmospheric variability over the North Atlantic. A monthly correlation was found, for the period from 1950 to 2005, between the 1st PC of several indicators of the North Atlantic climate and the 1st PC of several meteorological variables representing the Balearic Climate. Moreover, annual average values of copepod abundance were correlated to the winter NAO, although the relationship was not strong because of the availability of just
10 values and only one year showing a clear negative winter NAO. Similar analyses carried out on data from the Bay of Villefranche (Point B location indicated by a • in Fig.2.3) showed that much of the variability in local climate and zooplankton abundance from 1967 to 1993 was governed by the pattern of changes in the winter NAO (Molinero et al. 2005a). Studies on different components of the plankton communities at Point B highlighted the correspondence between changes in the abundance and/or composition of some key species and the shift in the NAO index that occurred in the late 1980s (Molinero et al. 2005a; Molinero et al. 2008b). In those studies jellyfish seemed to outcompete chaetognaths and to be detrimental to copepods, which abundance dropped from the late 1980s. The authors proposed a trophic reorganization due to oligotrophication related to increasing stratification driven by water warming in the 1990s. According to this, phytoplankton blooms were reported to decrease from 1988 in the Bay of Calvi (northern Corsica, Ligurian Sea), but this decrease was rather related to a salinity decrease which was appointed to entail less nutrient replenishment by vertical mixing due to water density reduction. At stn MC (Gulf of Naples, ▲ in Fig.2.3) chl a and phytoplankton cell size decreased in the second part of the time series (from 1995 on with respect to the period 1984-1991), but zooplankton abundance and biomass did not show such clear trends (Ribera D'alcalà et al. 2004). Nevertheless, in that study some rare copepod species were reported to disappear and others to appear in the sampling station, and those diversity changes were considered to indicate possible relevant environmental changes affecting that area. Also in the Gulf of Trieste (Adriatic Sea, Δ in Fig.2.3) some rare species appeared and others disappeared during 30 years of study (Kamburska and Fonda-Umani 2006; Conversi et al. 2009). Some cold-water species showed a strong decrease while other species that previously had a more southern distribution increased their numbers in the late 1980s. After 1987, in the Gulf of Trieste, copepod abundance doubled, phenological changes
were recorded in some species, and small copepods belonging to *Oithona* spp. and *Oncaea* spp. groups increased their dominance in the copepod assemblages. The authors explained those changes with anticipated phenology due to temperature increases in the gulf, and with circulation changes related to the Eastern Mediterranean Transient (EMT). According to them, the change of location of the main source of deep water in the eastern basin would have altered the input of Atlantic water in the gulf favoring the entrance of southern species. Also Mazzocchi et al. (2003) related changes in zooplankton vertical distribution in the Ionian Sea to the EMT, by means of a transformation of the Ionian Anticyclone into a cyclonic gyre. This change may have caused the zooplankton in 1999 to be concentrated in lower layers than in 1992 due to the presence of highly oligotrophic surface waters in 1999, and also that in 1999 the western and eastern sides of the cyclone presented different composition and biomass levels due to differences in the depth of the nutricline. Data from another time series in the Adriatic Sea (Stoncica sampling station, □ location in Fig.2.3) showed that from 1965 to 1985 there was an increasing trend of primary production that the authors related to increasing entrance of Mediterranean Water in the gulf, indicated by a trend in salinity increase (Marasović et al. 1995). Pressure differences between the northern and southern waters of the Adriatic Sea would drive the entrance of Mediterranean waters rich in nutrients. Recently, phytoplankton counts from 1962 to 2005 in the same location showed a decadal oscillation, with phytoplankton decreasing again in the 1990s and a correlation with the NAO that was explained by its link with atmospheric conditions ruling precipitation and irradiance in the area (Gladan et al. 2010).

The several studies conducted on the effect of climate change on Mediterranean ecosystems are independent. Recently, the six zooplankton time series of the Mediterranean Sea (Fig.2.3) have been compared for the first time (Berline et al. 2010).
Despite the different sampling techniques and time span, some patterns could be depicted. The authors stressed the dominance of the coastal-offshore gradient over the east-west gradient to sort locations. They also observed correlations of temperature in Villefranche sur Mer, Naples and Trieste, and a common temperature shift in 1987. In the three stations, the plankton community suffered changes between the 1980s and the 1990s.

2.3 Size as an ecological descriptor of pelagic ecosystems

The interest of ecologists in body size as a characteristic for the community organisation has been intermittent since the beginning of the 20th century. Elton (1927) was the first to write about biomass regularity with size. He attempted to find general features to simplify ecosystem complexity, interpreting communities as food chains in which the largest organisms are at the top, and size decreases to the bottom while abundance increases. Current research still focuses on the use of body size as an aggregative descriptor of the ecosystem, and as a mean to calculate rates at individual and population levels. A brief history of research on size as an ecological descriptor is given below.

Allometry is the study of scaling with size and was firstly presented by Huxley (1932). It is used to express the different relationships between metabolic rates and body size by the following simple equation:

\[ Y = a M^b \]

where \( Y \) is the metabolic rate, \( a \) is a normalization constant, \( M \) the body size, and the exponent \( b \) scales as a quarter power (multiples of \( \frac{1}{4} \)) (Peters 1983; Calder 1984; Schmidt-Nielsen 1984). The study of these relationships (Fenchel 1974) and the definition of a \( \frac{3}{4} \) scaling of basal metabolism with respect to body size (Kleiber 1932).
highly contributed to setting theories of body size as an organisational parameter of the structure of ecosystems.

In the mid-twentieth century, the study of community size distribution slowed down due to the appearance of the trophic level concept (Lindeman 1942) and the controversy of using such a simple parameter as body size to describe such a complicated entity as ecosystems. It was half a century later that body size became even more relevant by the arrival of new theories and ideas based on energy flow and thermodynamics to explain ecosystems functioning, as well as the need to understand ecosystem structure (Margalef 1961; Margalef 1963). The pioneer of such ideas was Odum (1956) who later postulated that a general trend to increasing production rates and increasing body size occurred with succession. This assertion was corroborated by observations in plankton dynamics (Margalef 1963; Peters 1976). The size-efficiency hypothesis (Brooks and Dodson 1965; Hall 1976) was developed based on plankton population studies and tried to explain the size distribution of a community by means of predation and competition, constrained by individual size. Based on these theories, some models were proposed, where organisms were arranged in size spectrums, i.e., each organism belongs to a size class into which range its dimensions fall.

The first models were those of Kerr (1974) and Sheldon et al. (1977). They proposed that in a logarithmic scale biomass was constant along size classes. The model of Platt and Denman (1977) proposed that biomass was slightly decreasing among size classes as energy was flowing through the spectrum (Fig.2.5). The model was based on a continuous flux of energy from small to large organisms. Loss of energy from one step to another would be due to metabolism and unassimilation (constant loss rate in the turn over), and so would be dependent on body size by allometry. Size classes of the Platt and Denman size spectrum were not of the same width but presented a geometrical
progression (i.e., increasing octave-scale). The authors normalised the distribution by dividing each size-class biomass by its width. This is the Normalised Biomass Size Spectrum (NB-S Spectrum), and it is still the most common used in size spectrum research.

The spectrum of Platt and Denman is defined by the following equations:

$$B_w = b_w / \Delta(W)$$

$$B_w = aW^b$$

$$\log_2(B_w) = a + b \log_2(W)$$

where $B_w$ is the normalised biomass, $b_w$ is the biomass contained in a size class and $\Delta(W)$ the width of the size class or bin. The normalised biomass ($B_w$) has an allometric relationship with size, $W$, defined by two constants, $a$ and $b$. This allometric relationship is dependent on the allometric equations for growth and respiration (Fig.2.5). Platt and Denman assigned the value -1.22 to the coefficient $b$, the slope of the logarithmic relationship.

Contemporary to Platt and Denman' model, Silvert and Platt (1978) improved it by taking into account time for representing the flow of energy along the biomass spectrum. They calculated the derivate of biomass with time, by a loss function due to respiration and incorporation to higher size classes, and a gain function from smaller size classes determined by growth, but also by predation. Since these first models, many others have been developed (e.g., Cousins 1987; Dickie et al. 1987; Rodriguez et al. 1987; Boudreau et al. 1991; Zhou and Huntley 1997; Zhou 2006).
Figure 2.5 - Schematic diagram of Platt and Denman's model on the size structure of marine ecosystems. On the X axis, the size classes defined by nominal size, W, are reported. On the Y axis, the biomass in each size class normalised by the width of the size class is reported. Both axes are in 2-base-logarithmic scale. The linear relationship represents a continuous flow of energy along with increasing size, defined by growth, and a loss of energy from one step to another due to unassimilation and respiration.

Recently, a macroecological theory has been stated to explain ecosystem functioning and structure solely by metabolism (Brown 2004 and references therein). The Metabolic Theory relates the ecosystem dynamics and composition to the individual metabolic rate, which is constrained by body size, temperature and stoichiometry. Food web dynamics would be explained by relating standing stocks of biomass, rate of flux, production of energy and turnover rates to body mass and temperature. The theory is able to make quantitative predictions on how size, temperature and stoichiometry affect the pools and fluxes of biomass and energy among trophic levels. Planktonic communities seem to adapt to climate change by adjusting their diversity and size of organisms. Macro-ecological empirical relationships between
size of organisms, diversity and water temperature have been recently documented
(Beaugrand et al. 2002a; Irigoien et al. 2004). Variations in size and diversity can then
impact the functioning of the ecosystem, by altering prey-predator relationships, and
can ultimately influence regional carbon cycling (Karl et al. 2001). The coupled study
of taxonomic and size-base approach in ecosystem studies could help in understanding
group organization and functioning (Gaedke 1995; Brucet et al. 2006).

With the proliferation of models based on plankton size spectrum from the
1980s, a need for automated systems to furnish large datasets arose. The Coulter
Counter (Coulter 1953) was already available for counting and sizing small particles
and cells, but could not distinguish between organisms and detritus. In the early 1970s,
flow cytometry started to develop. By this method, pico and nanoplankton cell size is
measured and cells can be automatically recognised by fluorescence. Net plankton was
firstly automatically measured by silhouette photography (Ortner et al. 1979). Then, in
the late 1980s, *in situ* imaging systems such as the Optical Plankton Counter (OPC) and
the Underwater Video Profiler (UVP) (Herman 1988; Gorsky et al. 1992) were created,
among others, to characterize plankton community structure and to estimate the export
of carbon to the deep oceans (Benfield et al. 2007). Preserved samples of micro and
mesoplankton can be also treated by automated systems such as the FlowCAM (i.e., a
flow cytometer adapted to microplankton) and the ZooScan (i.e., a scanning system
adapted to water samples of mesozooplankton) among others (Sieracki et al. 1998;
Grosjean et al. 2004; Gorsky et al. 2010).

Since the creation of automated systems, the resulting datasets have allowed the
creation of inverse mathematical models to estimate population dynamics from size
spectra (i.e., Heath 1995; Edvardsen et al. 2002), and the theories and models
formulated in the 1980s have started to be tested (e.g., Lopez-Urrutia et al. 2006;
Maranon et al. 2007). The Platt and Denman model has been validated by size spectra from steady-state ecosystems such as the oligotrophic North Pacific Central Gyre (Rodriguez and Mullin 1986), the North Atlantic Gyre (San Martin et al. 2006) and the Northwest Atlantic and Sargasso Sea in summer (Quinones et al. 2003). Also in lakes regular patterns have been described in the size structure of pelagic communities (e.g., Sprules et al. 1988; Echevarria et al. 1990; Sprules and Goyke 1994; Gaedke and Kamjunke 2006; Sprules 2008).

In coastal Mediterranean ecosystems, biomass size distribution has been reported to be less regular than in more oligotrophic systems, but still a pattern is found (Rodriguez et al. 1987; Jimenez et al. 1989). Although the slope is the most used descriptor of size spectra, the Shannon diversity Index (H) of the size classes can also be used as synthetic indicator that reflects how evenly organisms are distributed in the size classes (Parsons 1969; Ruiz 1994; Brucet et al. 2006). The maximum value of H is obtained when organisms distribute equally among all the size classes; if the system is dominated by one or few size classes (i.e., small organisms), the value of H will be low. Ruiz (1994) recommends it for systems other than the oligotrophic ocean, due to spatial and temporal variability that affect spectra linearity and make difficult to use the slope as an allometric model in those cases.

Empirical studies with automated systems have contributed new insights into plankton size structure. For example, the biomass size spectrum can be used as a descriptor of the trophic conditions of a community. In eutrophic environments more variability in the size spectra slopes is expected, while oligotrophic systems are more stable (Quinones et al. 2003). Kimmel et al. (2006) reported that in eutrophic lakes the normalised biomass size spectrum slope of the whole mesozooplankton community with detritus was less negative than in oligotrophic ones, and thus there would be
increasing relative biomass of large size classes with increasing nutrient availability. This was assessed by Boudreau and Dickie (1992) by fertilizing the Great Central Lake and observing a much less steep negative slope afterwards. Rodriguez et al. (1987), by inverted microscopy and scanning of net-samples from a Mediterranean coastal station, reported the dominance of nanoplanckton in oligotrophic stable environments whilst net-plankton dominated in fluctuating systems. This would likely be due to the direct relationship between nutrient storage capability and cell size, which allows survival of large organisms in case of discontinuous nutrient inputs.

D’Elbée (2001) identified, in the Gulf of Biscay, a coastal/offshore gradient in copepod size with small species characterizing the coastal community (e.g. Acartia spp., Oithona spp., and Oncaea spp.) and larger species as Candacia spp., Anamalocera spp. and Calanus spp. mainly present in offshore waters. By using a lab-OPC, Sourisseau and Carlotti (2006a) found this coastal/offshore gradient in size distribution in several transects performed over two successive springs along the French continental slope of the Bay of Biscay. The coastal zone was characterised by the highest densities of organisms and highest slopes, i.e., small zooplankton dominated the communities. Also Mackas and Coyle (2005) found this pattern of larger copepods in offshore waters than in the coastal shelf of the subartic regions of the East Pacific.
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3.1 Sampling sites and zooplankton sample collection

3.1.1 Stn MC (Gulf of Naples, South Tyrrhenian Sea, western Mediterranean)

The Tyrrhenian Sea is situated between Sardinia and Sicily and the south-west coast of Italy. Its northern and central parts are influenced by western winds blowing through the Bonifacio Strait (Astraldi 1994). The Thyrrhenian Sea with its topography plays a major role in the connection between the north and south western Mediterranean sub-basins. In winter, Modified Atlantic Water (MAW) flows northward along the Italian coast to reach the Ligurian Sea where it becomes the Ligurian Current (Astraldi 1994; Millot 1999). Decadal variability of the flow through the Corsica Channel is related to climatic forcing (Astraldi and Gasparini 1992; Astraldi 1994; Astraldi et al. 1995).

![Figure 3.1](image)

Figure 3.1 - Sampling location (stn MC) in the Gulf of Naples (Tyrrhenian Sea).

The stn MC sampling site is located in the inner part of the Gulf of Naples, two nautical miles from the coastline (40°48.5’N, 14°15’E; ~80 m depth), in the boundary region between the offshore and coastal systems (Fig.3.1). In the Gulf of Naples, the littoral area is strongly influenced by land runoff from a densely populated region;
however, due to the general physiography and bottom topography, the inner shelf area is strongly coupled with the offshore waters of the Tyrrhenian Sea (Ribera d'Alcalà et al. 2004).

The Mare Chiara (MC) time series for the study of the planktonic system is ongoing since 1984, with a major interruption from August 1991 to February 1995 due to the loss of the sampling vessel due to a shipwreck. From 2006, this time series has been part of the International network: Long Term Ecological Research (I-LTER). Sampling was fortnightly before the interruption, and has been weekly since 1995. Zooplankton samples have been collected by a vertical haul from 50 m depth to the surface with a Nansen net (200 μm mesh, 1.13 m mouth diameter) and fixed with buffered formaldehyde at ~2-4% final concentration (for more details see Ribera d'Alcalà et al. 2004). In the present work, years with more than 3 months missing were discarded. Thus, analyses were performed on samples from 1986 to 1990 and from 1995 to 2005 (16 years).

3.1.2 Point B (Villefranche Bay, Ligurian Sea, north-western Mediterranean)

The Ligurian Sea is enclosed by the French and Italian Riviera on the north, and by the Island of Corsica to the south. It is characterised by a permanent cyclonic circulation of MAW flowing south-westward along the Riviera and forming the Ligurian Current. The Ligurian Current is a component of the Northern Mediterranean Current, which transports less saline Atlantic Water from Italy towards Spain (Prieur et al. 1983; Millot 1999). Transport in the upper 200 m depth layer has a marked seasonal variability because, in addition to the permanent contribution of the Western Corsica Current, there is a strong seasonality in the contribution of flow from the Tyrrhenian Sea through the Corsica Channel, with maximum records in January and minimum in September (Bethoux et al. 1982; Béranger et al. 2005). The southern edge of the current
is separated from the central water of the Ligurian Basin by a permanent thermohaline front.

Point B station (Fig.3.2) is located at the entrance of Villefranche Bay (43°41'10"N, 7°19'00"E; ~80 m depth). The site is affected by hydro-climatic variability such as the Ligurian Current flow, wind patterns and by open sea conditions due to a narrow continental shelf and the presence of a submarine canyon (~2000 m depth) in front of the bay.

Figure 3.2 - Sampling location (Point B) in Villefranche Bay (Ligurian Sea).

Zooplankton sampling at Point B has been performed since 1966, often on a daily basis. Zooplankton has been collected by two vertical hauls from 75 m depth to the surface, one haul with a Juday-Bogorov net (330 µm mesh, 0.5 m mouth diameter) and the other haul with a Regent net (680 µm mesh, 1 m mouth diameter). Samples have been preserved by formol fixation (2.5%) buffered with borax (Sodium Borate) until saturation. Daily samples from each week were pooled in a single beaker to reduce variability due to small-scale spatial patchiness. In the present work, analyses were performed on samples obtained with the Juday-Bogorov net for the period 1974 to 2003 (30 years).
3.2 Environmental datasets

3.2.1 Stn MC

For the time series in the Gulf of Naples, water temperature, salinity and chlorophyll \(a\) (chl \(a\)) were analysed. During the whole studied period (1986-1990; 1995-2005), temperature and salinity were measured at 0.5, 2, 5, 10, 20, 30, 40, 50, 60 and 70 m depth. Before 1995, samples were taken with 5 L Niskin bottles and reversing thermometers. From 1995 a SBE911 CTD was installed on a Rosette sampler equipped with ten 12 L Niskin bottles. Chl \(a\) was determined, in samples collected at selected depths (0.5, 2, 5, 10, 20, 40 and 60 m), with a spectrophotometer until 1991 (Strickland and Parsons 1972) and from 1995 onwards with a spectrofluorometer (Holm-Hansen et al. 1965; Neveux and Panouse 1987). No information is available on methodological intercalibration. Chl \(a\) measurements at 40 and 60 m depths were integrated to obtain Chl \(a\) concentration at 50 m depth for homogenisation with temperature and salinity measurements.

3.2.2 Point B

The environmental data considered for analysis are listed in Table 3.1. Water temperature, salinity, chl \(a\) and nitrates (NO\(_3\)) were measured, once a week, at 0, 10, 20, 30, 50 and 75 m depth. Before 1991, temperature was measured with a reversing thermometer whilst salinity was estimated with an induction salinometer (details in Etienne et al. 1991). Since 1991, these parameters were recorded with a Seabird SBE25 CTD. Sampling methods were intercalibrated for both parameters. Chl \(a\) and NO\(_3\) measurements started in 1991. Water was sampled with Niskin bottles and filtered onto 47-mm GF/F Whatman fiber filters. From 1991 to 2002, chl \(a\) was estimated with a spectrophotometer (Parsons and Strickland 1963) and since 2002 with a fluorimeter.
(Lorenzen 1966) without any intercalibration between the two methods. NO$_3$ concentration was estimated using standard colourimetric techniques.

Local meteorology was provided by Meteo France. Atmospheric pressure, irradiance and precipitation were recorded daily at a station next to Nice airport (43°39'12"N, 7°12'00"E; 4 m above sea level; ~15 km from Point B). In the frame of the present work, wind measured at this station was detected to be biased by a change in the position of the anemometer in 1989. The bias consisted of stronger and more frequent north-western winds at the new location. Thus, measurements from the Cap Ferrat semaphore station (43°41'00"N, 7°19'42"E; 138 m above sea level; ~800 m from Point B) were analysed. Data from the Cap Ferrat semaphore station were interrupted from August 1991 until December 1996. Missing data for wind speed were estimated by Reduced Major Axis regression (i.e., model II regression) between the two independent variables, i.e., wind speed recorded at Nice airport from 1989 (after the anemometer relocation) and the one registered at Cap Ferrat (Fig.3.3). Both wind speed series which were obtained at different heights ($u_h$) were previously recalculated for a 10 m height above sea level ($u_{10}$) by applying the following formula proposed in engineering (Heier 2005):

$$u_h = u_{10} \left(\frac{h}{10}\right)^{0.11}$$
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Figure 3.3 - Linear relationship (Reduced Major Axis regression, 5478 daily observations from 1989) between daily-maximal wind speed at Nice airport station (x-axis) and Cap Ferrat station (y-axis).

After the gap was filled, the Ekman depth was calculated from wind speed using the formula described by Cushman-Roisin (1994). The Ekman depth corresponds to the surface layer of the ocean set in motion by wind. It is not easy to determine as currents decrease exponentially with depth and the dispersion of wind energy depends on several variables including wind speed and persistence, and water density. To compute the Ekman depth, a different weight is given to the wind depending on its speed \( u_{10} \) using the drag coefficient \( C_D \) (Dupuis 1997):

\[
u_{10} \leq 5 \text{ m s}^{-1} \quad \rightarrow \quad C_D = (11.7 u_{10}^{-2}+0.668) \times 10^{-3}
\]

\[
5 \text{ m s}^{-1} \leq u_{10} \leq 9 \text{ m s}^{-1} \quad \rightarrow \quad C_D = (0.019 u_{10}+0.978) \times 10^{-3}
\]

\[
u_{10} \geq 9 \text{ m s}^{-1} \quad \rightarrow \quad C_D = (0.07 u_{10}+0.600) \times 10^{-3}
\]
Wind stress ($\tau$) is estimated by the weighted speed including the air density ($\rho = 1.22 \text{ kg m}^{-3}$):

$$\tau = \rho_a C_D u_{10}^2 \text{ (Kg m}^{-1} \text{s}^{-2})$$

The Ekman depth includes wind stress, water density and the Coriolis force ($f_{cor} = 10^{-4} \text{ (s}^{-1})$) by the following formula:

$$E_D = 0.4 \left( \frac{\sqrt{\tau}}{\rho_a/f_{cor}} \right)$$

Intercalibration of wind direction recorded at both sampling sites is not possible due to the different orographic condition of Nice. The airport area has an intense thermal wind which blows from south to north (i.e., from sea to land) during the day and in the opposite direction at night. Therefore, the 5-year gap remained in the wind-direction time series.

Point B station is mainly affected by easterly and westerly winds. Easterly winds accelerate the normal circulation which consists of a branch of the Ligurian Current entering the bay on its east side and exiting at a deeper depth on the west side. Westerly winds cause a reverse of this circulation pattern (Hentch 1959; Nival and Corre 1976). Instead of using the common approach of frequency of wind direction, which implies defining a speed floor and degree windows for each direction, in this work the approach used is the one applied by Licandro and Ibanez (2000) to estimate the East-West component of water currents. The parameter is estimated as follows:

Wind Pattern = $\alpha \sin(\beta)$
where \( \alpha \) is the wind speed and \( \beta \) the direction. Wind Pattern weights wind speed by its direction, so that only very strong winds of North-South component are retained. The weak winds with directions close to 90 and 270 degrees (East and West winds respectively) were also erased. Wind pattern is driven by winds close to 90 or 270 degrees or by very strong winds, the main winds affecting Point B. To study the predominance of easterly or westerly winds, the monthly frequency of the (+) easterly component and of the (-) westerly component were calculated separately. To avoid taking into account the weakest winds, (-) values considered were below the first quartile of total wind pattern data (-4.4945), which corresponded to 59% of all - wind pattern values, and (+) values were above the third quartile (6.5712), constituting 43% of all + values.
Table 3.1 - Variables considered to depict the environmental conditions at Point B.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Units</th>
<th>Frequency</th>
<th>Sampling site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>°C</td>
<td>weekly</td>
<td>Point B</td>
</tr>
<tr>
<td>Salinity</td>
<td></td>
<td>weekly</td>
<td>Point B</td>
</tr>
<tr>
<td>NO₃</td>
<td>mg m⁻³</td>
<td>weekly</td>
<td>Point B</td>
</tr>
<tr>
<td>Chl a</td>
<td>mg m⁻³</td>
<td>weekly</td>
<td>Point B</td>
</tr>
<tr>
<td>Atm.Pressure</td>
<td>hpa</td>
<td>daily</td>
<td>Nice Airport</td>
</tr>
<tr>
<td>Precipitation</td>
<td>mm</td>
<td>daily</td>
<td>Nice Airport</td>
</tr>
<tr>
<td>Irradiance</td>
<td>minutes</td>
<td>daily</td>
<td>Nice Airport</td>
</tr>
<tr>
<td>Ekman depth</td>
<td>m s⁻¹</td>
<td>daily</td>
<td>Cap Ferrat</td>
</tr>
<tr>
<td>Wind pattern</td>
<td>m</td>
<td>daily</td>
<td>Cap Ferrat</td>
</tr>
</tbody>
</table>

3.2.3 North Atlantic Oscillation

The winter NAO (December-March mean value) is generally used to represent atmospheric perturbations in the Atlantic Ocean (see section 2.1.2 in chapter 2 for detailed information), and was also used in this thesis. Datasets were downloaded from www.cru.uea.ac.uk following previous work in the Mediterranean Sea (Molinero et al. 2005a; Fernandez de Puelles and Molinero 2007).

3.3 Phyto- and mesozooplankton microscopic counts from stn MC time series

Data on species composition and abundance from microscopic counts were available for the entire studied period only in the case of stn MC (e.g., Ribera d'Alcalà et al. 2004; Zingone et al. 2009; Mazzocchi et al. 2010). Identification and counts of zooplankton specimens were performed by Grazia Mazzocchi and Iole Di Capua at a
dissecting microscope on aliquots ranging from \( \frac{1}{4} \) to \( \frac{1}{32} \), according to sample density. Subsamples were taken by using the Huntsman beaker subsampling technique (Van Guelpen et al. 1982) or, more recently, by using a large-bore graduated pipette. In these aliquots, all zooplankters were identified and counted, while the rest of the sample was checked for the presence of rare species. Copepods were generally identified to the species level and separated into females, males, and juveniles for the most abundant species (mainly copepodites III-V were retained by the 200 µm mesh). For *Clausocalamus*, *Oithona*, and *Oncaea*, all juveniles were attributed to genus, since it was arduous to distinguish copepodites among the numerous congener species occurring in the samples. For this thesis, 45 copepod taxa were considered for the studied period, 34 of them corresponding to species. All other zooplankton taxa were identified at the phyla, class, or order levels (i.e., chaetognaths, jellyfish, siphonophores, doliolids, salps, appendicularians, decapod larvae, ostracods and echinoderm larvae), and only the cladocerans *Penilia avirostris*, *Evadne* spp. and *Podon* spp. were identified at the genus or species level.

Phytoplankton samples were collected from the subsurface (0.5 m Niskin bottle). Samples were fixed with neutralized formaldehyde (0.8–1.6% final concentration). Phytoplankton microscopic counts were provided by Diana Sarno and Adriana Zingone. Cell counts were performed under an inverted microscope after sedimentation of variable sample volumes (1–100 ml), depending on cell concentration (Utermöhl 1958), on two transects representing ca 1/30 of the whole bottom area of the sedimentation chamber, at ×400 magnification. For selected species, the identification was checked under the electron microscope. Cells smaller than 2 µm, unless very abundant, were not counted. Species were gathered in four main groups, diatoms, coccolithophores, dinoflagellates and small phytoflagellates. To calculate the mean cell size of each group,
linear measurements were routinely taken on phytoplankton cells over 1 year of sampling and afterwards, occasionally, on selected samples for species that were rare or variable in size. A mean equivalent spherical diameter (ESD) was allocated to each species, and by multiplying each species ESD by its estimated abundance, a mean ESD was obtained for each of the four main groups.

### 3.4 The ZooScan mesozooplankton datasets: Data acquisition and processing

#### 3.4.1 Image processing

For this thesis, zooplankton samples from both time series were analysed using the ZooScan. In the case of MC time series, monthly samples from 1984 to 1996 and from 2002 to 2005 were scanned by Carmen Garcia-Comas, and the period from 1997 to 2001 was scanned by Corinne Desnos. The Point B samples were scanned by four operators: from 1974 to 1983 samples were scanned by Océane Dahan; from 1983 to 1995 by Carmen Garcia-Comas; from 1996 to 2000 by Marine Gouezo; and from 2001 to 2003 by Fanny Chenillat. The operators’ work was supervised by the author of this work, Carmen Garcia-Comas. The ZooScan is a digital imaging system recently developed in the Laboratoire d'Océanographie de Villefranche sur Mer (LOV) under the supervision of Dr. Gabriel Gorsky (Grosjean et al. 2004; Gorsky et al 2010). It provides standardised measurements of body size and abundance of several taxonomic groups contained in preserved zooplankton samples.

In this study, samples were analysed with the ZooScan prototype (Fig.3.4A). Since 2006 there is a new version (Fig.3.4B), it is commercialised by Hydroptic, and 30 machines are already in use in several laboratories around the world. Two of them are placed at LOV in Villefranche-sur-Mer and one at SZN in Naples.
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The ZooScan system was conceived to achieve the construction of homogeneous, permanent and secure image data-banks that will allow global comparison of zooplankton series. Standardisation of image quality allows time series harmonisation, a key issue for monitoring plankton communities and understanding their responses to climate changes (Perry et al. 2004).

Figure 3.4 - ZooScan and image process components: (A) The ZooScan prototype used in this work; (B) The new ZooScan model; (C) Raw image of a zooplankton sample scanned with the ZooScan; (D) Thumbnails of two copepods from the sample; (E) Pid file containing information on sample processing and all the objects’ measured in the sample.

To check image quality and to achieve homogenisation of the images, parameterisation of scans is done using the Vuescan software, which allows different configuration files to be uploaded and keeps track of the configuration procedure applied to each image. Scanning information is kept in the header of the output file (the pid file) (Fig.3.4E). Scans are made at 8 bits (256 grey level values), image resolution is
of 2400 dpi (i.e., dots per inch) and thus each pixel is equivalent to 10.58 μm (1 pixel = 25.4 mm/resolution; being 1 inch equal to 25.4 mm).

_Zooprocess_ software controls the whole ZooScan processing, from the image scanning to the acquisition of the data matrix. _Zooprocess_ has been created at LOV using the _Image J_ macro language. It includes multiple tools for image processing, which are summarised in Table 3.2. More information on the ZooScan can be found on the website [http://www.zooscan.com/](http://www.zooscan.com/).

Table 3.2 - List of principal Zooprocess functions.

<table>
<thead>
<tr>
<th>ZOOPROCESS main functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanning and storing images</td>
</tr>
<tr>
<td>Converting images for calibration</td>
</tr>
<tr>
<td>Scanning and processing an image</td>
</tr>
<tr>
<td>Processing images in batch mode</td>
</tr>
<tr>
<td>Computing basic statistics on the variables</td>
</tr>
<tr>
<td>Outlines for object delimitation and separation process of organisms touching</td>
</tr>
<tr>
<td>Objects selection by size or taxonomical criteria for thumbnail extraction</td>
</tr>
</tbody>
</table>

Almost one sample per month (the closest to the 15th day) was analysed for each time series. The stn MC original time series consisted of 192 samples covering 190 months for the periods 1984-1990 and 1995-2005. Only 6 and 4 months were scanned for 1984 and 1985, respectively, because some samples were not available anymore, and annual peaks were missed in both years. Thus, the dataset utilized in this thesis for MC time series starts in 1986 instead of 1984. In the case of Point B, 359 samples were scanned, covering 345 months of the 1974-2003 period. For 15 discontinuous months
no samples were available for scanning, and for some months more than one sample was scanned to validate outlier values.

Before scanning, to avoid underestimation of large organisms which are much rarer than the small ones, each sample was sieved with a 500 μm sieve. As a result, 2 size-fractions named d1 (with organisms > 500 μm) and d2 (with organisms between 200-500 μm) were obtained. Each size-fraction was split several times with a Motoda-box (Motoda 1959) until the subsample was diluted enough to allow separation of all the organisms in the scanning tray. This is a critical step to obtain reliable size measurements and taxonomic identification. When objects are too numerous in the scanning tray, they can touch or overlap and be detected as a single object, creating a bias in the size spectrum and/or taxonomic recognition. As the sample is split in two fractions, two images (Fig.3.4C) were processed separately for each date.

From the process of each image, a pid file was created. The pid file (Fig.3.4E) is an ascii file that contains: 1) a header, consisting of the metadata with all the information on the scanning parameters and sample processing as well as the log file of sampling at sea, and 2) a table, with rows that correspond to the enumerated objects of the scan, and 32 columns; the first two columns represent the unique label of an object which are the number in the original image and the name of the image, and the other columns correspond to the variables computed by Zooprocess to describe each object. They refer to the position of the object in the tray, its size and shape, and to the grey level distribution in the object (see Table 1 in Appendix I for list of parameters).
3.4.2 Taxonomic automatic recognition

Both time series datasets sum up around 1000 raw images with about 500-1000 objects per image. An automatic classifier to facilitate the object recognition process was set up following a supervised-learning methodology. By the supervised-learning (steps outlined in Fig.3.5) it was possible to study both copepod time series, in terms of abundance and size, gathering a large amount of data in a much shorter time than with traditional microscopy methods, and in a standardised fashion.

![Figure 3.5 - Flow chart representing the supervised-learning recognition process. A two-step process was carried out. Firstly, a learning set was used to create the model (e.g. category definition and algorithm choice), and then the model was tested with an independent test set which represented the sample.](image)

Creation and development of the automatic classifier was done with Plankton Identifier, an interface created by Dr. Gasparini that uses functions of the free data mining software Tanagra (Rakotomalala 2005), and that incorporates some new variables (Table 2 in Appendix I) based on the original ones computed by Zooprocess. In total, 28 variables are available for the classification of the objects; 12 are based on grey level measurements, 10 on size and six provide information on the shape of the object.
Step 1. Learning set: Defining categories and supervised-learning algorithm

In supervised-learning mode, a learning set, which is a collection of object thumbnails (Fig.3.4D) arranged in different categories, acts as a reference. The automatic classifier sorts an object (i.e., organism or detritus) into a certain category (e.g., copepod) depending on the values of the parameters describing the object, and on the distribution of those parameters in each category represented in the learning set. The learning set used for this study was composed of 13,100 objects randomly picked from 8 non-consecutive years of the Point B time series. All years and months were equally represented to avoid biases due to temporal changes of the zooplankton community. The learning set accuracy was similar when tested on Point B and MC samples, and thus it was not necessary to build another learning set with MC samples. The original classification of the learning set consisted of 45 categories, 8 of which described different types of detritus, as these were very abundant and diverse.

To obtain a good supervised-learning model, the learning set must be a random sub-sample of the studied sample, in this case the time series, and categories must be balanced in terms of abundance (Kotsiantis 2007). A random zooplankton learning set as the one here created is always unbalanced. Organisms have very different concentrations in nature and many of them follow a seasonal pattern. Usually copepods dominate marine zooplankton, although in certain months they can be outnumbered by other categories that have very high seasonal peaks, such as the cladoceran Penilia avirostris in August in both studied time series. In an unbalanced learning set as the one used here, dominant taxa can usually be well recognised due to proper representation of their intra-category variability, and due to the relative low abundance of similar categories that could be misidentified as part of the dominant category. On the contrary, the abundance of rare categories tends to be overestimated due to contamination by
similar wrongly identified objects of a more abundant category. In addition, rare objects can be easily misidentified if the category has high intra-category variability that is not fully represented by the few objects represented in the learning set.

The learning set recognition accuracy can be improved by merging original categories that present high cross-contamination in their classification. The recognition accuracy varies also depending on the algorithm used for classification. Seven supervised-learning algorithms are available in Plankton Identifier: k-nearest neighbour, linear and RBF Support Vector Machine (C-SVC), random forest, Decision Tree C 4.5, Multinomial Logistic Regression with a Ridge estimator, and Multilayer Perceptron neural network. All supervised-learning algorithms were tested on several clusters of the original 45 categories. Categories were iteratively associated according to the results of confusion matrix and Hierarchical Cluster Analysis performed on the categories. At each step of clustering, performances of the supervised-learning algorithms were compared, and the ecological significance of the categories was taken into account before merging.

The confusion matrix (Fig.3.6) is a contingency table in which rows refer to manual classification (observation, Y) and columns refer to the automatic classification (supervised-learning prediction, Ŷ) and thus it provides information on the performance of the applied algorithm and also on the similarity (by mixing) of the categories. It was issued from a cross-validation (2 folds, 5 trials) applied on the learning set. One fold of the learning set recognized the objects of the other fold, the operation was repeated 5 times, and recognition results were summed up and represented in the confusion matrix.
F=False; T=True

Y=Observation
Ŷ=Prediction

N+ = category objects
N-=other objects

<table>
<thead>
<tr>
<th>Y</th>
<th>Ŷ</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>T+</td>
<td>N+</td>
</tr>
<tr>
<td>-</td>
<td>F+</td>
<td>N-</td>
</tr>
<tr>
<td></td>
<td>T+</td>
<td>F+</td>
</tr>
</tbody>
</table>

Accuracy rate= \(\frac{T^+ + T^-}{N}\)

Error rate= 1-AR= \(\frac{F^+ + F^-}{N}\)

Recall= TPR=\(\frac{T^+}{N^+}\)

FPR= \(\frac{F^+}{N^-}\)

Precision= \(\frac{T^+}{T^+ + F^+}\)

Figure 3.6 - Example of a confusion matrix of just 2 categories (to be part of the category +, or others -), with observations (Y) versus predictions (Ŷ).

From the confusion matrix, one can calculate accuracy rate and error rate, but both of them are dependent on the proportion of organisms representing a category with respect to the total objects constituting the learning set (\(N^+ / N\)). Two independent accuracy metrics were considered to rate the classifier: recall and 1-precision. Recall (true positive rate) is the rate of objects correctly classified in a category among the objects which actually belong to that given category. The 1-precision value is the rate of objects wrongly classified among objects which are assigned to that given category (i.e., rate of contamination).

The process to improve the learning set was terminated when the best trade-off between the number of distinct categories and error rates was reached. The final classifier consisted of 26 categories, and the algorithm showing the best performance was the Random Forest algorithm. This algorithm has already been tested and proved to be efficient for zooplankton image recognition (Grosjean et al. 2004; Bell and Hopcroft 2008). The Random Forest algorithm (Breiman 2001) consists of performing several random trees, in this case 100, where every knot is a question on the value of a variable (descriptor), and every branch is a batch (category or class to belong to). These random trees are not pruned (e.g. all the branches are relevant), and each of them is computed
by using just a random subsample of the learning set by bagging (bootstrap aggregating) and a random part of the total descriptors. The decision of the category to which an object belongs depends on the mode of the 100 replicates. The algorithm ‘decides’ the most probable category to belong to depending on the times the object was classified in that category during the whole batch of trials.

The original learning set (45 categories) presented a total error rate of 0.41 (see Table 3 in Appendix I) while the error of the definitive learning set (26 categories) was reduced to 0.23. Of the 26 definitive categories, 15 referred to taxonomic groups, and for some of them the recognition performance was quite high (Table 4 in Appendix I, top-ten categories in Table 3.3). The ‘Copepoda’ category gathered all the copepods and had a very high recognition rate. This good performance was due to the fact that the category is quite homogeneous in terms of grey level, size and shape and that its proportion in the learning set was very high (41% of the total learning set, Table 4 in Appendix I).

Table 3.3 - Top-ten recognised categories with their respective accuracy rates, as well as the number of objects, in the final learning set of 26 categories classified with the Random Forest algorithm.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Recall</th>
<th>1-Precision</th>
<th>Abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copepoda</td>
<td>0.96</td>
<td>0.19</td>
<td>26840</td>
</tr>
<tr>
<td>Appendicularia</td>
<td>0.87</td>
<td>0.22</td>
<td>4861</td>
</tr>
<tr>
<td>Appendicularian tail</td>
<td>0.85</td>
<td>0.08</td>
<td>530</td>
</tr>
<tr>
<td>Pteropod <em>Cavolinia</em> spp.</td>
<td>0.81</td>
<td>0.18</td>
<td>870</td>
</tr>
<tr>
<td>Gelatinous Zooplankton</td>
<td>0.81</td>
<td>0.25</td>
<td>4210</td>
</tr>
<tr>
<td>Chaetognatha</td>
<td>0.77</td>
<td>0.12</td>
<td>1020</td>
</tr>
<tr>
<td>Cladoceran <em>Penilia</em></td>
<td>0.71</td>
<td>0.29</td>
<td>1475</td>
</tr>
<tr>
<td>Cladocera (others)</td>
<td>0.66</td>
<td>0.38</td>
<td>1850</td>
</tr>
<tr>
<td>Jellyfish <em>Aglaura</em> hemistoma</td>
<td>0.64</td>
<td>0.19</td>
<td>450</td>
</tr>
<tr>
<td>Decapod larvae</td>
<td>0.48</td>
<td>0.31</td>
<td>2590</td>
</tr>
</tbody>
</table>
Step 2. Test set: Validation of recognition accuracy

Accuracy rates on the learning set alone tend to overestimate the true recognition performance on the whole time series. This is due to misrepresentation of the whole natural variability of some categories. Therefore, to validate and to quantify the recognition accuracy of the classifier, a test set was created. A test set must be a random independent subset of objects from the sample, in this case the time series (Dundar et al. 2004), and must be different from the learning set (data not shown) and representative of the whole time series. To check if there were recognition biases produced by temporal changes of the zooplankton community, four test sets were built (each of them with about 600 objects). The test sets represented all the months of different years. One of these test sets was produced with objects of a year belonging to the MC time series. Objects were sorted in the same 26 categories defined in the learning set. The recognition accuracy of the classifier was very different on the four test sets for all categories except copepods (Table 3.4). This was mainly due to low representation of some categories which generates statistical weakness because of unbalanced abundances and high intra-category variability. Consequently, it was not possible to assert a percentage of recognition that would account for the whole time series. To reduce the possible statistical weakness due to low representation of some categories in the test sets, a final test set was created by summing up all the single sets (named here super test set). It consisted of 2500 thumbnails sorted into the 26 categories.
Table 3.4 - Performance of the learning set on the several test sets.

<table>
<thead>
<tr>
<th></th>
<th>PointB_Test1</th>
<th>PointB_Test2</th>
<th>PointB_Test3</th>
<th>MC_Test set</th>
<th>Super_Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>1-Precision</td>
<td>Abundance</td>
<td>Recall</td>
<td>1-Precision</td>
</tr>
<tr>
<td>Copepod</td>
<td>0.95</td>
<td>0.12</td>
<td>239</td>
<td>0.90</td>
<td>0.19</td>
</tr>
<tr>
<td>Appendicularia</td>
<td>0.68</td>
<td>0.24</td>
<td>20</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td>Appendicularia tail</td>
<td>0.89</td>
<td>0.11</td>
<td>8</td>
<td>0.90</td>
<td>0.19</td>
</tr>
<tr>
<td>Chaetognatha</td>
<td>0.71</td>
<td>0.58</td>
<td>7</td>
<td>0.92</td>
<td>0.19</td>
</tr>
<tr>
<td>Pteropoda Cavolinia</td>
<td>0.50</td>
<td>0.89</td>
<td>2</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Gelatinous Zooplankton</td>
<td>0.42</td>
<td>0.69</td>
<td>12</td>
<td>0.67</td>
<td>0.50</td>
</tr>
<tr>
<td>Cladocera Penilia</td>
<td>0.00</td>
<td>1.00</td>
<td>0</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>Cladocera</td>
<td>1.00</td>
<td>0.50</td>
<td>3</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>Jellyfish A. hemistoma</td>
<td>1.00</td>
<td>0.75</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Decapoda</td>
<td>0.00</td>
<td>1.00</td>
<td>5</td>
<td>0.42</td>
<td>0.41</td>
</tr>
<tr>
<td>Total (26 groups)</td>
<td></td>
<td></td>
<td></td>
<td>530</td>
<td>0.42</td>
</tr>
</tbody>
</table>

From the confusion matrix of the learning set versus the test set, it was observed that the Random Forest recognition accuracy was very satisfactory for copepods; 96% of copepods were recognised (recall) although 18% (1-precision) of the category was actually contamination. Accuracy was less good for the other categories (Table 5 in Appendix I, recognition rates of top-10 classified categories in Table 3.4). Therefore, copepods were automatically recognised in the monthly samples, while some other zooplankton categories were sorted by semi-automatic recognition.

### 3.4.3 Taxonomic semi-automatic recognition

Semi-automatic recognition consists of manually sorting objects after a fast pre-sorting by automatic recognition. The five other sorted categories were large copepods, chaetognaths, jellyfish, siphonophores and decapod larvae. Large copepods were sorted to check if changes in the copepod size distribution could be due to changes in the proportion of typical offshore species, usually rare and with large body size. The interannual variability in the other zooplankton groups can help in the ecological interpretation of copepod temporal patterns in the time series. Furthermore, these groups were not very abundant and so their semi-automatic sorting was feasible. To avoid revisiting all the thumbnails of all the objects of the two long time series, a size-
threshold, above which objects could belong to any of the target groups, was determined. Only thumbnails above the 0.32 mm$^3$ of ellipsoidal volume were checked and re-sorted if classification was wrong. This size threshold corresponds to copepods about 1.5 mm long. In the case of colonial siphonophores, only the first bell was taken into account and considered as a single individual.

A parallel time series of microscope taxonomic counts exists only for the MC time series. To help in the interpretation of the results of the Point B time series obtained with the ZooScan, all organisms from samples in 1979, 1985, 1995-1997 and 2003 years were semi-automatically identified. These years were selected according to the hypotheses formulated after detecting changes in abundance, size of copepods and environmental conditions. Copepods were classified into 7 groups: *Oithona* spp., Poecilostomatoida (i.e., oncaeids, corycaeids, *Farranula*), *Centropages* spp., *Temora stylifera*, *Acartia* spp., other Calanoida (most of them *Paracalanus* spp. and *Clausocalanus* spp.) and offshore calanoids (i.e., genera belonging to the following families (Mazzocchi, pers.com.): Aetideidae, Augaptildae, Calanidae, Candaciidae, Eucalanidae, Euchaetidae, Heterorhabdidae, Luciciutidae, Scolecithricidae). Other zooplankton groups considered were: Appendicularia (i.e., *Oikopleura* spp. and *Fritillaria* spp.), *Penilia avirostris*, and other Cladocera (i.e., *Podon* spp. and *Evadne* spp.). In addition, the calanoid copepod *Calanus helgolandicus* was sorted from all the samples of the Point B time series.

### 3.4.4 State of the art of the ZooScan

The data presented herein were fully produced with the ZooScan prototype, and related software (i.e., Zooprocess and Plankton Identifier). Both the instrument and software were improved during the course of this project. The methodological results obtained in this thesis helped to their development, and continuous feedbacks were
exchanged, with the members of the LOV dedicated to the ZooScan, to implement an integrated system. Images of the new ZooScan version are of better quality, and the image treatment is more complete and user-friendly.

Imaging technology in zooplankton research is still under development. With the new ZooScan, automatic recognition performance has already been improved for several taxonomic groups due to better image quality and the addition of new variables to better describe and so differentiate the zooplankton groups. These new features are: the coarseness and the cumulative histogram of the grey level of an object as texture descriptors, and the convexity, symmetry and thickness as shape descriptors (Santos Filho et al. in preparation). Although efforts to automate plankton identification have been undertaken since decades (Benfield et al. 2007), the automated methods show relatively low zooplankton classification efficiency (Bell and Hopcroft 2008; Fernandes et al. 2009). The huge intra-category variability and high imbalance of abundances in natural samples continues to limit the fully automatic classification of zooplankton samples, and thus validation by semi-automatic recognition is highly recommended (Gorsky et al. 2010).

Currently, ZooScan is commercialised by Hydroptic (www.hydroptic.com) for a price of 18,000 euros. The ZooScan is already used in 27 laboratories around the world, and the basis for a standardised methodology has been stated (Gorsky et al. 2010). In the ZooScan website (www.zooscan.com) users can find all the free programs, research advances and a complete ZooScan manual. In addition, under the framework of this project, a user-friendly manual was produced (Appendix II) and can be downloaded by anyone from the ZooScan website. The manual was produced as an output of this PhD project to help beginners to use the ZooScan independently, following the protocol stated at the LOV (Gorsky et al. 2010). With this working protocol, currently around 20
digital images are produced and fully validated (i.e. abundance and size of ~ 15-30 taxonomic groups) by a single person during a 5-day work (~35 hours) in the laboratory of Villefranche-sur-Mer.

3.4.5 Size Structure Analysis

Once copepods were sorted, their size distribution, which represents the core of this thesis, was explored. Three size variables were retained: the area of the object, and the major and minor axes of the best fitting ellipse. These size variables were previously transformed from pixels to millimetres (1 pixel = 10.58 μm). The sample dataset also incorporates another vector containing the automatic recognition of the objects.

The major axis of a copepod can be taken as the total copepod length (a one-dimension descriptor) that can be converted to prosome length, which is generally used by taxonomists in species description. The length does not represent accurately the real size of copepods, because species differ in length: width ratios. Thus length alone does not provide a proper estimate of copepods in terms of energy source and prey-predator interactions. To have an estimate of plankton productivity, ecologists use plankton biomass or biovolume as currency.

Zooplankton biomass or biovolume can be determined by numerous methods. There are conventional methods such as the settling volume, displacement volume, wet and dry mass, and free-ash dry mass. In addition, there are biochemical methods, such as the organic carbon measurement to quantify the organic biomass, and the ATP quantification as an approach for energy content. Conversion equations have been defined by several authors to relate results from these very different approaches (Harris et al. 2000). Copepod biovolume could be transformed into biomass by conversion factors between zooplankton volume and carbon content (Wiebe 1975; Wiebe 1988; Alcaraz et al. 2003; Cushing et al. 1958). Recently, relationships between copepod
body size measured on the ZooScan images and C and N body content have been formulated (Gorsky et al. 2010).

In size structure research, any object is generally described as a sphere of equal volume to be able to relate objects of different shapes by the diameter of the computed sphere (Jennings and Parlslow 1988). This diameter is called the equivalent spherical diameter (ESD) and it can be computed from a sphere with a projected cross sectional area (CSA) equal to the measured area of the object. Then, assuming the object to be a sphere, volume is computed as $\frac{4}{3}\pi(ESD/2)^3$. For copepods, which are mostly elongated with a shape better represented as a spheroid than as a sphere (Herman 1992), the computed volume by ESD is overestimated due to a higher ratio volume: CSA for spheres than for other shapes (Sprules et al. 1998; Beaulieu et al. 1999). Therefore, in this study the major (M) and minor (m) axes were used to calculate copepod biovolume following the formula for a prolate spheroid, an ellipsoid with equal equatorial radii (m):

$$\text{Ellipsoidal Biovolume} = \frac{4}{3}\pi \left(\frac{M}{2}\right) \left(\frac{m}{2}\right)^2$$

When comparing ESD volume and ellipsoidal volume estimates, it appears that copepod volume is overestimated by ~30% when considered a sphere (slope of 0.7 between ESD and ellipsoidal volume datasets) (Fig. 3.7). Sprules et al. (1998), in their calibration of an optical plankton counter for fresh water systems, found a relationship between equivalent circular diameter (ECD) volume and ellipsoidal volume of 44%. The difference between the two measures was higher than in our work probably because in their study it was calculated not only on copepods but on the total zooplankton of a lake, meaning a wider range of shapes and sizes. Regarding the relationship of these two measures on the copepods analysed with the ZooScan, there is a progressive higher deviation from the linear relationship as copepods are larger (Fig. 3.7). A bias due to the
increasing relevance of appendages (e.g. antennulae and legs) in the body volume estimate with increasing body size, as well as contamination by overlapping copepods or other misidentified large objects could explain this larger residual at greater copepod size. In those cases, the shape of the object may not be properly represented by a spheroid as is the case for a regular copepod. Yet, large objects are rare when considering the whole copepod bulk. In the studied time series, only 0.09% of copepods were larger than 2 mm$^3$.

Figure 3.7 – The ESD volume (mm$^3$) and ellipsoidal volume (mm$^3$) relationship for the whole ZooScan dataset (286,097 copepods belonging to both time series).
Copepod size distribution is skewed to the left in both time series (Fig. 3.8) due to a progressive increase in abundance with body size decrease (e.g., inverse allometric relationship, Elton 1927). Yet, the mode is a bit less skewed to the left due to abundance underestimation of copepods smaller than the net mesh size (i.e., net capture bias). This feature was taken into account later when computing synthetic variables describing the size distribution. The peak of the Point B dataset is slightly more skewed to the right as the net used in this sampling station is of 330 µm mesh size whereas for stn MC it is of 200 µm.
Figure 3.8 - Copepod size distribution (ellipsoidal biovolume) of (A) Point B time series (359 dates) and (B) stn MC time series (192 dates). Both histograms are cut at 2 mm$^3$ upper level (99% of copepod community) to zoom on the dense part of the size distribution. On the x-axis the individual biovolume (1000 size classes), and on the y-axis abundance. Left panels represent the time series histograms, whereas right panels represent them at a natural logarithmic scale.
From the individual copepod ellipsoidal biovolume, the copepod community could be monitored by computing its mean body size as a synthetic descriptor. Yet, despite being very useful for the detection of changes, it cannot provide information on the internal variations in the copepod size distribution. The same mean value could represent very different size distributions. A mean size change could be driven by very few individuals (extreme values) or by the majority of copepods (the dense part of the distribution). To monitor temporal changes of the copepod size distribution in both time series, data were arranged in the form of comparable size spectra.

**How to build a size spectrum**

Acquisition of size data from nature is performed in a discrete way, which leads to a discrete function constituted of individual sizes (Blanco 1994). To overcome this sampling limitation, a size spectrum is built by sorting the organisms into size classes that have been previously defined. As a result of this clustering by size classes, a histogram representing the number of organisms belonging to each size class is obtained (Fig.3.8). The histogram can be studied as a continuum in its linear logarithmic form.

The above histograms contain 1000 size classes (Fig.3.8), too many to be able to interpret their changes. Determining the size classes plays a major role in the shape and interpretation of size spectra. A size spectrum formed by size classes of equal width presents a progressive increasing variability towards larger size classes (Fig.3.9). This effect is due to the intrinsic community size-distribution. The deviation from the mean size of a size class is proportional to it, thus large copepods have wider size variability than small ones. In other words, the larger the organisms are the wider a size class must be to have a proper representation of those organisms (Blanco 1994). For this reason, it is recommended to build a spectrum of geometrical scale, which means that each size class is proportionally wider than the previous one. In particle size-spectrum analysis an
octave-scale (a geometric $2^n$ series) has been applied since the first description of particle-size distribution in the ocean (Sheldon et al. 1972). This scale allows size classes to be defined by the entire base of the logarithmical scale, and the width of a size class corresponds to its lower limit (Blanco 1994).

![Spectrum of equal size classes](image)

Figure 3.9 - Mean size spectra of the Point B copepod time series. A spectrum of equal size classes (0.02 mm$^3$ width) (grey dotted line) and an octave-scale spectrum (black line). Both spectra are normalised by the width of the size-classes and represented on a logarithmical scale.

Size spectra of the present study were built by arranging ellipsoidal volume in size classes of octave-scale amplitude. From the preliminary exploration of both datasets (Fig.3.8), the lowest limit was established at 0.01 mm$^3$, which roughly corresponds to small copepods of ~ 450-µm length, and from this lowest limit size classes were progressively wider (x2) up to the uppermost limit of 10.24 mm$^3$ volume, which corresponds to a ~ 4.5-mm length copepod (Fig.3.10). The equivalent limits in
prosome length were calculated by transformation from the 2.3 major : minor ratio (mode value) of all copepods measured (size class lower limits in Table 3.5).

| 0.01 mm$^3$ | 10.24 mm$^3$ |

**Figure 3.10** - Biovolume spectrum of octave-scale progression built to arrange the copepod-volume data of both time series. The lowest limit is 0.01 mm$^3$ and the highest limit is 10.24 mm$^3$.

Copepod ellipsoidal-biovolume spectra were normalised by multiplying the number of copepods in a size class by its nominal size (i.e., the size representing each size class) and then dividing the resulting biovolume by the width of the size class (Platt and Denman 1977). Copepods belonging to a certain size class are assumed to have the same size, the nominal size, which has to be defined. Depending on the choice of nominal size, the height of the size spectrum slightly varies. The nominal size can be the lower limit of the size class, its geometric or the arithmetic mean size as well as the size to best fit the continuous function of the spectrum. The last option has been proved to be the best choice (Blanco 1994). Yet, in the present work, the nominal size was the geometric mean of the size class (third column in Table 3.5), assuming that copepods in each size class had a Gaussian size distribution. The geometric mean was chosen for its simple calculation and its wide-spread use in size spectrum analysis. The normalization procedure of dividing the biovolume contained in a size class by its width resulted in comparable biovolume among the size classes. Furthermore, the equality of width and lower limit of each size class made the spectra very similar to the corresponding abundance size spectra (Platt and Denman 1977). Spectra built in this work by following the above procedures are named Normalised Biovolume Size Spectra (NB-S Spectra).
Building the spectra following Platt and Denman' methodology allows results from other studies to be compared (Boudreau et al. 1991; Kimmel et al. 2006; Sourisseau and Carlotti 2006a). And, although spectra based on carbon are somewhat steeper than those based on biovolume (Quinones et al. 2003), estimates of the C content corresponding to each nominal biovolume of the size spectra were calculated for further comparisons with other studies. Carbon body content was estimated from a linear regression equation obtained from a comparison of the ellipsoidal biovolume of fixed sample images with the C content in the same fresh samples, and successive transformation to C content in fixed samples. Zooplankton samples used in this study came from the western Mediterranean and contained mostly copepods (65% of copepods in total samples, regression calculated in the <5mm size fraction) (Cushing et al. 1958; Wiebe 1975; Wiebe 1988; Alcaraz et al. 2003).

**Normalised Biovolume Size Spectra (NB-S Spectra) mode position due to net capture bias**

The spectra analysed in this work show a dome-like pattern due to net capture bias of the small-size fraction. The size class from which net capture is unbiased was determined by calculating the mode of the maximum volume in each time series spectra. Biovolume of size classes above it, on the right of the mode, are well estimated, whereas size classes below the mode, on the left, are underestimated due to a strainer effect (i.e., organisms passing through the net mesh). The mode is situated mostly on the 3rd bin (lower limit = 0.04 mm³) of the Point B NB-S spectra, whereas, in the case of MC time series, it is distributed between the 2nd and the 3rd size classes (Fig.3.11). This difference between the two time series is due to the smaller mesh size used at stn MC. A single mode was chosen, i.e., the 3rd size class for both time series, to keep homogeneity between time series.
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Size classes of the NB-S S

Figure 3.11 - Frequency of mode position (y-axes) in the size classes (x-axes) of Point B (upper panel) and MC (lower panel) time series.

Synthetic descriptors of the NB-S spectra

Slope of the NB-S spectrum

The slope that defines the linear relationship (type I regression) between the logarithm of the normalised biovolume and the logarithm of the size classes is the most used index to characterize size spectra, and is expected to be close to -1 (Platt and Denman 1977; Platt 1978; Rodriguez and Mullin 1986; Duarte et al. 1987; Blanco et al. 1994; Huntley et al. 1995; Quinones et al. 2003; Zhou 2006). The slope represents the flux of energy along the size classes. A system characterised by steeper (more negative) slopes will be a less efficient system in terms of energy transfer (Platt and Denman 1977; Platt 1978).
Despite its wide acceptance, this index presents some limitations. Two communities could show the same slope and yet have a different production. In the case of equal slope the production of the system is reflected by the height of the regression y-intercept (Sprules and Munawar 1986; Quinones et al. 2003). Moreover, the slope tends to be mostly modified by its extreme values, the minimum and maximum size classes. The smallest organisms have more peaks and troughs in their abundance, due to seasonal reproduction peaks, while the largest copepods are rare and their occasional occurrence can modify the slope in unpredictable ways. In addition, contrary to the linearity assumption of the model, usually spectra are not linear, and therefore the slope is not the best representation of them. Instead, some authors have proposed probability density functions to characterise the spectra (Vidondo et al. 1997; Brucet et al. 2006; Quintana et al. 2008), but the output variables of these functions are difficult to ecologically interpret. Non-linearity can arise from a system far from equilibrium (Sourisseau and Carlotti 2006a), can result from the propagation of a peak of biomass or energy through the system, or it can simply be due to methodological artefacts (Garcia et al. 1994; Sourisseau and Carlotti 2006b).

Although the slope calculation would be more exact from the mode (Garcia et al. 1994), in this thesis it was considered that abundance underestimation below the mode is constant and so changes in those size classes would have followed similar trends to changes in the sea (qualitative data). Therefore, to avoid any loss of information on the first size classes the slope was computed on the whole spectrum.
**Size-spectrum diversity index**

Due to the limitations of the linear model (the slope) to fully represent the NB-S S, another index was calculated to describe the normalised biovolume size spectra. This is the Shannon-Wiener index (Shannon and Weaver 1948) applied to define the diversity of the size classes constituting a spectrum (Parsons 1969; Ruiz 1994). This index is based on information theory and measures the entropy of the distribution:

\[ H' = \sum_i p_i \log_2 p_i \]

where \( H' \) is the Shannon index, and \( p_i \) is the probability that an organism belongs to a certain size class (e.g., the frequency of each size class). The higher the index is the more equilibrated the size classes are. This index does not respect the size-class sequence; instead its calculation is made on the frequencies of each size class. The two first size classes do not reach their natural environment abundances (the highest of the spectrum) in the net samples, and thus their contribution to the Shannon index is biased. Therefore, the two first size classes of the spectra (i.e., copepods with body size smaller than the spectra mode) were not considered to compute the size-spectrum diversity in order to avoid misinterpretation of results due to the net capture bias. Size-spectrum diversity increases can be interpreted as an increasing proportion of large copepods in the community.

**Hierarchical Clustering of the NB-S spectra**

The slope and the size diversity synthetic indexes have both positive properties as well as limitations describing size spectra. A complementary approach was performed to analyse the shape of the whole spectrum, including the small size classes, by computing a hierarchical clustering on the time series spectra according to the
Kolmogorov cumulative-classes' distance \((D)\). Firstly, the cumulative sum of size class frequencies for each spectrum \(k\) \((val_k)\), where \(n_i\) is the number of copepods in the size class \(i\) and \(x\) is the total number of size classes in a spectrum, was computed:

\[
val_k = \sum_{i=1}^{x} \left( \frac{n_i}{\sum_{i=1}^{x} n_i} \right)
\]

Then, the maximum distance between the cumulative sums by pair of samples \((D)\) was calculated:

\[
D = 100 \max \left( |val_k - val_{k+1}| \right)
\]

According to \(D\) value, samples were clustered obtaining the distribution of size spectra shapes along the time series. Clustering was done following the Ward’s minimum variance method (Ward 1963). At each interaction, clustering was performed to minimize the square error. Therefore, at each step, the 2 spectra, or clusters of spectra that merged were those that would have increased at a lower level the sum of the squared distances of all the objects with respect to their cluster centroids.

**Small (< 0.02 mm\(^3\)) and large (> 0.32 mm\(^3\)) copepod abundances**

In this work, the Shannon index of the size classes above the mode (i.e., size-spectrum diversity or size diversity) was the main synthetic index used to detect changes in the copepod-community size distribution. Although this index is, as the slope, more influenced by the ends of the spectra (smallest and largest size classes considered), the size diversity index is also shaped by the rest of the size classes, giving a better insight into changes in the whole community. As size diversity does not take into account the smallest size classes of the spectra, the cluster analysis of the whole
spectra was presented to depict shape changes. Then, abundances of copepods constituting the first and last size classes (1<sup>st</sup>-2<sup>nd</sup> size classes and 6<sup>th</sup>-11<sup>th</sup> size classes respectively) of the spectra were separately analysed to give complementary insights on the observed changes in the size diversity index and in the spectra shapes.

Table 3.5 - NB-S S size classes. The first four columns of the table represent the size classes limits and transformation of these limits in copepod length and C content. The slightly shaded boxes correspond to the position of the spectrum mode. The last four columns illustrate by shaded boxes the size classes taken into account to compute each index.

<table>
<thead>
<tr>
<th>Size class lower limits (mm&lt;sup&gt;3&lt;/sup&gt;)</th>
<th>Equivalent Total length (mm)</th>
<th>Nominal Biovolume (mm&lt;sup&gt;3&lt;/sup&gt;)</th>
<th>C content Fixed samples (µg)</th>
<th>Small Copepods</th>
<th>Large Copepods</th>
<th>Slope and Cluster</th>
<th>Size Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.463</td>
<td>0.015</td>
<td>45.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.584</td>
<td>0.030</td>
<td>46.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>0.735</td>
<td>0.060</td>
<td>48.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>0.927</td>
<td>0.12</td>
<td>52.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>1.167</td>
<td>0.24</td>
<td>59.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.32</td>
<td>1.471</td>
<td>0.48</td>
<td>75.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.64</td>
<td>1.853</td>
<td>0.96</td>
<td>105.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.28</td>
<td>2.335</td>
<td>1.92</td>
<td>166.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.56</td>
<td>2.942</td>
<td>3.84</td>
<td>289.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.12</td>
<td>3.706</td>
<td>7.68</td>
<td>533.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.24</td>
<td>4.670</td>
<td>empty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.5 Database organization

Sample images and all scanned objects were stored in databases, one for each time series. Data arrangement and treatment was performed with Matlab® 7.0 (The Mathworks, Inc., Natick, MA). The database consists of a structure variable in Matlab in which each branch is a sample named by its date and size-fraction, d1 or d2. For each sample there is information on the sampling processing (e.g. net dimensions and
performance, net tows if samples were pooled, aliquot of the original sample that was scanned, etc.) and there is the object size information stored in vectors.

The Point B ZooScan database is available in two free data networks: Publishing Network for Geoscientific and Environmental Data (PANGEA, http://doi.pangaea.de/10.1594/PANGAEA.724540), and Coastal & Oceanic Plankton Ecology, Production and Observation Database (COPEPOD, http://www.st.nmfs.noaa.gov/plankton/time-series-methods/).

### 3.6 Time series statistical methods

For both time series, a quality check was performed on all the environmental and zooplankton parameters. In the case of MC time series, only one sample was discarded (May of 2004). For Point B, five samples were discarded (April of 1987 and 1988, May of 1999, and February and April of 2000) due to suspicious values issued from improper sample treatment. Time series were regularised by monthly mean, except for the Point B wind pattern that was already represented at a monthly frequency. In this section the main statistical analyses performed in this thesis are presented.

#### 3.6.1 Principal Component Analysis (PCA)

To depict the general pattern of observed changes in several related variables, the PCA multivariate statistical method (for its computation see Legendre and Legendre 1979; Jollife 2002) was applied on annual average values. The PCA is a very widespread method in numerical ecology.

Datasets were previously standardised due to their different nature. Then, new synthetic variables (principal components, i.e. PCs) were created by minimisation of the Euclidian distances among the original variables in each new projected space. In other words, new axes (PCs) were created in the multispace of $n$ original variables. The first
PC is the one minimizing most of the distance between variables, i.e. it accounts for as much of the variability in the data as possible. The following new axes are orthogonal (independent) to one another and ordered by minimization of distances with the original variables. This method enabled the maximal common interannual variability among the studied variables to be obtained and the depiction of the relationships among the variables.

### 3.6.2 Prediction of missing values by the Eigen Vector Filtering method (EVF)

After time series regularisation, a few months were missing in the time series. In the case of the ZooScan datasets, missing values were 10 months out of 192 in the MC time series, and 19 months out of 360 in the Point B time series. In order to fill the gaps of missing values with predicted values, the Eigen vector filtering method (EVF) was applied (Colebrook 1978; Ibanez 1991; Ibanez and Etienne 1992). The method is based on the construction of a matrix in which the first column corresponds to the original series, and the successive columns correspond to several copies of it, lagged by one time unit. The missing values (MD) are coded, and a Principal Component Analysis (PCA) adapted to missing values is then performed on this matrix (see equations in Ibanez and Conversi 2002). The principal components are calculated on an autocovariance matrix (based on the constructed matrix), instead of being calculated, as for a common PCA, on the variance matrix derived from several original variables. The steps of this interactive method are summed up in the following diagram (Fig.3.12).
Figure 3.12 - Flow diagram summarizing the steps of prediction of missing values by the EVF method, reproduced from Ibanez and Conversi (2002).

The first step is to determine the number of lags ($p$) of the original time series ($z$) with MD. It is calculated by detection of the number of lags $p$ at which the autocorrelation of the original time series first goes to zero. Values separated by $p$ interval are independent. Then from the constructed matrix of original and lagged series, an autocovariance matrix is calculated. Only pairs of data ($z_t + z_{t+k}$) without MD are taken into account for the first interaction. A PCA is calculated on this matrix by extraction of eigen values and eigen vectors. The principal components retained ($n$ PCs) sum up at least 80% of the total variance. The prediction of MD is then done from the matrix product of the $n$ PCs with the $n$ first eigen vectors. The same process is then repeated, several interactions, each time on the new series with the predicted MD ($\hat{z}_t$),...
until the last two time series with predicted MD differ less than 1/100 of the original time series standard deviation ($\sigma_{t-1,t} < 0.01\sigma_z$).

### 3.6.3 Escoufier method

A stepwise statistical method was applied to synthesize temperature, salinity and Chl $a$ information in all depth layers without missing the main pattern of temporal changes. For each variable, depth temporal profiles, and their combinations, were rated depending on their correlation with the first principal component (1st PC) of the sampled depth profiles (Fig.3.13).

![Figure 3.13 - Correlation matrix between the original matrix with all depth profiles (Y) and x profiles (X).](image)

Correlation was established by calculating the RV-coefficient (Escoufier 1973; Robert and Escoufier 1976) between the 1st PC of the depth-profile combination matrix (X) and the 1st PC of the matrix containing all the depth profiles together (Y):

$$RV(X,Y) = \frac{TR(R_{X,Y} \cdot R_{Y,Y})}{[TR(R_{Y,Y}^2)TR(R_{X,X}^2)]^{1/2}}$$
The RV-coefficient varies between 0 and 1 correlation. It is equal to 1 when both first PCs are proportional (same direction). Interactively, a new depth temporal profile was added to the depth profiles previously ranked (e.g., m-1 +1 depth of the remainder, until m = p, number of total profiles) according to the maximum RV-coefficient obtained between the 1st PC of Y and 1st PC of X. The number of depths retained for analysis was selected by the saturation of the curve representing the cumulated sum of the maximum RV-coefficient at each step. In the case of Point B, the temporal depth-profiles retained were 20 m and 50 m, whereas for stn MC, they were the 10 m and 50 m depth-profiles. In both cases, they represent the surface and deep layers of the water column respectively.

3.6.4 Normalised anomalies

Interannual changes of each studied variable were represented by annual normalised anomalies (deviations from the mean) \( (A_i) \). Annual mean values of each variable were calculated \( (\bar{Y}_i) \), the mean of these annual values was subtracted to them \( (\bar{Y}) \), and the obtained anomalies were normalised by the standard deviation of the annual mean values \( (\sigma(\sum_{i=1}^{n} \bar{Y}_i)) \), to allow intercomparison with other variables.

\[
A_i = \frac{\bar{Y}_i - \bar{Y}}{\sigma(\sum_{i=1}^{n} \bar{Y}_i)}
\]
3.6.5 Cumulative sum (cusum)

To distinguish the main periods in the interannual changes of a variable, the cumulative sum (cusum) of the deviations from the mean (without normalisation) was depicted (Ibanez et al. 1993). Deviations were successively added to the previous ones. Periods were individualised taking into account the turning points of the resulting curve. By this method, the sign and steepness of the slopes reflect the direction and range of deviation of a period from the mean value of a time series. The slope of a given period added to the long term mean value indicates the local mean value for that period.

3.6.6 Moving Average (MA) and Exponentially Weighted Moving Average (EWMA) filtering

To filter a signal, in this case the monthly changes of each variable of the studied time series (x), the moving average (MA) method was used. As its name indicates, this is a method based on calculating the mean value of contiguous data points in a window of p values. Each time, the window moves one data point forward. In this case, the window contained 13 data points (~ a year window) and therefore, the resulting filtered curve missed 6 values at both of its ends ((p-1)/2). Here is its formulation:

$$\text{MA}_t = \frac{1}{p} \sum_{j=-\frac{(p-1)}{2}}^{t+\frac{(p-1)}{2}} x_j$$

The exponential weighted moving average (EWMA) is a variant of the MA method and is usually applied in industrial production for quality control by stepwise forecasting. Observations out of predetermined confidence intervals are considered out of control and they indicate a change in the time series trajectory. This method was used to determine if an observed trend could be considered a regime shift.

The EWMA presents the same stepwise calculation as the moving average, but the computed value is not the middle of the window but its last observation, and the
window increases one observation ahead at a time. In addition, each value in the window is multiplied by a weight which increases exponentially the more the value is close to the last observation:

\[ \hat{\lambda}_t = \lambda x_t + \lambda(1 - \lambda)x_{t-1} + \lambda(1 - \lambda)^2 x_{t-2} + \lambda(1 - \lambda)^3 x_{t-3} + \ldots + \lambda(1 - \lambda)^{t-1} x_0 \]

Out of control limits (confidence intervals) are calculated from a constant, i.e., \( L = 1.96 \) and two parameters, \( \mu \) and \( \sigma \):

\[
\mu_{z_t} = \mu_{x_t} \quad \sigma_{z_t} = \sigma_{x_t} \sqrt{\frac{\lambda}{2 - \lambda}}
\]

Being the confidence intervals:

\[
\mu_{z_t} \pm L \sigma_{z_t} = \mu_{x_t} \pm L \sigma_{x_t} \sqrt{\frac{\lambda}{2 - \lambda}}
\]

The value \( \lambda \) is determined from the interval 0.01-0.1 by simulations. From these simulations, the average run length (ARL) (i.e., number of observations/number of observations out control in the simulation) and the sum of squares of deviations of the original time series from the model (SCE) are calculated. The chosen value \( \lambda \) is the one at the breaking point of the curve relating both measures. The new time series will show a regime shift if it passes from a state of - out of confidence points to a new state of + out of confident points, or vice versa.
Chapter 4. Data validation

The ZooScan copepod datasets were validated by a stepwise protocol. Firstly, sampling biases were considered. They could arise from bad preservation of organisms in formaldehyde or from changes in the sampling collection, or during analysis. Time series of sample treatment (i.e., sample fractionation, number of objects in the scanning tray, number of net tows for Point B) were depicted to check for possible methodological changes in the studied period. Secondly, copepod abundance estimated by supervised-learning was compared to copepod abundance in the samples (‘true abundance’). Thirdly, contamination by other categories of each size-class in the copepod spectra was depicted, and size-spectra shapes were compared between the automatic and true copepod spectra. Finally, the sensitivity of the size-spectrum diversity index to contamination was tested.

4.1 Quality control of sampling methodology

Because copepod size distribution was the main issue of this thesis, the effect of formalin fixation on shrinking copepod bodies was taken into account. Fixation can cause shrinking, swelling or even complete degradation of certain bodies. Nevertheless, the rate of modification as well as its clear effects on body structure is still controversial (Quinones et al. 2003). Copepods are much less affected than gelatinous zooplankton (Omori 1978). In a study of copepod size distribution using an Optical Plankton Counter (OPC), Wieland et al. (1997) compared measurements after catch with replicates after 3 months of fixation and did not find significant changes. Shrinkage due to formaldehyde starts 10-15 minutes after fixation and the most pronounced change in biovolume occurs within the first day. The process slows down 3 to 7 days later. Thus, it is recommended that volume determination takes place not earlier than 3 days after preservation (Ahlstrom and Thrailkill 1962). Stability is reached between a month and 1
or 2 years after preservation (Harris et al. 2000). All the samples analysed in this thesis were scanned after several years of conservation. Consequently, the shrinking effect was already stabilised. In addition, to my knowledge, no major changes in the fixation protocol occurred in the course of any of the time series analyzed. To be sure that there was no shrinkage of copepods in the samples, the size of 4,869 individuals of *Centropages typicus* was measured from samples belonging to the years 1979, 1985, 1995-1997 and 2003 from Point B. There was no evidence for a decreasing trend in body size with time (data not shown).

While scanning was standardised, not all samples were processed by the same person. The time series at Point B was processed by four different operators. I scanned samples from 1984 to 1995, whereas 3 other operators scanned periods from 1974-1983, 1996-2000 and 2001-2003 respectively. I processed also samples from 10 years of the MC time series, except the 1997-2001 period, which was processed by another operator. Although a protocol was set up, sampling processing varied depending on the operator. For instance, for the period 2001-2003 of Point B and the period 1997-2001 of the MC time series, d1-d2 splitting was not carried out correctly. For those periods, both d1 and d2 represented the whole size distribution of copepods in the samples. Splitting (i.e., subsampling rate) of the d1-fraction in both cases was much higher than for the rest of both time series, while the number of objects in the scanning tray was similar (see figures in Appendix III). Less effort in separation of d1 and d2 caused more splitting of the d1 fraction and therefore a possible underestimate of the rare large copepod contribution to the size spectra. However, a lower concentration of large copepods was not recorded in those periods (see chapters 4 and 5), suggesting that there was no sampling bias, or that natural changes overcame the possible bias.
In the case of Point B, each sample was an amalgam of all the net tows performed during a week. Over the 30-year time series, the weekly frequency of net tows was not constant (Fig.4.1), especially in the 1970s, when fewer tows were performed per week. The number of tows contained in a sample play a role in smoothing short term (i.e., diel) variability by averaging the community structure of all the single samples (e.g., replicates) representing a week. However, very intense peaks or large troughs were not observed during those first years of the time series, in which the tows per week were less frequent. In addition, the appearance of *Calanus helgolandicus*, which is a rare species at Point B, was independent from the weekly tow number according to a test by general linear model (glm).

![Figure 4.1 - Number of tows performed to constitute each sample of Point B time series.](image)

In this work, possible sources of methodological biases, described above, were taken into account, when analyzing temporal changes, to avoid misinterpretation of results.

### 4.2 Copepod abundance estimates

To confirm the accuracy of copepod automatic recognition, in the case of the MC time series, ZooScan counts were compared with independent microscope counts performed many years before (i.e., from the same sample but not the same subsample;
189 pairs of data). In the case of Point B, due to a lack of microscopic counts, samples from five years (1979, 1985, 1996, 1997, 2003) were semi-automatically recognised, and a comparison was made between automatic and true copepod abundance in the scans of those samples (60 pairs of data).

For the MC time series, ZooScan estimates of copepod abundance agreed with traditional microscopic counts on different subsamples of the same dates (Fig.4.2). Therefore, interannual changes in the copepod abundance at stn MC can be followed with the ZooScan methodology. Data dispersion was slightly high because the pairs of counts did not correspond to the same subsamples.

![Figure 4.2 - Linear relationship by logarithmical scale between copepod abundance estimated with ZooScan and by microscopy for the whole stn MC time series. The 1:1 relationship is depicted for reference (dashed line).](image)

For Point B datasets, the close fit between automatic estimates and true copepod abundance in the scanning tray for five non-continuous years (Fig.4.3), suggests that the
98% recall value estimated with the test set can be extended to the whole time series. Copepod abundance was slightly overestimated by the ZooScan methodology (most data above the 1:1 fit) because contamination by other groups (on average, 17% of objects recognised as copepods were not copepods) overcame the abundance underestimation by misrecognition of true copepods (1-r = 2% of copepods were not recognised as copepods).

![Diagram showing linear relationship between copepod abundance estimated by automatic recognition and true abundance.](image)

**Figure 4.3** - Linear relationship at logarithmical scale between the copepod abundance estimated by automatic recognition and the true abundance in 5-year scans of the Point B time series. The 1:1 relationship is depicted for reference (dashed line).

Despite contamination, the above results demonstrate that copepod abundance can be monitored by ZooScan automatic recognition.
4.3 Contamination effect on the copepod size-spectrum shape

Although the ZooScan automatic estimates fitted well the true copepod abundance in the samples, there was a slight overestimation due to contamination by other misrecognized categories. In this section, tests to see if contamination could bias the copepod size spectra are outlined. Analyses were carried out on the 5-year semi-automatic recognition datasets of Point B time series.

Contamination consisted mainly of detritus, cladocerans, copepod pieces and copepod aggregates (Fig. 4.4). Although contamination was very variable among samples, it constituted a very low proportion of the total copepod spectrum. High copepod recognition and a low proportion of contamination in the spectra resulted in a close match of the annual average spectrum of true copepods in the samples (Real Cop.), the spectrum of the true copepods composing the automatic-recognition spectrum (T+ Cop.) (i.e., automatic-recognition spectrum after taking out contaminant objects) and the annual average spectrum issued from automatic-recognition (Autorec. Cop.) (Fig. 4.5).
Figure 4.4 - Annual average normalised-biovolume size spectra (NB-S spectra). True copepods in the size spectrum (T+ copepods) are in blue; other colours correspond to different categories contaminating the copepod category (F+, contamination).
To test if the observed contamination varied seasonally or between years, a Friedman test was run on recall (% of copepods well recognised) and 1-precision (% of contamination) recognition metrics. The test was run twice; once on samples previously clustered by seasons, and then on samples clustered by years. The Friedman test is a non-parametric statistical test similar to a two way analysis of variance (ANOVA) but
grouping raw data in ranks. The test performed on the 4 seasons determined independence from seasonality for both, recall ($p = 0.8012$) and 1-precision ($p=0.3916$).

The same test performed on by-year clusters produced p-values of 0.015 for the recall, and 0.0513 for the 1-precision. Depending on the confidence interval (5% or 1%) annual values were significantly different or not. These differences could be partly due to: a different operator treating the samples or changes in the zooplankton community structure. Nevertheless, ranges were small, $\sim 0.91-0.99$ for the recall and $\sim 0.1-0.2$ for the 1-precision value, and no interannual trend was observed for any of the 2 metrics between the five discontinuous years.
4.4 Size-spectrum diversity sensitivity to contamination

The close relationship between true:automatic copepod NB-S spectra was reflected in their size-spectrum diversity index (Fig.4.6). The size-spectrum diversity index calculated on the automatic-recognition spectra was not significantly different from the one calculated on the true copepods, as reflected by the bootstrap test. The goodness of fit ($r^2 = 0.8$) assures that temporal trends observed in this index are highly related to the size-spectrum diversity index calculated on the true-copepod spectra.

![Bootstrap Slope (1000 trials):0.902 / $r^2 = 0.80$
Slope 5% C.I: [0.84 1.01]

Figure 4.6 – Size spectrum diversity calculated on the NB-S spectra of true copepods (x-axis) versus automatic copepods (y-axis).

From the results presented in this chapter it is concluded that copepod automatic counts from ZooScan images are a good proxy to study temporal changes in copepod abundance and size distribution.
Chapter 5. MC time series

5.1 Introduction

Previous studies on plankton variability at stn MC have already shown considerable temporal evolution and given some insight to the possible mechanisms taking place at this coastal station. Small-cell species have been reported to increase their presence and to dominate phytoplankton assemblages from 1995 (Ribera d'Alcalà et al. 2004). Furthermore, in a study based on winter phytoplankton assemblages, small phytoflagellate abundance was reported to increase and the abundance of large diatoms to decreased after the 1980s (Zingone et al. 2009). In the case of copepods, long-term changes in their species assemblages have not been so marked (Mazzocchi and Ribera d'Alcalà 1995; Ribera d'Alcalà et al. 2004). They seem to cope well with environmental changes reported in this location (Mazzocchi et al. 2010). Although total zooplankton biomass was higher in the first part of the time series than in the second part, and some signs of changes, such as the replacement of some rare copepod species, have been described, it has been difficult to detect a common pattern of variation in the copepod community (Mazzocchi and Ribera d'Alcalà 1995; Ribera d'Alcalà et al. 2004).

In this chapter, the copepod size distribution was used as a synthetic index to try to detect changes in the copepod community that would indicate a response to the reported changes, between the first and second period of study, in the phytoplankton community. Local environmental conditions were also analysed to attempt link the changes to possible environmental forcing. In addition, the available microscopic taxonomic counts allowed the relationships between copepod size distribution and community composition to be established. Small copepods were compared to copepodite concentrations and large copepods to the presence of typical offshore
species, which often present large body sizes. Finally, a comparison was made between the size-spectrum diversity and species diversity of copepods.

5.2 Results

5.2.1 Environmental variability

Temperature at stn MC, for the studied period, generally ranged from 13-14 °C (winter minima to 25-26 °C, summer maxima 20-22 °C at 50 m depth, Fig.5.1 A, B). From 1999 to 2003, most of the annual mean temperatures were warmer than the long-term average (Fig.5.1C).

The classical seasonal pattern of temperate zones was recorded (Fig.5.1 D, E). Thermocline formation started in April-May, and the water column remained stratified until November. As indicated by the 19 °C isoline at 10 m depth, it is evident that in the second part of the time series the onset of stratification generally started a month earlier than in the 1980s.
Figure 5.1 - Water temperature at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 10 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability at 10 m depth; E) same as in D for values at 50 m depth.
The amplitude of ranges of salinity was wider than that of temperature. Minimal annual records ranged between 37.35 and 37.9, and maximal annual records were in the 37.9-38.2 range (Fig. 5.2 A, B). Annual mean values were above the long-term average during the 1987-1990 and 2000-2003 periods (Fig. 5.2C).

A clear seasonal pattern was depicted, with lowest annual values usually recorded between April and June. Interannual changes of salinity occurred due to concomitant changes in the four seasons (Fig. 5.2 D, E).
Figure 5.2 - Salinity at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 10 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability at 10 m depth; E) same as in D for values at 50 m depth.
Chapter 5: MC time series

Water-column stability was calculated by computing the density difference between 50 and 10 m depths (Lacroix and Nival 1998). Water density was calculated from salinity, temperature and sampling depth (Millero et al. 1980; Fofonoff and Millard Jr. 1983). Stratification onset (i.e., water-column stability increase) occurred one month earlier in the second part of the time series (Fig.5.3), and stability was higher during those summers than during the summers of the 1980s.

![Figure 5.3 - Seasonality of the water column stability, indicated by the difference between water density at 10 m and 50 m depth.](image)

5.2.2 Phytoplankton variability

Chlorophyll \(a\) (chl \(a\)) concentration varied from 0.5-1 mg m\(^{-3}\) minimal records to very variable annual maximal values in the 0.5-4 mg m\(^{-3}\) range (0.5-2 mg m\(^{-3}\) at 50 m depth) (Fig.5.4 A, B). Annual amplitude was higher in the 1980s than in the second period of the time series. From 1996 to 2003, annual mean chl \(a\) concentration was below the long-term average (Fig.5.4C). The highest annual mean values were recorded at the beginning of the time series, and the lowest in 2001-2002.
Figure 5.4 - Chl $a$ concentration at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 10 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability of log (mg m$^{-3}$) at 10 m depth; E) same as in D for values at 50 m depth.
A main spring peak and a secondary autumn peak were depicted for most of the years of the studied period (Fig.5.4 D, E). Nevertheless, at stn MC, chl $\alpha$ seasonal patterns showed notable interannual variability. In the first part of the time series, several peaks were observed between March and October, whereas in the second period only the autumn and/or the spring peaks occurred.

Four major groups of phytoplankton have been considered in this study, i.e. diatoms, dinoflagellates, coccolithophores and small phytoplagellates. Small phytoflagellates represented on average 50% of the total phytoplankton abundance, followed by diatoms (40%), coccolithophores (6%) and dinoflagellates (3%). Diatom and small phytoflagellate abundance ratios were highly anticorrelated (720 pairs of data; non-parametric Spearman correlation coefficient $\rho = -0.89$; p-value <0.00001).

The autumn abundance of coccolithophores increased from 1997 (Fig.5.5A). In the second part of the time series, dinoflagellate (Fig.5.5B), small phytoflagellate (Fig.5.5C) and diatom (Fig.5.5D) abundances started to increase in the water column around March instead of April. The dinoflagellate annual peak, around June, was lower in the second part of the time series. The period of high concentrations of diatoms and small phytoflagellates lasted longer in the second part of the time series (i.e., until September-October) than in the 1980s (i.e., until July-August). In the second part of the time series, small phytoflagellates tended to dominate more often in phytoplankton assemblages, replacing diatoms in those cases (data not shown).
Figure 5.5 – Seasonal and interannual variability in the concentrations (log(cells m$^{-3}$ +1)) of (A) coccolithophores, (B) dinoflagellates, (C) small phytoflagellates and (D) diatoms.
Chapter 5: MC time series

The mean cell size of phytoplankton varied between the 1980s and the second part of the time series, when all groups but coccolithophores presented an increased proportion of small-cell species. This fact together with changes in the dominance of the four groups led to a change in cell-size (Fig.5.6). While in the first period of the time series only 20% of the samples presented a mean phytoplankton ESD < 5 μm (black line), in the second part, ~70% of the samples had mean cell-sizes below that size threshold.

![Figure 5.6 - Cumulative sum of the sample percentage presenting a certain phytoplankton mean cell size (μm ESD), for three periods (~5 years each) of the MC time series.](image)

Phytoplankton biovolume was computed from abundance and size. Diatoms contributed most to the average total phytoplankton biovolume with a mean interannual value of 64%. They were followed by dinoflagellates (18%), small phytoflagellates (6%) and coccolithophores (6%). Total biovolume did not present any trend, yet the contribution of each phytoplankton group to total biovolume varied during the studied period. The most notable interannual changes of the annual mean contribution of each group to total phytoplankton biovolume were an increase in the small phytoflagellate group and the concomitant decrease in the contribution of dinoflagellate in the second part of the time series (Fig.5.7).
Figure 5.7 - Standardised deviation from the mean contribution of each group to the total phytoplankton biovolume at stn MC.

5.2.3 Zooplankton general patterns

The PCA (see section 2.6.4 for explanation on the method) performed on the annual mean abundances of the 13 major zooplankton groups, sorted under the microscope, at stn MC (i.e., copepods, chaetognaths, jellyfish, siphonophores, doliolids, salps, appendicularians, the cladocerans *Penilia avirostris*, *Evadne* spp. and *Podon* spp., decapod larvae, ostracods and echinoderm larvae) revealed similarities in the interannual changes of some of them. The 1st PC accounted for 36% of the total common variability compared to 21% for the 2nd PC. Although, both PCs together represent only half of the total variability, the contribution of the zooplankton groups to the construction of these two new axes revealed some relevant patterns (Fig.5.8).
Figure 5.8 - Saturation space of the 1st and 2nd PCs and the position of the several zooplankton groups in this space.

All zooplankton groups placed in the first quadrant of the saturation space of these two PCs (i.e., chaetognaths, appendicularians, doliolids, salps and cladocerans Penilia avirostris and Evadne spp.) presented their maximal annual abundances in the second half of the year, between July and November (Fig.5.9 A-F). All these groups, except the carnivorous chaetognaths, are very efficient filter feeders. Chaetognath abundance increased, and appendicularia, salps and doliolids tended to increase their presence in the water column in the second period of the time series, whereas cladocerans seemed to be mainly controlled by physiological constraints, reflected by ~2-year cyclical outbursts.
Figure 5.9 - Monthly time series of the 13 zooplankton groups sorted under the microscope. The order of the groups follows their position in the saturation space of the 1st PC and 2nd PC obtained from the PCA performed on their average annual abundances.
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In the second quadrant of the space defined by the two PCs, *Podon* spp., echinoderm larvae and ostracoda were grouped, all presenting their annual peaks in the first part of the year, between winter and early summer, and with lower abundance records in the second part of the time series (Fig.5.9 G-I), in contrast to the previous long-term pattern (Fig.5.9 A-D). Abundance of the cladoceran *Podon* spp. was correlated to dinoflagellate abundance (Bravais-Pearson correlation, $r = 0.56$; $p<0.0001$). Copepods were mostly positively related to the 2nd PC.

The 1st PC reflected higher abundances in the first period of the time series than later (Fig.5.10A). The 2nd PC showed a similar pattern, although less marked, and it also reflected the increase of copepod abundance after 2002 (Fig.5.10B, Fig.5.9K).
5.2.4 Copepod abundance and size distribution

Total copepod abundance (adults and copepodites), inferred using the ZooScan, varied from minimal annual concentrations of 100-500 individuals m$^{-3}$ to maximal values of 2000-5000 individuals m$^{-3}$ (Fig.5.11A). Years from 1997 to 2001 were characterised by annual mean abundances below the long-term average (Fig.5.11B).
Maximal annual abundance was generally between April and October, while minimal abundances were recorded between December and February (Fig.5.11C). In 2003, the autumn copepod community was more abundant than the seasonal average, following a high peak in August. The following years, three high peaks were recorded in spring, summer and autumn.

Figure 5.11 - Copepod abundance at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability of log (abundance+1).
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Minimal and maximal annual values of copepod size-spectrum diversity were below the long-term average at the beginning of the time series (Fig. 5.12A). The annual mean size diversity was below the long-term average during the first period, whereas from 1996 to 2001 the annual mean was constantly above the average, and from 2002 it slightly decreased (Fig. 5.12B). Rather similar patterns were found in mean copepod body size and spectrum slope indexes (figures in Appendix IV).

Lowest annual size diversity was usually recorded in summer (Fig. 5.12C). In the 1980s a single annual peak was recorded in spring, in 1990 and the mid-1990s size diversity was also high in autumn-winter.
Figure 5.12 - Copepod size-spectrum diversity at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability.
To classify the size spectra by their shape, a cluster analysis was performed on the Kolmogorov distances of the size classes of each spectrum. The resulting dendogram (Fig.5.13) was cut at a distance of 40 to obtain five groups of spectra. The groups differed mainly in the position and width of the spectra mode, and in the presence of large copepods (Fig.5.14). Spectra belonging to group 1 were the steepest, with the narrowest mode and lacked copepods representing the large size classes. Spectra of group 5 were the flattest, with the widest mode and highest presence of large copepods.

Figure 5.13 - Dendrogram obtained from the hierarchical cluster analysis performed on the Kolmogorov distances of the cumulative sum of the MC NB-S spectra size classes. Hierarchical (cut-off) level at 40 highlighted 5 groups.
In the first part of the time series, only 7% of the spectra belonged to group 4 and none of the spectra was classified as part of group 5 (Fig.5.15). In the 1990s, 39% of the spectra belonged to group 3, and 25% to group 4. In group 5, ten out of the eleven spectra occurred in the 1997-2000 period. Finally, from 2002 to 2005, 50% of the spectra belonged to groups 3 and 4. Seasonality was not very marked. Yet, summer was usually the season presenting the steepest annual spectra.
Figure 5.15 - Seasonality and interannual variability of the MC spectra shape. Colour codes are the same as in Fig. 4.13; Group 1 gathers the steepest spectra and group 5 the flattest.

From the cluster analysis, it can be observed that the small size fraction of the spectra decreased throughout the years, while the large size fraction seemed to increase. To have a better insight of these changes, the abundance of the first two size classes (small) and the last six classes (large) of the spectra were explored separately.

The size fraction containing copepods smaller than 0.04 mm$^3$ ($\sim < 700 \mu$m length) corresponded on average to 50% of the whole copepod abundance. The amplitude of the signal was high, with the lowest annual values ranging from 50 to 300 individuals m$^{-3}$, and peaks between 500 and 3500 ind. m$^{-3}$ (Fig.5.16A). Annual mean values were below the long-term average from 1996 to 2001 (Fig.5.16B). Indeed, the average annual amplitude (i.e., the average difference between annual minimum and maximum values) of the ratio between small copepod abundance and total copepod abundance in the samples presented a shift during the interruption of the time series. It was 35-73% for the first years of the time series, to then decrease to 25-60% in the second period, from 1996 to 2005.
Seasonality of small copepods was not very marked; punctual peaks occurred between early spring and autumn, and the lowest records occurred in winter (Fig. 5.16C).

Figure 5.16 - Abundance of copepods smaller than 0.04 mm\(^3\) at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability of log (abundance+1).
The large size fraction of the spectra (> 0.32 mm$^3$ ~ 1.5 μm length) accounted on average only for 2% of the whole copepod abundance. Large copepod annual abundance ranged from a few individuals to 50-100 individuals m$^{-3}$ (Fig. 5.17A). Annual mean values were below the long-term average from 1986 to 1990, and generally above the average from 1996 to the end of the time series (Fig. 5.17B). In agreement to this, the average annual amplitude of the ratio between large copepod and total copepod abundances increased from 0.05-0.38% for the first years of the time series to 2-5% in the second part of the time series.

During the first period, the abundance of large copepods peaked in spring (Fig. 5.17C). In 1990 and after the interruption, they were generally most abundant in autumn. From 2002, the early spring peak disappeared.
Figure 5.17 - Abundance of copepods larger than 0.32 mm\(^3\) at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability of log (abundance+1).

5.2.5 Copepod size distribution and copepod community composition

Copepodites belonging to 35 copepod taxonomic groups were sorted under the microscope. Five copepod groups contributed to 92% of the whole copepodite abundance. *Clausocalanus* spp. and *Paracalanus* spp. copepodites constituted a single group and, on average, they accounted for 48.6% of the total copepodite abundance.
Acartia clausi copepodites accounted for 13.6%, Centropages typicus for 11.7%, Temora stylifera for 9.6% and Oithona spp. accounted for 8.6% of the total copepodite abundance.

Small copepod abundance (abundance of copepods smaller than 0.04 mm³) reflected well changes in total copepodite abundance (Fig. 5.18). Both abundances (single dates; previously log transformed) were highly linearly correlated (185 pairs of data; Bravais-Pearson correlation, $r = 0.75$; $p<0.0001$).

Figure 5.18 - Correlation between small copepod abundance and copepodite abundance at stn MC (185 pairs of data; Bravais-Pearson correlation $r = 0.75$; p-value <0.00001). The dashed line corresponds to the 1:1 relationship to act as a reference.

Copepodite abundance considerably decreased from 1995 to 2003. Depending on the interannual period, spring, summer and/or autumn peaks were recorded. Winter was the season with less copepodites throughout the time series (Fig. 5.19).
Figure 5.19 - Copepodite abundance at stn MC obtained by sorting under the microscope. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) seasonal and interannual variability of abundance.

At genera or species level, groups showed diverse patterns. While *Temora stylifera* did not present any clear interannual pattern, *Centropages typicus* did present higher copepodite abundance in the first part of the time series than afterwards, as well as *Acartia clausi* that presented peaks that lasted longer in the 1980s (Fig.5.20). Both, *Centropages typicus* and *Acartia clausi* present similar seasonal patterns, with their peaks in spring-early summer. The group of copepodites belonging to *Clausocalanus* spp. and *Paracalanus* spp. and to *Oithona* spp. presented lowest concentrations in the 1995-1999 period. The highest concentrations of *Oithona* spp. occurred in the last part of the time series.
Chapter 5: MC time series

Figure 5.20 - Copepodite abundance of the top five taxonomic groups contributing most to total copepodite abundance at stn MC. Left panels depict boxplots of their seasonal cycles (red lines indicate the median of each month's distribution, whiskers are 1.5 time the interquartile range, and outliers are indicated by the red crosses), while right panels correspond to their long term changes (red lines correspond to the mean values of each five-year periods).
Offshore copepods (see section 3.4.3 for list of species) were correlated to the large copepod fraction (copepods larger than 0.32 mm$^3$) of the size spectra (single dates; both previously log transformed, 185 pairs of data; Bravais-Pearson correlation after correction for autocorrelation, $r = 0.46; p<0.0001$) (Fig.5.21).

Figure 5.21 - Correlation between large copepod abundance and offshore copepod abundance at stn MC (185 pairs of data; Bravais-Pearson correlation $r = 0.46; p<0.00001$).

Offshore copepods occurred in low numbers with concentrations usually oscillating between 1 and 20 ind. m$^{-3}$ per month. From 1997 to 2000, the annual mean abundance was above the long-term average (Fig.5.22). In the first part of the time series a single annual peak occurred in spring, whereas after the major interruption other peaks were recorded between August and February.
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Figure 5.22 - Offshore copepod abundance (microscope counts) at stn MC. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) seasonal and interannual variability of log(abundance+1).

The Shannon Index computed on the adult abundance of 45 copepod groups (species and genera) was compared to size diversity. Both indexes were normalised by the maximum possible value of each series, log(S), where S is the number of species and number of size classes, 45 and 11 respectively (Pielou 1975). Species diversity was significantly correlated with size diversity (185 pairs of data; Bravais-Pearson correlation accounting for the reduction of degrees of freedom due to autocorrelation, \( r = 0.56; \) p-value<0.00001) (Fig.5.23).
Species diversity varied from 1 to 4 throughout the time series (Fig. 5.24). Annual mean values were mainly above the long-term average from 1996 to 2002. The season that presented the lowest species diversity was summer, and highest annual values occurred usually in winter.
Figure 5.24 - Shannon Index computed on 35 copepod taxonomic groups from stn MC sorted under the microscope. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) seasonal and interannual variability.

5.2.6 Phytoplankton and copepod size distribution

Chl $a$ annual mean concentration and annual mean copepod size-spectrum diversity were highly anticorrelated (16 pairs of data; Bravais-Pearson after correction for autocorrelation, $r = -0.69$, p-value < 0.05). At the seasonal level (i.e., three-month mean value, winter starting from December), significant anticorrelation was only found in spring (16 pairs of data; $r = -0.76$, p-value < 0.05) and autumn (16 pairs of data; $r = -0.6$, p-value < 0.05). Copepod size diversity was weakly but significantly correlated to the small phytoflagellate abundance ratio measured one month earlier (185 pairs of data; Bravais-Pearson after correction for autocorrelation, $r = 0.24$, p-value < 0.01). The same correlation was found between phytoplankton mean-cell size and copepodite
concentration a month later (185 pairs of data; Bravais-Pearson after correction for autocorrelation, $r = 0.28$, p-value = 0.0001) (Fig. 5.25).

![Phytoplankton Mean Cell Size vs Copepodite Abundance](image)

**Figure 5.25** - Correlation between phytoplankton mean cell size (μm ESD) and copepodite abundance a month later at stn MC (both measure log transformed) (185 pairs of data; Spearman rank $\rho = 0.28$; p-value = 0.0001).
5.3 Discussion

5.3.1 Phytoplankton changes related to earlier and enhanced stratification

Diatom, small phytoflagellate and dinoflagellate phenological changes tightly reflected the observed changes in the water-column stability, which were mainly driven by increasing temperatures. It seems that in response to an earlier onset of stratification and to stronger summer stability in the second period of the time series, the concentration of the most abundant phytoplankton groups (e.g., diatoms and phytoflagellates < 10 \( \mu \)m) in the water column occurred earlier in the year, and that high concentrations lasted longer. In other words, the winter season, characterised by a mixed water-column and low phytoplankton concentrations, was shorter in the second part of the time series. This change was accompanied by a notable decrease of chl \( \alpha \) concentration that was likely due to the more intense occurrence of small flagellates and small diatoms (Ribera d'Alcalà et al. 2004). These results at stn MC are in accordance with the general observations and predictions for marine primary production due to global warming (IPCC 2007).

The annual primary production in the global ocean decreased by 6.3% when comparing ocean-colour derived values of the CZCS (1979-1986) period to the SeaWiFS (1997-2002) period; this decrease was accompanied by a 0.2 °C thermal increase (Gregg et al. 2003). Increasing temperature enhances stratification in temperate areas, and thus causes nutrient depletion by reducing nutrient input from deeper waters (Kamykowski and Zentara 1986; Sarmiento et al. 1998). Also the comparison of ocean-colour derived values of the CZCS (1979-1986) period to the SeaWiFS (1997-2002) period in the Mediterranean basin resulted in lower chl \( \alpha \) in the second period, although this decrease was not quantified (Barale et al. 2008). At stn MC, nutrients are seldom depleted. Although a clear decreasing trend of nutrient concentration was not observed
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for the period 1984-2000 (Ribera d'Alcalà et al. 2004), nitrates presented low values more often, and phosphates presented a clear decrease. Usually, nitrogen is considered to characterise the nutritional status of marine systems, neglecting phosphorus. Yet, in some parts of the Mediterranean Sea the nitrate:phosphate ratio is below Redfield (Krom et al. 1991). Moreover, a study on summer production, conducted at the entrance of Villefranche Bay, indicated that bacteria and phytoplankton growth were limited by phosphates rather than by nitrates during the stratification period (Thingstad et al. 1998). The authors stressed that the results were not related to fresh water input.

Coinciding with stratification enhancement, in the second part of the time series small phytoflagellates increased their numbers and relative biovolume in the water column, outnumbering diatoms more often than in the first period. The increase of small phytoflagellate abundance was probably favoured by a decrease of trophism related to stronger stratification. The group of small phytoflagellates at stn MC includes mainly autotrophic but also heterotrophic cells, although the two categories are not separately quantified. The heterotrophic flagellates are the main grazers of low productive ecosystems, where prokaryotes and picoplankton dominate primary producers (Calbet 2008 and references therein). Dinoflagellate abundance and biovolume decreased in the second period. Heterotrophic dinoflagellates are typical of coastal areas and other productive systems; their high biomass during blooms of large diatom chains suggests a role as main grazers of diatoms (Sherr and Sherr 2007). At stn MC, the shift in predominance of large diatoms vs small diatoms, together with the increased concentration of small phytoflagellates was reflected in the higher frequency of samples with mean cell-size < 5 μm ESD during the second part of the time series with respect to the 1980s.
The changes reported above match predictions on the effect of stratification enhancement on phytoplankton assemblages. Further stratification due to global warming would affect pelagic food webs, by favouring the microbial loop based on nitrogen regeneration over the classical food web based on diatoms (Karl et al. 2001). In a recent model, Bopp et al. (2005) predicted that stratification enhancement in the surface layers of temperate oceans would cause the decrease of diatom relative abundance, and would favour small phytoplankton, due to the lower half-saturation rates and sinking speeds of the latter. It seems that similar changes might have occurred at stn MC during the early 1990s, with small cells dominating the phytoplankton communities, likely as a response to climate forcing.

5.3.2 Copepod changes related to phytoplankton changes

Previous studies that focused on copepod species revealed strong seasonal patterns but not major interannual changes at stn MC (Mazzocchi and Ribera d'Alcalà 1995; Ribera d'Alcalà et al. 2004; Mazzocchi et al. 2010). However, in the present study, differences in the interannual variability of total copepod abundance and size distribution were detected, which seemed to be related to the phytoplankton changes.

Total copepod abundance presented lower annual peaks between 1997 and 2001 at the same time as a decrease in chl a at stn MC. Copepod size-spectrum diversity showed an increasing trend that was opposite to the decreasing trend of chl a concentration. Annual mean values of chl a and copepod size-spectrum diversity were highly anticorrelated. In addition, copepod size-spectrum diversity was correlated with small phytoflagellate relative abundance one month earlier. These results seem to point to a negative effect of the phytoplankton-assemblage changes on the copepod community. Phytoplankton were more abundant, but composed of smaller cells in the second period of the time series. Small phytoflagellates alternate with diatoms as the
dominant group of phytoplankton assemblages at stn MC (Ribera d'Alcalà et al. 2004). Both abundances were highly anticorrelated, and in the second part of the time series small phytoflagellates tended to dominate over diatoms. This could have represented a detrimental change to grazer copepods in terms of the quantity and quality of potential food availability.

The structure of phytoplankton assemblages plays a key role in copepod food limitation (Dam and Peterson 1991), and changes in potential-prey composition may significantly affect copepod growth and fecundity (Hirst and Lampitt 1998 and references therein). Nevertheless, the effect of prey composition on copepod populations is not clear yet due to contradictory results on nutritional value and toxicity, mainly of diatoms and dinoflagellates (e.g., Kleppel 1993; Irigoien et al. 2002; Broglio et al. 2003; Ianora et al. 2003; Jones and Flynn 2005; Paffenhöfer et al. 2005).

Spectra clustering showed that copepod size distribution shifted to spectra with lower contributions of small copepods, a wider mode, and a greater contribution of large copepods in the second period of the time series. The negative anomalies observed in the small copepod abundance, from 1995 to 2003, reflected lower copepodite abundance in that period than in the rest of the time series. It should be noted that copepodite abundance was found to be correlated with phytoplankton mean cell size a month earlier. According to these results, it is hypothesized that copepod reproduction success could have decreased in the 1990s due to detrimental effects of small cells dominating phytoplankton assemblages. It is assumed that copepodites were less abundant due to lower fecundity because fecundity has shown a stronger dependency on nutrient availability than copepodite developmental rates and growth, and because in the case of nauplii growth no nutrient dependency has been found (Kiørboe 1998; Hirst and Bunker 2003). Kiørboe (1998) observed a variability of 116% in situ measurements of
copepod fecundity, 62% in the case of copepodite growth rate and 47% for nauplii, all results reported at 15 °C, and he related this variability to the limitation of food for each stage. An increase in mortality might have played an important role too. Nevertheless, the strong changes found in phytoplankton, and the significant correlations between those changes and copepods, suggest that food is likely to have played a key role in the copepodite reduction reported here.

5.3.3 Proposed scenario of changes at stn MC

The new results on the MC time series presented in this chapter suggest a mechanism that might explain, at least partially, the decrease in copepodite abundance observed at stn MC. Copepod production might have decreased, in the second part of the time series, due to the phytoplankton shift to smaller cell-size species that was induced by earlier and stronger annual stratification. In the second part of the time series, encounter rates between copepods and prey probably increased due to more abundant phytoplankton. Yet, capture efficiency and biomass per cell captured decreased due to the dominance of small cells. This hypothesis can be tested in the future by examining a more extensive dataset of field observations and laboratory experiments acquired at stn MC, such as: (1) the results of grazing experiments recently conducted at stn MC in different seasonal periods with the most abundant calanoid species fed on natural particle assemblages (Mazzocchi et al., unpublished data), and (2) a decadal time series of egg production and viability of the abundant species Centropages typicus (Ianora, unpublished data).

Experimental studies have stated that copepod ingestion rates depend on cell size (Frost 1972; Frost 1977; Paffenhöfer 1984; Paffenhöfer 1988). In a study on variations of in situ ingestion rates and body size of Temora longicornis with respect to seasonal variation of chl a size-fractions, the authors concluded that food-limitation was more
severe following the onset of stratification in the water column, because net phytoplankton abundance was low (Dam and Peterson 1991). Ingestion rates decreased when the >20 µm or >10 µm size fraction of phytoplankton decreased. When the relative abundance of small cells (e.g., small phytoflagellates) is high, copepods tend to increase the time allocated to filter feeding rather than ambush feeding (Jonsson and Tiselius 1990; Kiørboe et al. 1996). This is in accordance with the optimal foraging theory (Lehman 1976) which predicts that predators tend to select prey with the optimum energy gain:energy expenditure. By grazing on the most abundant small cells, copepod capture efficiency would decrease and energy and time spent on filter feeding increase. Under this scenario, copepods might have had less time for mating and less energy for egg production in the 1990s.

Supporting the proposed scenario, it was reported here that while in the first period only ~20% of samples presented <5 µm mean cell size, in the second part of the time series ~70% of samples presented mean cell size below that threshold. 5-10 µm ESD seems to be the sensitivity threshold for cells to be individually perceived by adult calanoid copepods (Price et al. 1983). Below this threshold, particle retention efficiency of copepods decreases (Berggreen et al. 1988). In the western Mediterranean grazing experiments, on in situ phytoplankton assemblages of one-year monthly samples, reported negative selection of five common copepod genera on <5 µm phytoplankton (Broglio et al. 2004). Selectivity was calculated by Chesson’s method which removes the effect of relative abundance on ingestion rates. Thus, negative selection reported by Chesson’s method could also have been due to low relative ingestion rates related to low capture efficiency when the small-size cells were dominating the assemblages. In the same study, for some experiments, cladocerans were found to select this small size fraction of phytoplankton.
Lower trophic conditions resulting from longer and stronger stratification are expected to favour cladocerans, appendicularians and thaliaceans (e.g., doliolids and salps) over copepods as the former taxa are very efficient filter feeders, and also have high individual and population growth rates induced by temperature increases (Gorsky and Fenaux 1998; Richardson 2008). At stn MC, these three groups, except the cladoceran *Podon* spp., did not shown the general pattern of abundance decrease in the 1990s, as reflected by their relationship with the 1st PC of the zooplankton PCA. The decrease of the cladoceran *Podon* spp. after the 1980s seemed to be related to a reduction in dinoflagellate abundance. The two groups presented strong seasonality, with their peaks in spring.

The scenario proposed above is based on a simplistic mechanism issued from the patterns observed in the synthetic index represented by copepod size-spectrum diversity. Nevertheless, the mechanisms and patterns that govern the structure and dynamics of plankton communities are far from being simple, particularly in the coastal ecosystems that are affected by high variability of both natural and anthropogenic forcing. Various biological interactions and physical factors affect individuals and communities at different time scales. For instance, despite a total copepodite abundance decrease, at species level this was not observed in all of them. Although the spring-summer copepods *Centropages typicus* and *Acartia clausii* had less juveniles in the second part of the time series, *Centropages typicus* presented a much clearer pattern of reduction. The autumn copepod *Temora stylifera* did not show any trend, but it had low abundances in 2001-2002, coinciding with the lowest concentrations of chl *a*. In that period, also *Centropages typicus* and *Acartia clausii* showed their lowest copepodite abundances, but not *Clausocalanus* spp./*Paracalanus* spp. and *Oithona* spp. These two groups showed similar patterns, with 1995-2000 being the period of lowest abundances.
Sommer (1996), in his review on plankton ecology, suggests that the debate about bottom-up control versus top-down control to explain plankton changes is just a product of the scale in which those changes are considered. At a large-scale, like this study (i.e., study of broad groups), bottom-up control may be the main mechanism shaping populations. Yet, regarding single populations, top-down control can be the main forcing, as shown by an Individual Based Model applied to *Temora stylifera* at stn MC (Mazzocchi et al. 2006).

Finally, the reported increase of large copepod abundance after the 1980s pointed to an increasing presence of typical offshore species in the bay after the 1980s. In the first part of the time series, they had a single peak in spring and after they also presented sporadic peaks in autumn-winter. Their arrival in the different seasons might be related to specific behavioural features (i.e., vertical migration), related to a certain moment of their biological cycle, in such a way to provide them with trophic advantages. This hypothesis is supported by the fact that this group is mainly represented by juveniles at stn MC (Mazzocchi et al. 2010). Nevertheless, their increasing presence in winter might be due to more regular coupling between open Tyrrhenian Sea and the Gulf of Naples during that season (Pierini and Simioli 1998). Thus the increasing presence of offshore species at stn MC might be pointing to hydrological changes. Advection, vertical migration and possible swarming are sources of patchiness (Mackas and Boyd 1979; Mackas et al. 1985) that can play a key role in the observed changes at a fixed sampling station. Studies of the on-offshore coupling between water masses in the Gulf of Naples need to be conducted to improve understanding of the occurrence of offshore species in these coastal waters.
The scenario here proposed points to a direct link, by means of feeding constraints, between copepodite abundance and phytoplankton cell size. These biological changes might have occurred due to climate forcing on stratification dynamics. In the 1990s, stratification started earlier and was stronger mostly due to increasing warming of surface waters. On the other hand, at the other end of the copepod size spectra (i.e., large copepods) indicated an increasing presence of offshore species at stn MC. This could be pointing to a stronger coupling between offshore and coastal systems in the second part of the time series.
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6.1 Introduction

A recent study on the abundance of some copepod, jellyfish and siphonophore target species at Point B has reported important changes in the planktonic community during the period from 1967 to 1993 (Molinero et al. 2005a). The authors found a link between the observed changes and local environmental conditions, and between those local changes and the North Atlantic Oscillation (NAO). In a following study, Molinero et al. (2008b) included chaetognath abundance in their analyses and formulated an explanation for the observed changes as well as a scenario for the following decade. They pointed to a regime shift in 1987 to a more regenerated dominated system in which, due to temperature increase, jellyfish would outcompete chaetognaths and would reduce copepod populations in the 1990s. In their study, top-down control by jellyfish was pointed as the main forcing for the copepod community, whereas the detrimental effect of stronger thermal stratification and thus oligotrophy from the late 1980s was not much taken into account.

In the present thesis, the analyses of Point B ZooScan datasets from 1974 to 2003 were mainly conducted to test observations and predictions of earlier studies. Moreover, the new analyses allowed new explanations and predictions to be formulated based on observations on copepod size distribution. Firstly, interannual changes of copepod, chaetognath, decapod, siphonophore and jellyfish total abundances were analysed (1) to check if the reported changes in some target species were representing changes in broad taxa, and (2) to check if the main prediction of jellyfish top-down control of copepods from the early 1990s was maintained throughout the 1990s until the early 2000s. Secondly, the temporal variability of copepod size distribution was analysed to try to elucidate the main copepod community changes in the 30-year study.
and their relationship to environmental changes. To help in the interpretation of results, six-year monthly samples (1979, 1985, 1995-1997, 2003) were semi-automatically recognised to study the abundance of certain copepod species and some efficient filter feeders (see section 2.4.3 for a detailed list of groups). The presence of *Calanus helgolandicus* at Point B was also tracked due to its oceanic character in the Mediterranean Sea (Bonnet et al. 2005).

### 6.2 Results

#### 6.2.1 Environmental variability

Temperature at Point B, in the period from 1974 to 2003, ranged from 13-14 °C winter minimal to 22-24 °C summer maxima (18-20 °C annual maximum in autumn, at 50 m depth) (Fig.6.1 A, B). Annual mean temperature was mostly below the long-term average before 1983 (Fig.6.1C), it was generally above the average from 1983, and constantly above the long-term average from 1995.

Annual minimal temperature, in winter, was mostly below the long-term average before 1988 (Fig.6.1 D, E). From 1988, winters were milder. Annual maximal temperature, in summer, at 20 m depth showed a periodicity of 5-10 years from values above the long-term average to values below the long-term average. As a result, the 1980s showed the highest amplitude of annual temperature of the time series. In addition, summer thermal stratification occurred one month earlier from the mid-1980s as indicated by the 19°C isoline at 20 m depth (Fig.6.1D).

Each year, a typical seasonal cycle for temperate zones was observed (Fig.6.1D). Thermocline formation occurred at the beginning of summer (Fig.6.1D). Water-column mixing was observed at the beginning of autumn, reflected by the water warming at 50 m depth at about September (Fig.6.1E).
Figure 6.1 - Water temperature at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 20 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability at 20 m depth; E) same as in D for values at 50 m depth.
Salinity showed very similar patterns at 20 and 50 m depths (Fig. 6.2 A, B). Generally, annual values ranged from 37.7-37.8 to 38.2-38.4. Before 1980, annual mean salinity was below the long-term average, except for the years 1975-1976 (Fig. 6.2C). From 1980 to 1988 salinity was above the average and values were the highest of the time series. The period from 1989 to 1998 was characterised by values generally below the long-term average salinity. Finally, from 1999 annual mean salinity was again above the long-term average except in 2002. During the whole 1980s, annual maximal salinity was above the long-term average and occurred between October and March (Fig. 6.2D).

At 20 m depth seasonality was quite marked. The annual minimum was generally recorded in spring and the maximum in autumn-winter (Fig. 6.2D).
Figure 6.2 - Salinity at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 20 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability at 20 m depth; E) same as in D for values at 50 m depth.
Water density was calculated from salinity, temperature and sampling-depth (Millero et al., 1980; Fofonoff and Millard Jr., 1983) and thus it presented a combination of the temporal patterns of temperature and salinity (Fig.6.3A). The 30-year mean winter density (February-March mean) and its standard deviation were 28.75 ± 0.2 (kg m⁻³) at 20 m depth, and 28.91 ± 0.16 (kg m⁻³) at 50 m depth. From 1980 to 1988, winter water at 20 m depth was denser than in the rest of the time series (Fig.6.3B).

Figure 6.3 - A) Seasonal and interannual variability of water density at 20 m depth; B) winter (Feb.-March mean) normalised anomalies of density at 20 m (white) and 50 m (black) depths.

Changes in water temperature and salinity are related to local atmospheric changes forcing the water column. Temperature changes at 20 m depth were due to air-water heat exchange. Atmospheric pressure was below the long-term average in the 1970s and above it from 1982 to 1994, while after 1994 it was between the 1970s and 1980s values (Fig.6.4A). Interestingly, winter atmospheric pressure (Jan.-Feb.)
increased in 1989, whereas autumn atmospheric pressure decreased (Fig. 6.4B). Late winter-spring irradiance increased from the early 1990s, and in that decade annual minimal irradiance was recorded in December instead of January-February (Fig. 6.4 C, D). The observed changes of salinity were quite similar to changes in precipitation, which was below the long-term average in the 1980s and in 2001 and 2003 (Fig. 6.4E). In the 1990s, annual mean precipitation increased due to higher autumn precipitation (Fig. 6.4F) related to a decrease of autumn atmospheric pressure (Fig. 6.4B).

Figure 6.4 – Annual normalised anomalies of atmospheric pressure (A), irradiance (C) and precipitation (E); seasonal and interannual variability of atmospheric pressure (B), irradiance (D) and precipitation (F).

Wind is another atmospheric variable forcing the water column. The annual mean Ekman depth showed 4 alternate periods (Fig. 6.5 A, B). The periods from 1974 to 1978 and from 1985 to 1992 presented annual mean Ekman depth usually below the 30-year average. From 1979 to 1984, and from 1993 to 2003, years presented values above the
average or close to the average. Regarding seasonality, wind was weaker in summer and
the strongest records were usually recorded in winter-spring (Fig.6.5C).

Figure 6.5 - Ekman depth at Point B. A) Monthly time series (black line) and an annual
(i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability.

Wind direction was expressed by the wind pattern ($\alpha \sin(\beta)$), in which wind
speed was weighted by its direction (see 2.2.2 section for further explanation). Both
directions followed similar trends (Fig. 6.6). No relevant changes occurred in wind direction over the 30-year time series.

Figure 6.6 - Wind pattern at Point B. A) Annual normalised anomalies of + wind pattern (easterly winds) (white) and – wind pattern (westerly winds) (black) frequencies; B) seasonal and interannual variability of + wind pattern frequency; C) same as in B for – wind pattern frequency.
6.2.2 General environmental patterns

From the analysis of each environmental variable, some periods were identified. To define common interannual periods of environmental conditions, a PCA (see section 2.6.4 for explanation on the method) was performed on the annual mean values of all variables, except wind direction due to its five-year interruption. The three first synthetic axes (PCs) created by the PCA explained 73% of the environmental variability (Table 6.1). The 1st PC, which accounted for 33% of the general variability, was mainly driven by salinity (weighting 0.5), with precipitation in opposition (-0.38). The rest of original variables contributed less than salinity, but still in the same direction to the construction of this axis (range of contribution 0.20-0.36). The 2nd PC (26%) mainly reflected the temperature signal.

Table 6.1 - Contribution of the original environmental variables to the three first PCs of the PCA. Explained variances by each PC are indicated between brackets.

<table>
<thead>
<tr>
<th>Variables</th>
<th>1st PC (33%)</th>
<th>2nd PC (26%)</th>
<th>3rd PC (14%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature 20 m</td>
<td>0.27</td>
<td>0.54</td>
<td>0.14</td>
</tr>
<tr>
<td>Temperature 50 m</td>
<td>0.22</td>
<td>0.57</td>
<td>0.14</td>
</tr>
<tr>
<td>Salinity 20 m</td>
<td>0.50</td>
<td>-0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>Salinity 50 m</td>
<td>0.47</td>
<td>-0.32</td>
<td>0.36</td>
</tr>
<tr>
<td>At.Pressure</td>
<td>0.36</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>Precipitation</td>
<td>-0.38</td>
<td>0.03</td>
<td>0.20</td>
</tr>
<tr>
<td>Irradiance</td>
<td>0.31</td>
<td>0.24</td>
<td>-0.65</td>
</tr>
<tr>
<td>Ekman depth</td>
<td>0.20</td>
<td>-0.31</td>
<td>-0.57</td>
</tr>
</tbody>
</table>
The 1st PC of local environmental conditions was correlated with the winter North Atlantic Oscillation (NAO) ($r = 0.44; p<0.05$) (Fig.6.7A). Indeed, local atmospheric pressure was highly correlated with the winter NAO ($r = 0.67; p<0.0001$). Following Kirby and Beaugrand (2009), a sliding correlation analysis was applied to monitor the temporal stability of the relationship between both signals. Correlations were calculated on periods of 10 years by moving one year at a time from the first 10 years until completing the time series. The correlation between the 1st PC and the winter NAO was not stable over the years (Fig.6.7B) (similar results with 5 and 15 years). There was no significant correlation from the end of the 1980s, and the first half of the 1990s presented the lowest values.

Figure 6.7 Correlation between the annual normalised anomalies of the winter NAO (continuous line) and the 1st PC of local environmental variables (dashed line), and (B) sliding correlation analysis of both variables using a 10-year window (the horizontal dashed line indicates the 0.05 floor of significance).
The cusum of the deviations from the mean of the 1st PC reflected four quasi-decadal periods (Fig. 6.8):

![Figure 6.8 - Cusum of the deviations from the mean of the 1st PC of the annual mean environmental conditions.](image)

The first period of the time series ranged from 1974 to 1980 (the 1970s). During those years the 1st PC reached its lowest values. This period was characterised by low winter and summer atmospheric pressure which led to increased precipitation and associated low salinity as well as low water temperature.

The 1980s (1981-1991) constituted a single period with constant high values of the 1st PC, except for 1985. It was mainly characterised by dry years and associated high salinity. Annual mean water temperature was above the average, although during most of the period the winter water at 20 m depth was colder than the long-term winter average.
The 1990s period ranged from 1991 to 1998. The common factor in those years was the record of cloudier autumns, entailing less irradiance and more precipitation which led to lower than average salinity records. During that period, summer and autumn seasons were windier than the previous decade. The year 1995 appeared different, with a higher value.

Finally, the last period extending from 1998 to 2003 (the end of the analysed time series, the 2000s) was characterised by an increase of winter and summer irradiance, whereas autumns continued to be cloudy. Salinity annual records were intermediate between the high 1980s and the low 1990s values.

### 6.2.3 Chlorophyll a and NO₃ concentration

Chlorophyll $a$ (chl $a$) and NO$_3$ concentration have been measured at Point B from 1991. Chl $a$ concentration varied from 0.1-0.3 mg m$^{-3}$ minimal records to annual maximal values in the 0.5-0.8 mg m$^{-3}$ range (0.4-0.6 mg m$^{-3}$ at 50 m depth) (Fig.6.9 A, B). Concentration at 20 and 50 m depths showed a similar pattern, although in the deep layer the annual amplitude was lower. The period from 1992 to 1996 was characterised by annual mean chl $a$ concentration above the long-term average (Fig.6.9C). Since then, the annual mean concentration decreased, attaining lowest mean values in the 2000s.

Maximal annual chl $a$ concentration occurred in spring in the surface layer, and between spring and summer in the deep layer (Fig.6.9 D, E). The decrease of chl $a$ concentration from 1996 occurred due to shortening of the spring bloom in surface layers and disappearance of a secondary autumn peak. In the 2000s, chl $a$ concentration was depleted at surface in summer, and was very low in the deep layer all the year round.
Figure 6.9 - Chl $a$ at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line) for values recorded at 20 m depth; B) same as in A for values at 50 m depth; C) annual normalised anomalies at 20 m (white) and 50 m (black) depths; D) seasonal and interannual variability at 20 m depth; E) same as in D for values at 50 m depth.
The concentration of NO₃ at the surface showed a different interannual pattern from Chl α. It presented higher values at the end of the time series (Fig. 6.10A), with a notable increase of winter concentration and a slight increase of the autumn peak (Fig. 6.10B).

![Figure 6.10 - Surface concentration of NO₃ at Point B. A) annual normalised anomalies; B) seasonal and interannual variability.](image)

### 6.2.4 Zooplankton variability

Seasonal and interannual changes of the abundance of copepods, chaetognaths, jellyfish, siphonophores and decapod larvae were analyzed for the studied period. Interannual changes were quite similar among groups, with the 1980s characterised by standing stocks of each group above the 30-year average (Fig. 6.11). At the beginning of the 1990s concentrations decreased, and during the 1990s annual values were below the long-term average. From 2000, the groups presented higher concentrations than in the near previous years. Despite the common long term pattern, while copepods and decapod larvae displayed high concentrations from 1982-1983 to 1991-1992
(Fig. 6.11 A, B), the high concentration period of the other groups were more restricted. In the case of siphonophores and jellyfish, high abundances appeared one year late, in 1984 (Fig. 6.11 D, E). For chaetognaths, siphonophores and jellyfish, the period of high concentration ended earlier, in 1989-1990 (Fig. 6.11 C, D, E). In addition, copepods and chaetognaths showed a short period of concentration higher than the average in the mid 1970s (Fig. 6.11 A, C) not recorded for the rest of the groups.

Figure 6.11 - Normalised annual anomalies of (A) copepods, (B) decapod larvae, (C) chaetognaths, (D) siphonophores and (E) jellyfish, at Point B from 1974 to 2003.
Chapter 6: Point B time series

At a seasonal scale, the different groups did not show the same pattern. A common seasonal feature for Copepods was a recurrent spring peak over the whole time series (Fig.6.12A). Yet, there was a relatively high interannual variability in the seasonal cycle of this group. Indeed, the spring peak spread out from late winter to early summer depending on the period. From 1976 to 1979, a high annual peak was recorded in summer that was not present in the rest of the time series. Regarding the autumn season, a peak was recorded from 1983 to 1989; it disappeared in the 1990s and reappeared, less marked and more spread out, in the 2000s. Decapod larvae usually peaked in summer, from July to August, and were poorly represented in winter and late autumn (Fig.6.12B). The chaetognath seasonal cycle consisted of a single peak occurring between August and October and only in the mid-1970s high abundances were registered earlier in summer (Fig.6.12C). Compared to the other groups, the siphonophore seasonal cycle was quite constant during the 30-year time series, with narrow peaks taking place in spring, from April to June depending on the year (Fig.6.12D). Finally, jellyfish were usually rare in winter and early spring and sporadic peaks occurred from April to November (Fig.6.12E).
6.2.5 Zooplankton general pattern

The three PCs of the PCA, performed on the annual mean abundances of the groups mentioned above, gathered 78% of zooplankton variability. The 1st PC accounted for 44% of the total variance, and all zooplankton groups contributed with a similar weighting and direction to the creation of this axis (range of contributions 0.40-0.50) (Table 6.2). The 2nd PC (19%) reflected the opposition of copepods, decapod larvae and chaetognaths to siphonophores and jellyfish.

Figure 6.12 - Seasonal and interannual variability of log(abundance+1) of (A) copepods, (B) decapod larvae, (C) chaetognaths, (D) siphonophores and (E) jellyfish.
Table 6.2 - Contribution of each zooplankton group to the 3 first PCs of the PCA.

<table>
<thead>
<tr>
<th>Variables</th>
<th>1st PC (44%)</th>
<th>2nd PC (19%)</th>
<th>3rd PC (15%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copepods</td>
<td>0.50</td>
<td>-0.24</td>
<td>-0.31</td>
</tr>
<tr>
<td>Decapod larvae</td>
<td>0.45</td>
<td>-0.13</td>
<td>0.71</td>
</tr>
<tr>
<td>Chaetognaths</td>
<td>0.40</td>
<td>-0.62</td>
<td>-0.04</td>
</tr>
<tr>
<td>Siphonophores</td>
<td>0.40</td>
<td>0.66</td>
<td>0.28</td>
</tr>
<tr>
<td>Jellyfish</td>
<td>0.47</td>
<td>0.33</td>
<td>-0.57</td>
</tr>
</tbody>
</table>

The cusum of the deviations from the mean of the 1st PC reflected 4 quasi-decadal periods (Fig.6.13):

The periodicity was similar to the 1st PC of environmental conditions (Fig.6.8). In the 1970s (1974-1982) zooplankton standing stocks were below the 30-year average. The change of slope in the middle of this period was due to an unusual high summer abundance of copepods and chaetognaths. The 1980s (1983-1991) showed a very steep positive cusum slope, reflecting the high abundance recorded in all groups during that
period. In the 1990s (1992-1999) there was an abrupt reduction in the abundance of copepods, decapods and chaetognaths, while the decrease of the gelatinous groups was less marked. From 1999 it seemed that all groups started to recover in terms of standing stocks.

6.2.6 Copepod size distribution

The copepod size distribution at Point B revealed a different long-term pattern than the almost decadal periodicity presented in abundance and environmental conditions (Fig.6.8; Fig.6.13). Copepod size-spectrum diversity increased from the mid-1980s and stabilized in the 1990s (Fig.6.14A). The year 1987 was the turning point of the change from lower to higher than average values (Fig.6.14B). Rather similar patterns were found in mean copepod body size and spectrum slope indexes (see Appendix V).

A common seasonal pattern was not depicted for the whole time series. However, annual minimum values were usually recorded in spring, especially from the mid-1980s to the mid-1990s. Very low values were recorded in summer during the 1970s.
To classify the spectra by their shapes, a cluster analysis was performed on their Kolmogorov distances (see section 2.4.4 for details on the method). The dendrogram (Fig.6.15) was cut at a distance of 70 to obtain five groups. Groups from 1 to 5 ranged from spectra containing the highest proportion of small copepods (group 1) to spectra containing the lowest proportion of small copepods (group 5) (Fig.6.16).
Figure 6.15 - Dendrogram obtained from a cluster analysis on the Kolmogorov distances of the cumulative sum of the Point B spectra size classes. Cut distance at 70 highlighted 5 groups.

Figure 6.16 - Point B spectra constituting every cluster. The superposed line with triangle marks represents the average spectrum of each cluster.
The interannual variability of size spectra was much more pronounced than the seasonal one (Fig.6.17). The four periods already found in the 1st PC of zooplankton abundances could also be distinguished in the composition of copepod size spectra. In the 1970s (1974-1982), 70% of the spectra belonged to groups 2 and 3, and 16% belonged to group 1. The 1980s period (1983-1991) was a transition period. The presence of group 4 spectra increased from 9% in the 1970s, to 27% in the 1980s. On the contrary, the presence of group 2 spectra decreased from 30% to 20% in the 1980s. In the 1990s (1992-1999), 87% of the spectra belonged to the groups 4 and 5 (i.e., the flattest spectra). Spectra belonging to group 1 were not present in that period, and only one spectrum out of 120 belonged to group 2. Finally, in the 2000s (2000-2003), spectra belonging to group 4 dominated (45%), and while the presence of group 2 spectra increased, those belonging to group 5 decreased.

A seasonal pattern was not clearly depicted (Fig.6.17). Generally, the steepest spectra were recorded in winter although not throughout all the years. Increasing the number of groups did not highlight a clearer seasonal pattern.

Figure 6.17 - Seasonality and interannual variability of the Point B spectra shape. Same colour codes as above; Group 1 gathers the steepest spectra and group 5 the flattest.
The size fraction containing copepods smaller than 0.04 mm$^3$ (&lt;700 μm length) represented, on average, less than 20% of total copepod abundance. The annual amplitude of contribution to total abundance ranged from 20-70% annual maxima to 3-10% minima. Their contribution was the highest during total abundance peaks. Relevant peaks of small copepods were recorded in 1978-1979 and from 1984 to 1989 (Fig. 6.18 A, B). The abundance of small copepods presented a sharp decrease in the 1990s and later started a gradual recovery from 2000. Before the 1990s, the contribution of small copepods to the annual highest peak was in the 40-70% range. During the 1990s, they only accounted for 20-30% of the highest peaks of annual total copepod abundance.

Notable changes were recorded in the small copepod seasonal pattern throughout the time series (Fig. 6.18C). From 1976 to 1979, three periods of high abundance occurred in late-winter spring, summer and late autumn. In the 1980s, the spring and autumn peaks were more evident, although at the end of the 1980s, the autumn peak disappeared. In the 1990s the spring and summer abundances were rather similar, with sparse small peaks, and low abundances were recorded in the autumn-winter period. Finally, from 2000, spring and autumn peaks reappeared, although less marked and narrower than in the 1980s.
Figure 6.18 - Abundance of copepods smaller than 0.04 mm$^3$ at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability of log (abundance+1).
Copepods larger than 0.32 mm$^3$ (~>1.5 μm length) represented, on average, less than 5% of the total copepod abundance. Four periods were distinguished in the time series. Before 1984, the lowest abundances were recorded (Fig.6.19 A, B). From 1985 to 1993, annual mean abundance was above the long-term average. From 1994 to 1999, abundance was below the average but values were greater than before the mid-1980s due to a raised baseline. From 2000 abundance increased and annual mean values were close to the long-term average. Their contribution to the total copepod bulk increased during the 1980s from an average 5% in the 1970s to an average 10% in the 1990s.

A common seasonal pattern could not be distinguished for the whole time series, although low abundances were recurrently recorded in early winter (Fig.6.19C). A spring peak was recorded from 1974-1977, 1984-1993 and from 2000. A late-summer-autumn peak was recorded from 1983 to 1989, and again from 2000. In the mid-1990s, no seasonal peak was recorded; relatively high abundances were recorded throughout spring and summer, and low abundance was recorded throughout late autumn and winter.
Figure 6.19 - Abundance of copepods larger than 0.32 mm³ at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability of log (abundance+1).
6.2.7 Regime shift in copepod size distribution

Copepod size distribution at Point B showed a clear pattern of increase in the mid-1980s and stabilization in the 1990s. To test if the size-distribution change could be defined as a regime shift, the exponential weighted moving average (EWMA) (see section 3.6.6 for details) was computed on the annual mean values of the copepod size-spectrum diversity. Smoothing was done by a λ value of 0.25; the control limits (UCL and LCL) were calculated with an L value of 1.96. The EWMA of the copepod-size diversity index revealed a regime shift from a copepod community characterised by dominance of small organisms between 1977 and 1987 to a new steady regime from 1997 and characterised by a higher proportion of large copepods (Fig.6.20).

![Figure 6.20 - Exponential weighted moving average (EWMA) of the annual mean values of the copepod size diversity at Point B. Black dots correspond to the out of control years (1977-1987; 1997-2003). This figure represents a regime-shift of copepod-size diversity from the 1980s to the 1990s, with a decadal transition period from 1987 to 1997.](image-url)
6.2.8 Species composition changes

Abundance of several copepod species as well as cladocerans and appendicularians were analysed for six non-continuous years of the time series chosen before, within and after the size-spectrum diversity shift (see section 3.4.3 for details). Regarding copepods, only *Centropages* spp., poecilostomatoida and the group containing typical offshore calanoid species (i.e., genera belonging to the following families: Aetideidae, Augaptilidae, Calanidae, Candaciidae, Eucalanidae, Euchaetidae, Heterorhabdidae, Lucicutiidae, Scolecithricidae) did not present much lower abundances in the period 1995-1997 than in the rest of the years analysed (Fig.6.21). Appendicularians and cladocerans neither showed relevant lower abundances in the 1995-1997 period.

Seasonality was strong in *Centropages* spp. and *Acartia* spp., both with their annual peak in spring, in *Temora stylifera* with its annual peak in autumn, and in cladocerans with a narrow peak in summer. The rest of the copepod taxa and appendicularia did not present a clear seasonal pattern.
Figure 6.21 - Abundance of several taxonomic groups: Centropages spp., Temora stylifera, Acartia spp., other Calanoida (mostly Paracalanus spp. and Clausocalanus spp.), offshore Calanoida (i.e., genera belonging to the following families: Aetideidae, Augaptilidae, Calanidae, Candaciidae, Eucalanidae, Euchaetidae, Heterorhabdidae, Lucicutiidae, Scolecithricidae), Poecilostomatoida (i.e., oncaeids, corycaeids, Farranula) and Oithona spp., Appendicularia (i.e., Oikopleura spp. and Fritillaria spp.), the cladoceran Penilia avirostris, and other Cladocera (i.e., Podon spp. and Evadne spp.) sorted by semi-automatic recognition of the years 1979, 1985, 1995-1997, 2003 of the Point B time series.
6.2.9 *Calanus helgolandicus*

Copepodites CV and adults of *Calanus helgolandicus* were sorted from the monthly ZooScan samples of the Point B time series. *Calanus helgolandicus* was very scarce in 1976-1978 and presented its highest peaks in the 1980s (Fig. 6.22A). Generally, an annual peak was recorded in late winter-early spring, and for some years a punctual second peak was recorded in August-September (Fig. 6.22B).

An increasing trend was recorded in the presence of *C. helgolandicus* in the monthly samples (Fig. 6.22C). While in the 1970s its presence in the samples did not exceed 50% of the months of each year, in the 1980s its annual frequency oscillated between 50-80%, and in the 1990s it was always above 70%. To verify the independence of these results from the number of daily tows contained in a sample (Fig. 4.1), a general linear model (GLM) was built. In the model, the response variable was the presence/absence of *C. helgolandicus*, and the predictive variables were the number of tows per month, the date and the interaction of both. Only the date was significant in the model (p = 0.07), meaning that the occurrence of *C. helgolandicus* at Point B was independent of the number of tows in a sample.
Figure 6.22 – Temporal patterns of *Calanus helgolandicus* at Point B. A) Monthly time series; B) seasonal and interannual changes of log (abundance+1); C) annual frequency of presence of specimens in the monthly samples.
6.3 **Discussion**

In previous studies on some target species of copepods, jellyfish, siphonophores and chaetognaths for the period 1967-1993, Molinero et al. (2005a; 2008b) proposed a mechanism based on top-down control by jellyfish to explain the copepod abundance decrease observed at Point B in the early 1990s. They predicted increasing concentrations of jellyfish in the following decade due to increasing temperature. By contrast, the present study on the abundance of broad groups (i.e., copepods, chaetognaths, siphonophores and jellyfish, as well as decapod larvae) for the period 1974-2003 revealed similar trends in the abundance of copepod, jellyfish and the other groups. Almost decadal changes appeared almost simultaneously in the environmental and zooplankton conditions, and annual environmental conditions seemed to be partially coupled with atmospheric alterations occurring over the Atlantic Ocean (i.e., 1st PC of environmental conditions correlated to the winter NAO). These results suggest that pelagic ecosystems in the Ligurian Sea may vary in response to large-scale climate changes, as already highlighted by Molinero et al. (2005a; 2008b). The novelty of this study is that i) the changes appear to occur periodically every 8-9 years rather than being long-term, ii) salinity seems to have a relevant role and iii) in general all the studied groups show a similar response, which may indicate bottom-up control instead of top-down control as the main trophic control shaping those zooplankton groups.

Abundance reflected a quasi-decadal periodicity, whereas copepod size distribution reflected a regime shift. Besides the difference of abundance between the 1980s and the 1990s, the size-spectrum diversity showed an increase in the relative abundance of large copepods from 1987 to 1997. During the 1980s, flatter spectra appeared at Point B, as reflected by the spectra clustering. Large copepods had their lowest annual mean abundance from 1975 to 1982. These results suggest that also other
processes, apart from the stratification-destratification dynamics controlling phytoplankton, notably affected the copepod community in the 30 years under study.

In the previous chapter, it was shown that at stn MC the abundance of the small copepod size fraction was highly correlated with copepodite abundance and the large size fraction corresponded in part to changes in offshore copepod abundance. On the one hand, the observed reduction in the abundance of small copepods at Point B in the 1990s supports the hypothesis of a shift from an eutrophic period (i.e., the 1980s) to an oligotrophic period (i.e., the 1990s), and thus the bottom-up control mechanism as a relevant forcing of the copepod community at Point B. On the other hand, the fact that the large copepod abundance did not show such a drop between the 1980s and the 1990s, and that in contrast this size fraction was very rare in the 1970s, suggests that perhaps the dynamics of coastal-offshore water masses interaction at Point B varied in the 30-year period, with a temporal trend to more offshore conditions.

### 6.3.1 Species versus broad groups as climate change indicators

The first aim of the present work was to assess if the interannual zooplankton changes found in the Bay of Villefranche by Molinero et al. (2005a; 2008b), for the period 1967 to 1993, were also observed when studying broad zooplankton groups (i.e., total copepods) instead of studying several target species (i.e., *Centropages typicus*). The interannual changes observed in chaetognath and copepod stocks were similar, for the common period, to those reported by Molinero et al. (2008b). Concerning chaetognaths, this similarity is not surprising since in both studies individuals were counted without any species distinction. This observation confirms that the new methodology (i.e., ZooScan semi-automatic counts) gives results that can be compared with previous studies performed with traditional methodologies (i.e., counts under the microscope). In the case of copepods, both patterns were similar because although in the
former study the copepod signal was built with few species, those were key species of the seasonal succession of Mediterranean copepods (i.e., *Centropages typicus* and *Acartia clausi* peak in spring, *Oithona spp.* and *Oncaea spp.* peak between summer and autumn, and *Temora stylifera* represents the autumn community) and thus they may be representative of a wide range of physiological constrains. Contrary to the similar results for chaetognaths and copepods, the estimated abundance of the broad groups jellyfish and siphonophores showed a different interannual pattern to the one suggested by the 1st PC of the four medusae species (*Pelagia noctiluca*, *Liriope tetraphylla*, *Solmundella bitentaculata*, and *Rhopalonema velatum*), two siphonophores (*Abylopsis tetragona* and *Chelophyes appendiculata*) and one ctenophore species (*Pleurobrachia rhodopissome*) reported by Molinero et al. (2005a). Our datasets showed a decrease of jellyfish (medusae) stocks from 1989, coinciding with the disappearance of the copepod autumn peak, and a slight decrease of siphonophore abundance in the 1990s, whereas the 1st PC of jellyfish of the former study suggested a continuous increase from the beginning of the 1990s. Such contrasting results in the two studies highlight the difference between studying a few target species or the whole community. The relative magnitude of changes in species abundance/biomass, phenology, and physiological condition are often larger than the changes in total biomass or abundance of broader groups (Mackas and Beaugrand 2010). At a species level covariance with climate is often stronger than at a broader taxonomic level because each species has its particular requirements depending on the niche they occupy and, if their niche breadths are narrow, slight climatic changes can critically alter their population dynamics (Thuiller et al. 2005; Parmesan 2006). Yet, studies based on the relationship between individual species and climate have limited potential to infer changes at the whole plankton ecosystem level (Beaugrand and Ibanez 2004). Species diversity does not necessarily imply functional diversity, and effects in some species can be compensated at the
community level by other species with overlapping niches (Hooper et al. 2005). Thus, the analysis of broad groups does not substitute but efficiently complements the species level approach, and may act as an indicator of the total plankton production of an ecosystem.

6.3.2 Changes in mixing-stratification processes: The role of winter convection and salinity as a key forcing parameter for zooplankton

The results presented by Molinero et al. (2005a; 2008b) prompted the authors to propose thermal stratification as the main local forcing shaping the zooplankton ecosystem at Point B. They suggested that the rising abundance of jellyfish between 1987 and 1993 was due to increasing temperature, by means of greater water-column stability, that would have increased their survival and reproduction rates. According to the authors, stronger thermal stratification, predicted related dominance of small phytoplankton, and mainly a strong jellyfish predation pressure in the early 1990s would have been detrimental to copepod populations by affecting their physiological thresholds, life-history traits and recruitment. In addition, in their conceptual model chaetognaths were out-competed by jellyfish for their main prey, copepods (Molinero et al. 2008b; 2008c).

In the present study, although a constant trend to earlier stratification from the beginning of the 1980s is reported, the main modes of zooplankton and environmental conditions showed an almost decadal periodicity. The presence of jellyfish in the water column seems to be related to temperature, as reflected by their low records in the 1970s, when water was colder, and by their absence in the water column during the winter months. Nevertheless, although temperature continued to increase in the 1990s, jellyfish numbers decreased with respect to the 1980s. Consequently, another factor apart from temperature may have controlled jellyfish standing stocks. All five
zooplankton groups showed high abundances in the 1980s and lower in the 1990s. The 1980s have been named the dry period, characterised by high salinity records and water temperature above the average (Fromentin and Ibanez 1994; Menard et al. 1994; Menard et al. 1997). Although annual-mean temperature values were above the long-term average, winter water was colder than average at Point B during most of the 1980s. Contrary to the former studies that focused on thermal stratification, in the present study winter hydrology seems to be the main local forcing shaping the zooplankton ecosystem, and salinity might play a key role in the intensity of winter convection and nutrient enrichment at Point B.

A scenario of changes between the 1980s and the 1990s is suggested by the results presented here. The 1980s might have been more productive than the precedent and following decades due to stronger winter convection triggered by high salinity and low winter temperature, which in turn increased the input of nutrients into the photic zone. More nutrients would have entailed higher phytoplankton production and resources for grazers (i.e., copepods) and their predators (i.e., chaetognaths and jellyfish). The enhanced spring nutrient input may have set the biological production for the whole year including effects on the summer and autumn communities. Contrary to the 1980s situation, in the 1990s lower salinity may possibly have been detrimental for the vertical input of nutrients to surface waters and thus to the annual biological production. The salinity decrease in the 1990s was mainly due to increased precipitation in autumn. This would have affected the following winter convection, but also autumn destratification, which would have explained the disappearance of the autumn copepod peak during those years.
The scenario proposed above is speculative, as was also the case for that proposed by Molinero et al. (2005a; 2008b), because a time series of nutrient concentration and phytoplankton biomass is lacking at Point B for the whole studied period. Nevertheless, other studies at Point B and in central and southern areas of the Ligurian Sea seem to support this hypothetical scenario. Recently, data from monthly cruises performed between 1995 and 2007 50 km offshore from Point B, at a sampling station over a depth of ~2000 m in the central Ligurian Sea, revealed an increasing frequency of strong winter vertical mixing and the authors hypothesized as major cause a deficit in fresh water inputs since 2003 in the western Mediterranean basin (Marty and Chiaverini, 2010). The flow of rivers close to Point B was correlated to local precipitation, which decreased after 2000. The authors reported a salinity increase in surface waters during those years, enhancement of nutrient content in surface waters after the winter convection events, and consequent enhanced chla biomass. Marty and Chiaverini (2010) stressed that salinity was a key parameter in winter convection, and thus precipitation and river inputs are important in dense water formation, as already highlighted in previous studies for the western Mediterranean basin (Bethoux and Gentili 1999; Somot et al. 2006; Skliris et al. 2007). The results presented by Marty and Chiaverini (2010) also support the possible almost-decadal periodicity of zooplankton and environmental modes presented in our study, as salinity and productivity are increasing again from the early 2000s in the central Ligurian Sea as at our coastal station, Point B. The authors concluded that, in the northwestern Mediterranean basin, the increasing frequency of mixing events related to decreasing fresh water inputs and evaporation due to warming, could go against the decrease of production due to enhanced stratification associated to warming that is predicted by models for temperate areas (Sarmiento et al. 2004b; Behrenfield et al. 2006). In the southern (off Calvi, northern Corsica coast) and central Ligurian Sea, silicic acid and nitrate concentrations
have been shown to increase with salinity (Goffart et al. 2002). Off Calvi, the phytoplankton winter-spring bloom was high from 1979 to 1986 due to nutrient replenishment by convection, whereas from 1988 the input of nutrients was lower, and consequently phytoplankton blooms were weaker. In addition, Gomez and Gorsky (2003) obtained similar results by compiling information about the spring-peak amplitude of single-year studies in the Bay of Villefranche. The spring peak was high from 1985 to 1988, whereas it was low in all the seven non-consecutive years of study from 1988 to 1999. Based on these results from different areas of the Ligurian Sea, it thus appears that the 1980s may have been productive years throughout the Ligurian Sea and were related to more saline and cold winter hydrological conditions.

6.3.3 Large scale mechanisms linking local environmental changes: The role of the winter NAO

Based on a reconstruction of salinity and temperature data on 0.2° by 0.2° grids covering the Mediterranean Sea and the 1950 to 2000 period, Rixen et al. (2005) observed that in the western Mediterranean basin the 1980s were characterized as a period of highest positive salinity anomalies in the upper layer (0-150m) whereas deep waters showed a monotonic increase from the 1950s. Cold winters during the 1980s (Hurrell and VanLoon 1997), and a quasi-decadal precipitation regime, with increased seawater salinity during low precipitation periods, have already been reported for the north and western areas of the Mediterranean regions (Xoplaki et al. 2004). The precipitation regime is related to storm formation, which in turn has been related to variations in sea surface temperature (SST) and atmospheric pressure, ultimately linked to the NAO in the northern Mediterranean region (Hurrell 1995; Trigo et al. 2000). Orfila et al. (2005) showed a negative correlation between sea level anomalies in the Ligurian Sea and the NAO index at monthly-scales.
In the present study, stronger winter convection in the 1980s might have been linked to the high winter NAO of that decade as supported by the significant correlation between the winter NAO and the 1st PC of local environmental conditions, to which the main variable contributing to its creation was salinity. The mechanism linking winter NAO and local winter convection in the 1980s would be as follows. During high winter NAO records, the atmospheric pressure is high at Villefranche. High atmospheric pressure leads to clearer skies that entail less precipitation. Precipitation decreases cause salinity to increase. And while in summer related enhanced irradiance entails more evaporation that contributes to salinity increases in surface waters, in winter clear skies increase sea surface heat losses, due to a lack of cloud albedo, with a consequent SST decrease (Cess et al. 1992). The consequent high sea surface water density enhances the strength of vertical convection in the northwestern Mediterranean Sea (Hurrell, 1995; Krahmann and Schott, 1998; Tsimplis and Josey, 2001). Nevertheless, mechanisms do not seem as clear and direct in the 30-year time series. The sliding correlation analysis between the winter NAO and 1st PC of environmental conditions at Point B was stronger in the first years of the time series, and the link between both signals was missing during the first half of the 1990s. The early 1990s, although presenting the highest winter NAO values of the time series, presented low annual salinity records at Point B in relation to enhanced precipitation in autumn. More detailed studies are necessary to better understand the links between atmospheric changes in the Atlantic sector and the Mediterranean hydroclimate. Research has been focused on the effect of the winter NAO on annual dynamics, but previous autumn climatic conditions may substantially force winter convection processes by altering the water column stability.
6.3.4 **Bottom-up control as the main mechanism shaping the structure of the zooplankton communities at Point B**

Instead of the top-down and competition control formerly stated (Molinero et al. 2005a; 2008b), the synchrony and same direction of changes of our data suggests bottom-up control forced by climate as the main factor altering the standing-stocks of the studied zooplankton groups. Zooplankton would depend on microplankton availability, which would be driven by nutrient availability related to winter convection.

Bottom-up control can be inferred from the comparison of copepod and chaetognath temporal patterns. Copepods are the main prey of chaetognaths in the Mediterranean Sea (Duro and Saiz, 2000; Kehayias, 2003). The chaetognath peak occurs between August and October at Point B. Our results show that the chaetognath abundance increased when an unusual mid-summer copepod peak occurred in the mid-1970s, and it dropped in the 1990s following the disappearance of the autumn copepod peak.

The hypothesis proposed here to explain the observed abundance changes is based on a hypothetical increase of primary production in the 1980s followed by a strong decrease in the 1990s. Unfortunately, chl $a$ time series started in 1991 and phytoplankton information at Point B is scattered. Gomez and Gorsky (2003) reported higher spring peaks in 1985-1988 than in 7 non-consecutive years of the period 1988-1999, in Villefranche Bay. Yet, if the mechanism proposed here is right, chl $a$ would be expected to increase in the late 1990s due to increasing salinity. On the contrary, chl $a$ concentration decreased in the late 1990s, with a narrower spring peak and disappearance of the autumn peak. Although chl $a$ concentration decreased, surface levels of NO$_3$ concentration increased, mainly in spring but also in autumn. This increase of nitrates in the surface layer supports our hypothesis of stronger convection than preceding years at the end of the time series due to increasing salinity by means of stronger winter convection. The contrasting trends in chl $a$ and nitrate concentration...
could have been due to a change of phytoplankton composition due to earlier stratification driven by a temperature increase. In the previous chapter, changes in phytoplankton assemblages at stn MC that were probably linked to stratification conditions were presented. Earlier stratification seemed to favour the dominance of phytoflagellates and small diatoms over large diatoms, and in general, small-cell species over large cells. The observed environmental changes at Point B suggest that similar changes in phytoplankton composition could have taken place in the 1990s and lasted until the end of the studied period due to earlier stratification. The detrimental effect of enhanced thermal stratification on nutrient availability could be counteracted in the early 2000s due to stronger winter convection, but the effect of enhanced stratification on physical species constraints such as buoyancy would still persist.

Changes in predation and competition processes, driven by the observed environmental changes, might have also taken place at Point B. Predator pressure (i.e., prey size selection) as well as competition (i.e., size-dependent competition for resources) can modify the size distribution of the copepod community. Morphological and behavioural features suggest that predator avoidance has been a very significant factor in copepod evolution (Verity and Smetacek 1996; Kiorboe 1998). Predation accounts for 2/3 to 3/4 of total copepod mortality on average (Hirst and Kiorboe 2002), and thus it deserves attention for the tentative explanation of copepod size spectra changes at Point B.

Chaetognaths are copepod predators (Reeve 1980). The observed synchrony of chaetognath and copepod interannual variability points to bottom-up control of copepods on chaetognaths being more relevant than the opposite top-down control. Indeed, the impact of chaetognaths on copepod standing stock was <1% in a study conducted in the Catalan Sea, in the western Mediterranean basin (Duro and Saiz 2000).
Jellyfish were very rare in the 1960s and the 1970s at Point B as reported by Molinero et al. (2008b) and herein. The presence of jellyfish is related to warm water temperature, as reflected by their absence in winter and their lowest abundances in the 1970s and the early 1990s. Related to earlier stratification in the mid-1990s, jellyfish increased their numbers earlier in the year. Enhanced abundance of jellyfish in the water column could probably have contributed to the observed decline in small copepod abundance in the 1990s, by predating on them. Yet, the decrease of jellyfish when copepods decreased at the end of the 1980s instead of a continuous increase of jellyfish suggests a more important bottom-up control on jellyfish dependent on the trophic status of the system.

Thaliaceans (i.e., salps and doliolids) are known to have fast reproduction and growth rates and to be efficient filter feeders, and thus are strong competitors for the majority of copepods when water column conditions are favourable for them to produce swarms (e.g., Harbison and Gilmer 1976; Deibel 1982). In addition, doliolids have been reported to capture copepod eggs and nauplii, and thus can also be considered as predators for copepods (Paffenhöfer et al. 1995). At Point B, the annual peak of salps occurs in late winter-spring coinciding with the spring phytoplankton bloom (Menard et al. 1994; Licandro et al. 2006), while doliolid peaks occur in summer-autumn in relation to the water column stratification (Menard et al. 1997). Licandro et al. (2006) studied changes of two salp species from 1984 to 1999 and did not find changes in their populations that could match the observed changes in the copepod community. Salp abundance neither decreased in the 1990s as was the case of the other studied groups. This might indicate better adaptation to the new conditions by salps than by the groups studied here.
Finally, appendicularian and cladoceran abundances estimated in this thesis for the years 1979, 1985, 1995-1997 and 2003 did not show lower abundances in the period 1995-1997 than in the rest of the years. Also in this case, this could indicate a better adaptation of these groups to the enhanced stratification conditions than the majority of copepods, which showed a reduced abundance in that period. Yet, the information available is not enough to support these suppositions.

The results presented in this chapter suggest that bottom-up control is the main mechanism shaping zooplankton standing stocks, although with the information available for this study, the effect of food availability, predation and competition pressure cannot be quantified. Nevertheless, a possible increase in predation and competition by the gelatinous zooplankton in the 1990s may have affected smaller size classes more than the rest of copepods. This would be due to predation on small copepods by carnivorous jellyfish, and by the more efficient feeding on small particles by gelatinous filter feeders. The effect of competition on the small copepod size-fraction would be enhanced by the stronger effect of food availability on reproduction than on somatic growth (Kiørboe 1998).
6.3.5 Changes in coastal-offshore hydrodynamics: The role of advection

To better understand the different changes recorded in total copepod abundance and copepod size distribution, several copepod genera/species for the years 1979, 1985, 1995-1997, 2003 were analysed. The general pattern observed was in accordance with the total copepod abundance signal: highest abundance in 1985, and lowest abundance of most groups in 1995-1997. Some species did not present a decrease in the 1995-1997 period, suggesting that other processes took place, apart from the assumption of high production in the 1980s and a likely associated increase of carrying capacity by the system. Differences among groups could be due to phenological differences and the effect of environmental changes associated to a certain season.

*Acartia* spp. and *Centropages* spp. presented a similar seasonal pattern, with their main peak in spring. Both groups presented earlier peaks in 1985, 1996 and 1997, and late peaks in 1979 and 1995. Yet, *Centropages* spp. abundance remained more or less in the same range for the six years, whereas *Acartia* spp. decreased in 1995-1997 like *Temora stylifera*., the group containing the rest of calanoids (mostly *Paracalanus* spp. and *Clausocalanus* spp.) and *Oithona* spp. The non abundance decrease, from 1985 to the 1995-1997 period, observed in *Centropages* spp. was also present in the group gathering the typical offshore calanoid species as well as poecilostomatoids. The abundance of Poecilostomatoids may have not decreased because the appendicularian abundance did not decrease in the 1995-1997 period, and Poecilostomatoids have been appointed to feed on discarded appendicularian houses (Alldredge 1972). In the case of *Centropages* spp. and typical offshore calanoids, these might indicate hydrological changes.
While *Temora stylifera* populations are largely restricted to coastal waters (Boucher et al. 1987; Molinero et al. 2005b), *Centropages typicus* (the species contributing most to the *Centropages* spp. group) is abundant also offshore (Halsband-Lenk et al. 2001; Molinero et al. 2005b; Molinero et al. 2008a) and its coastal populations seem to be linked to high juvenile concentration in the Liguro-Provençal front, 13-19 miles offshore Nice (Boucher 1984; Ibanez and Boucher 1987; Molinero et al. 2005a; Molinero et al. 2008a). Molinero et al. (2008a) found a correlation between *C. typicus* abundance and inshore spring transport. In addition to the decrease in 1995-1997, the group gathering offshore calanoids was the least abundant in 1979 with respect to the other 5 studied years. Overall, these results suggest a change from a typical neritic Mediterranean community to a community more characterised by oceanic species in the 1990s. Most of the species constituting the typical offshore calanoids are large copepods. This could have been the main factor modifying the large copepod abundance. In the north-western Mediterranean, Fernandez de Puelles et al. (2007) observed an onshore-offshore gradient of decreasing zooplankton abundance without accompanied decrease of zooplankton biomass.

In the Ligurian Sea, the Ligurian Current presents a permanent cyclonic circulation, flowing south-eastward along the coast on a narrow continental shelf. The Ligurian Current is about 25 km wide, 300-400 deep and with a mean speed of 20-25 m s⁻¹ (Bethoux et al. 1988) with seasonal variations due to seasonality in the contribution of flow from the Thyrrenian Sea through the Corsica Channel (Astraldi and Gasparini 1992). A density front delimitates the offshore path of the current and presents meanders (Prieur 1979; Boucher 1984; Boucher et al. 1987; Sournia et al. 1990; Pinca and Dallot 1995). The frontal zone is characterised by complex physical dynamics, and its cool and nutrient rich waters are related to mesoscale upwelling related to the near
continental slope (Bethoux et al. 1988; Sournia et al. 1990; Strass 1992). McGeehe et al. (2004) in a survey in August 1999 reported no strong physical or biological differences between the frontal zone and the coastal margin of the Ligurian Current. Zooplankton populations offshore the Villefranche Bay have been reported to be gathered in patches related to lenses of water masses which maintain the properties of the original water mass (i.e., the Ligurian Current) and flow across the shelf (Pinca and Dallot 1995; Gasparini et al. 1999; Molinero et al. 2008a). Other zooplankton patches observed during oceanographic surveys in the Ligurian Sea have not been related to hydrological structures, suggesting that behavioural patterns contribute to their formation (Mcgehee et al. 2004; Warren et al. 2004; Molinero et al. 2008a). Zooplankton patchiness may in fact derive from a complex interplay of various physical and biological processes that are difficult to discern (Mackas and Boyd 1979; Davis et al. 1991). In addition, diel vertical migration of large copepods (Mcgehee et al. 2004; Warren et al. 2004; Raybaud et al. 2008) as well as the residence time of surface waters for periods <1 month in the peripheral zone (Bethoux et al. 1982) complicate the study of zooplankton distribution offshore the Villefranche Bay.

To test the hypothesis of an increase in offshore copepods at Point B, related to enhancement of offshore-coastal advection, the presence of *Calanus helgolandicus* at Point B was analysed. This species, although common in neritic zones of the Atlantic Sea, appears to be present in Mediterranean shelf waters only during winter, or occasionally in other periods associated with upwelling (Bonnet et al. 2005). From late spring to late autumn, *C. helgolandicus* is found in deep waters (500-1000 m in the Ligurian Sea) of the Mediterranean Sea, mostly as CV developmental stages (Hure and Scotto di Carlo 1969; Gasser et al. 1998; Andersen et al. 2001; Fernandez de Puelles et al. 2007). Commonly, *C. helgolandicus* in the Ligurian Sea has been related to the
frontal zone (Boucher 1984; Molinero et al. 2008a) and classified as an offshore species after analyzing 5 transects in 1982-1983, from the coast to the middle of the central zone, covering all the seasons (Boucher et al. 1987). In the study of Boucher et al. (1987), *C. helgolandicus* was most abundant in the frontal zone during early spring, to later be concentrated in the central zone and finally, was not found in the samples of November. In the present study, while the abundance of *C. helgolandicus* at Point B resembled the trend of total copepod abundance, the interannual pattern of *C. helgolandicus* frequency revealed an increasing trend of occurrence during the 30-year study. While the abundance might be dependent on the state of the pelagic ecosystem, the species presence at Point B could be related to the presence of waters of oceanic character in the coastal zone.

It could be hypothesized that changes in the wind pattern would have favoured the transport of offshore waters to the coast. Indeed, a study of the currents in Villefranche Bay from the 28th January to the 6th May 1959 showed that strong eastern winds accelerate the usual process of accumulation of offshore surface water coming inside the bay by its eastern side, and their exit at ~30 m depth by the western side. During strong westerly winds events, the pattern reverses, and deep water enters the bay towards the Point B location (Hentch 1959). Nevertheless, the wind interannual pattern does not show any trend, with both easterly and westerly wind frequencies covarying with time. Nor has wind speed increased in the last 30 years and so cannot explain the more common arrival of the species off the coast after the 1970s and the 1980s. No correlations have been found between wind properties and the presence of *C. helgolandicus*, neither with a lag between the two variables. Thus, either wind is not the cause for this observation or wind measured at Cap Ferrat, due to the orography of the area, is not representative of the wind blowing offshore. If wind is not the cause,
perhaps hydrological changes have occurred in response to the decreasing trend of the Ligurian Current transport related to the positive phase of the winter NAO (Vignudelli et al. 1999) or to the gradual increase of temperature and salinity of deep waters (Rixen et al. 2005).

Although, with the information currently available, a mechanism that ultimately explains the increase of large copepod abundance at Point B cannot be determined, the results suggest that it could be mainly related to physical changes, probably involving interactions with the slope of the continental shelf, close to the sampling site. An alternate hypothesis is that physical conditions at Point B changed to conditions usually found offshore allowing open ocean copepods to grow closer to the coast.

6.3.6 Conclusions

The changes identified in the copepod size distribution of Point B were probably due to several forcing factors, which in turn interacted among them, resulting in synergistic and not linear forcing on the copepod community. All the elements to resolve the causes of the observed increase of mean body size are lacking, although the results presented in this study point to two long-term variations superimposed due to two main different forcings. On the one hand, the productivity of the system could present an almost decadal variability due to changes in the intensity of winter convection related to atmospheric changes, and on the other hand, a trend of increasing presence of offshore species from the early 1980s may indicate mesoscale hydrological changes. In addition, a trend to earlier stratification was detected throughout the time series and could probably have influenced on the drop of small copepod abundance in the 1990s in addition to the weakness of winter convection.
It is worth stressing the role of salinity as an important factor affecting the water-column stability. Stratification-convection processes and nutrient supply to surface waters are not only driven by temperature but also by salinity changes. At a seasonal scale, winter-spring mixing in the Mediterranean Sea can trigger large blooms even if mean annual temperature is high. Although there is a general trend of sea water warming at an annual average scale, high-salinity conditions in surface layers and/or cool winters may still allow strong convection and nutrient input into the photic zone.

Results suggest that unidentified mesoscale hydrological changes may have occurred in the Ligurian Sea around the early 1980s and the early 1990s that led to changes in the copepod community composition. The copepod community sampled at Point B may have varied from a typical neritic community to a pelagic community with common offshore species that are usually characterised by large body size (~1.5 mm). An alternate hypothesis is that physical conditions at Point B changed to conditions usually found offshore.
Chapter 7. Comparison of MC and Point B time series

7.1 Introduction

In chapters five and six, each coastal time series was studied independently. From the results obtained, some similarities in their long term changes were observed. Regarding copepods, a common change was observed between the 1980s and the 1990s in both locations, with the copepod community being composed of fewer and larger individuals in recent decades.

In this chapter, seasonal and interannual patterns of local environmental conditions (temperature, salinity, water column stability, chl $a$), zooplankton composition and the abundance and size diversity of the copepod community were compared for common sampling periods to try to elucidate common forcing factors and mechanisms controlling both coastal ecosystems.

7.2 Results

7.2.1 Hydrology

Temperature and salinity were compared at 10 m depth to represent surface waters (instead of surface measurements, to avoid the immediate effect of local meteorological conditions), and at 50 m depth to represent the bottom waters of both coastal water columns. Chlorophyll $a$ concentration was compared for the whole water column (column-integrated values) to avoid miscalculating concentrations if different vertical phytoplankton patterns occurred at the two locations. The seasonal pattern and interannual changes of environmental and copepod variables were compared. Seasonality was compared by means of monthly boxplots calculated on two separate periods of five years each, before (1986-1990) and after (1996-2000) the early 1990s, to represent a common sequence of years before and after the major change in the copepod
community. In the case of chl \( a \), (where measurement only started at Point B in mid-1991) seasonality was calculated for two common four-year periods: 1996-1999 and 2000-2003. As shown in earlier chapters, for chl \( a \) the early 2000s showed a pattern that appears to have reversed to a community more similar to that of the 1980s. Interannual changes were compared by calculating the Pearson correlation (taking into account autocorrelation) between annual average values of complete common years in both time series.

**Temperature**

In both time series, temperature showed the typical seasonality of temperate ecosystems, with thermocline formation in May-June and water column mixing from October; a pattern that is reflected by the difference in monthly variation between temperatures in surface and bottom waters (Fig.7.1, Fig.7.2). Monthly surface temperatures and monthly interannual variability at stn MC were usually higher than at Point B (Fig.7.1). Summer temperatures at the surface were similar at both locations, although at stn MC the variability was much higher. In the case of bottom waters, the thermal difference between both locations was sharper. Especially during the warm period (June-September), temperature at stn MC was 2-3 °C higher than at Point B (Fig.7.2).
Figure 7.1 - Seasonality of water temperature at 10 m depth represented by boxplots for both Point B and stn MC. The central mark of each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.

During the second period, surface waters warmed up earlier in the year. At stn MC temperatures from April to June were above those of the first period, and at Point B only in June temperature was significantly higher during the second period (Fig.7.1 A, B). The thermal difference at 50 m depth, from June to September, increased at both locations in the second period due to less interannual variability (Fig.7.2).
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Figure 7.2 - Seasonality of water temperature at 50 m depth represented by boxplots for both Point B and stn MC. The central mark of each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.

Thermal interannual changes were not significantly correlated at either of the two depths compared for the 13 complete common years (Fig. 7.3 A, B), although the pattern of SST changes were significantly correlated ($r = 0.61; p = 0.03; n = 13$). A positive trend of SST has been reported to occur over the entire western Mediterranean basin, as observed by its spatial PCA (see Fig. 2.4). Average annual values of SST for common complete years at both locations were positively correlated to the 1st PC of basin SST ($r = 0.85$ and $r = 0.81$, for MC and Point B respectively, $p<0.005, n = 13$).
Figure 7.3 – Interannual changes of water temperature at A) 10 m depth and B) 50 m depth. The Pearson correlation of the annual average values at Point B (continuous) and stn MC (dashed line) was performed on 14 complete common years.

Salinity

In both locations, the salinity of surface waters decreased in spring in relation to increased fresh water input from precipitation and/or snow thaw (Fig.7.4). This seasonal pattern was still observed at 50 m depth although much less marked (Fig.7.5). Salinity at Point B was generally stronger than at stn MC throughout the whole annual cycle during the 10 years of comparison.
Figure 7.4 - Seasonality of salinity at 10 m depth represented by boxplots for both Point B and stn MC. The central mark of each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.

During the first period (Fig.7.4A and Fig.7.5A), salinity was generally higher than in the second period (Fig.7.4B and Fig.7.5B) in both locations. In the case of Point B, surface winter and late autumn values were generally higher in the first period, whereas summer values did not vary much between both periods, and thus the average seasonality at Point B was less marked in the second period (Fig.7.4, Fig.7.5). In addition, in the second period, the interannual variability increased for both time series except for March at stn MC.
Figure 7.5 - Seasonality of salinity at 50 m depth represented by boxplots for both Point B and stn MC. The central mark of each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.

Although both locations had the same pattern of lower salinity in the second period (Fig.7.4, Fig.7.5), annual average values of salinity at both locations were not significantly correlated (Fig.7.6).
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Figure 7.6 - Interannual changes of salinity at A) 10 m depth and B) 50 m depth. The Pearson correlation of the annual average values at Point B (continuous) and stn MC (dashed line) was performed on 14 complete common years.

Water-column stability

Water-column stability (WCS) was calculated as the difference of density at 50 m ($D_{50}$) and 10 m ($D_{10}$) depth (Lacroix and Nival, 1998) (see Fig. 5.3). The mean density was 27.65-28.51 kg m$^3$ at Point B, and 27.26-27.86 at stn MC at 10 m and 50 m depth respectively. Density was higher at Point B due to colder and saltier water. Thus, differences were standardised by the mean density at each site as follows:

$$WCS = 1000(50 - 10) \frac{D_{50} - D_{10}}{D_{50} + D_{10}}$$

The summer average (July-September) of standardised water-column stability was calculated to quantify the stratification of the water column at both sites. Higher water-column stability implies stronger stratification. In the first period of comparison
(1986-1990), minimal, mean and maximal values of standardised summer water-column stability were 1.723-1.833-1.958 m$^{-1}$ at Point B, and 0.958-1.129-2.095 m$^{-1}$ at stn MC. In the second period (1996-2000), minimal, mean and maximal summer stability were 1.793-1.927-2.095 m$^{-1}$ at Point B, and 0.491-1.119-1.526 m$^{-1}$ at stn MC. Thus, at Point B stratification was stronger than at stn MC, and it increased in the second period while at stn MC stratification was more variable in the second period. The non-parametric Spearman correlation coefficient ($\varphi$) was calculated between summer average density and time at both depths, and between summer water-column stability and time, to find significant interannual trends (Table 7.1). The density of surface waters tended to decrease at Point B from 1974 to 2003. At stn MC the whole water column tended to have lower density from 1986 to 2005, although the trend in surface waters was slightly steeper. As a result, at both sites a trend of increasing water column stratification in summer was recorded, although in the case of the MC time series this trend was not significant.

<table>
<thead>
<tr>
<th></th>
<th>Point B (n = 30)</th>
<th>Stn MC (n = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{10}$</td>
<td>$\varphi = -0.40$; p-val = 0.02</td>
<td>$\varphi = -0.65$; p-val = 0.01</td>
</tr>
<tr>
<td>$D_{50}$</td>
<td>$\varphi = 0.002$; p-val = 0.99</td>
<td>$\varphi = -0.59$; p-val = 0.02</td>
</tr>
<tr>
<td>WCS</td>
<td>$\varphi = 0.50$; p-val = 0.006</td>
<td>$\varphi = 0.47$; p-val = 0.07</td>
</tr>
</tbody>
</table>

Table 7.1 - Spearman correlation ($\varphi$) and level of significance (p-val) of density interannual changes at 10 m ($D_{10}$) and 50 m depth ($D_{50}$), and of water column stability (WCS); from 1974 to 2003 in the case of Point B time series, and from 1986 to 2005 in the case of MC.
The above results can be illustrated by comparing thermal vertical profiles at both stations for the two periods under comparison (Fig. 7.7). The strongest difference in the vertical profiles at both stations was recorded in August (Fig. 7.7 A, B). The water column was more stratified at Point B than at stn MC (Fig. 7.7 C, D). At Point B, deep water did not warm up until destratification, whereas at stn MC the water column warmed up after spring (Fig. 7.7 A, B). In addition, in the second period, in May at stn MC, the water column was on average warmer, whereas in October it was colder. The envelopes of the average summer profiles show that the greater variability of WCS at stn MC in the second period was due to variability in surface waters (Fig. 7.7 C, D). Deep water at stn MC warmed up in the second period. From the observation of the thermal vertical profiles it can be concluded that stratification-destratification seasonal processes were more abrupt at Point B than at stn MC. Actually, the difference between the standardised water-column stability in summer and winter (ΔWCS_{S,W}) is 1.6 m$^{-1}$ (42.8 kg m$^{-4}$, non-standardised value) and 0.7 m$^{-1}$ (25.5 kg m$^{-4}$).
Figure 7.7 Average thermal vertical profiles at Point B (▲) and stn MC (○) for the 1986-1990 period (A, C) and the 1996-2000 period (B, D). In the upper panels, the seasonality of thermal stratification is represented by the average profiles of February (winter mixing), May (spring stratification onset), August (strongest summer stratification) and October (beginning of autumn destratification). In the lower panels, the summer average vertical profile (continuous line) and the 1st and 3rd quartiles of the 5-year profile distribution (dotted lines) are represented.
7.2.2 Chl a

At stn MC, chl a seasonality presented high interannual variability as reflected by the wide range of values in the monthly boxplots, more noticeable in the 1996-1999 period than in the second one (Fig.7.8). In the second period both time series presented an average seasonality composed of a main spring peak and a secondary autumn peak (Fig.7.8B).

![Boxplot of integrated Chla (1996-1999)]

![Boxplot of integrated Chla (2000-2003)]

Figure 7.8 - Seasonality of integrated chl a represented by boxplots for both Point B and stn MC. The central mark of each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1996-1999; B) Monthly boxplots for the period 2000-2003.
In the second period (200-2003) the chl $\alpha$ concentration was lower than in the first period at Point B, while at stn MC the autumn peak decreased and some years presented enhanced spring peaks (Fig.7.8B). Interannual changes were similar for the common period of both time series, eight years (Fig.7.9).

\[ r = 0.70 \quad p = 0.05 \]

![Graph showing interannual changes of salinity integrated chl $\alpha$.](image)

**Figure 7.9** - Interannual changes of salinity integrated chl $\alpha$. The Pearson correlation of the annual average values at Point B (continuous) and stn MC (dashed line) was performed on 8 complete common years.

### 7.2.3 Zooplankton composition

The abundance of 12 zooplankton groups (*Centropages* spp., *Temora stylifera*, *Acartia* spp., offshore Calanoida, other Calanoida, Poecilostomatioda, *Oithona* spp., *Penilia avirostris*, other cladocera, appendicularia, chaetognatha and jellyfish) was estimated by semi-automatic recognition of zooplankton samples from four years (1995-1997 and 2003) (see section 2.4.3 for details). Zooplankton composition was compared by contrasting boxplots representing the contribution of each zooplankton group to the total abundance of the 12 studied groups at each site, for the four common years of semi-automatic counts of ZooScan data (Fig.7.10). Average contributions of each taxon were contrasted by one-way Anova. The group 'other copepoda' (dominated by *Clausocalanus* spp. and *Paracalanus* spp.) is not represented in the figure as it shows a much higher contribution than the rest of the groups. It’s contribution was higher at Point B (45.93% mean, 39.8-52.07% 1$^{st}$ and 3$^{rd}$ quartiles) than at stn MC.
(35.33%, 29.47-41.19%), but the difference was not significant (p-val = 0.093). In this study, the notch occupies the whole boxplot indicating that the results of these analyses must be considered cautiously as distributions were calculated on only four years (n = 4). Interannual variability can be noticed by drawing seasonal patterns of each group for the four years (see Fig.6.21). Nevertheless, the consistency of the results obtained deserves attention.

Regarding copepods, only *Centropages* spp. and the group containing typical offshore calanoid species (i.e., genera belonging to the following families: Aetideidae, Augaptilidae, Calanidae, Candaciidae, Eucalanidae, Euchaetidae, Heterorhabdidae, Lucicutiidae, Scolecithricidae) presented significantly different contributions at both sites, with Point B characterised by a higher proportion of both groups than at stn MC. On the contrary, the contribution of *Temora stylifera* was higher at stn MC, although the difference was not significant (p-value = 0.058). Cladocera and appendicularia contributions at stn MC exceeded those at Point B, whereas chaetognatha and jellyfish (i.e., carnivorous medusae) contributions were lower than those at Point B.
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Figure 7.10 – Comparison of the contribution of each zooplankton group to the abundance of all the 12 groups compared at Point B (black boxplots) and at stn MC (red boxplots). The group ‘other calanoida’, with 45.93% and 35.33% mean values respectively and not significantly different, is not represented in the figure. The central mark of each box represents the median of the monthly distribution, and whiskers are 1.5 times the interquartile range. Boxplots are notched to represent a robust estimate of the uncertainty about the medians for box to box comparison. Results of a one-way Anova performed for each taxon are indicated by asterisks; a significantly different mean contribution of a taxon in the two locations is indicated for p-values <0.05 (*) and for p-values <0.01 (**).

7.2.4 Copepod abundance and size distribution

The copepod community at Point B presented two wide annual peaks, the main one around spring and the second one in autumn (Fig.7.11), whereas the annual copepod distribution at MC presented a bell shape, with highest annual values dispersed between April and October. Due to a different seasonality, although monthly copepod abundance at stn MC was generally higher than the one at Point B throughout the seasons, in late summer the difference increased (Fig.7.11). The same plots were performed with medium-copepod abundance (0.04 mm3-0.32 mm3 of body
biovolume), to try to avoid biases of abundance estimates produced by the different mesh used in both locations (330 μm at Point B and 200 μm at stn MC), and results were similar.

Abundances tended to decrease in the second period studied. In the case of MC it was clearly lower in December, January and April, while at Point B abundances decreased in the second period throughout the whole year.

![Total Copepod Abundance (1986-1990)](image1)

![Total Copepod Abundance (1996-2000)](image2)

Figure 7.11 - Seasonality of total copepod abundance represented by boxplots for both Point B and stn MC. The horizontal line inside each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.

The size diversity of the copepod community at the two sampling sites showed an opposite pattern with respect to abundance due to the normal abundance-size inverse relationship. Thus, the copepod community at stn MC showed a higher proportion of
small organisms than the one at Point B as reflected by the lower size diversity of MC copepods throughout the year (Fig. 7.12). And as in the case of abundance, the copepod size diversity in August was the highest of the annual cycle at Point B and the lowest at stn MC.

Figure 7.12 - Seasonality of copepod size diversity represented by boxplots for both Point B and stn MC. The horizontal line inside each box represents the median of the monthly distribution, whiskers are 1.5 times the interquartile range and crosses indicate outliers. A) Monthly boxplots for the period 1986-1990; B) Monthly boxplots for the period 1996-2000.
Chapter 7: Comparison of MC and Point B time series

If the trend of annual average abundance and size diversity at both stations is compared, the long-term changes are seen to be relatively similar. In the 1980s the community was more abundant and with a smaller average body size, to then decrease their abundance and increase their size in the 1990s (Fig. 7.13). In the 2000s at MC the situation started reversing, while at Point B only abundance showed a slight recovery. Despite these similar patterns, correlations were not significant.

Figure 7.13 - Interannual changes of A) abundance and B) size diversity of copepods. The Pearson correlation of the annual average values at Point B (continuous) and stn MC (dashed line) was performed on 14 complete and common years.
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7.3 Discussion

7.3.1 Methodological limitations of time series comparison

Before comparing time series, note should be taken of possible methodological biases, which usually are not possible to quantify but that at least must be kept in mind when interpreting results (Perry et al. 2004). Biases can be produced due to the use of different sampling techniques in the two time series. Among these biases, the most notable one is the net sampling. For copepods the issue has been previously tackled in this thesis (see section 3.4.4). Although at stn MC the 200 \( \mu \text{m} \) mesh catches more small organisms than the 330 \( \mu \text{m} \) mesh of Point B (Calbet et al. 2001), copepods with a body size larger than the mode of the spectra (the small copepod fraction, \(<0.004 \mu \text{m}^3\) neglected) were still more abundant at stn MC than at Point B. Copepod size diversity was also independent from the net bias on the small size fraction because this fraction was not considered in its calculation. For jellyfish, the effect of the mesh would be the opposite (Molinero et al. 2008a); at Point B gelatinous zooplankton would be less damaged than at stn MC due to its coarser net. Another net bias is expected due to the different volume sampled. At stn MC the volume sampled by the Nansen net is greater compared to that at Point B, but at Point B the sample contains more replicates and thus more volume and temporal variability in a sample. Other biases could come from the measurements; the instruments used in both stations were not calibrated between them and thus hydrological data could be slightly biased. The advantage of this study is that we do not add the common bias issued from methodological differences in taxonomic recognition using the microscope. Taxonomic biases might occur between time series but also in the same time series due to the different parataxonomists/technicians that were used in the analyses during the years of sampling. In this comparative study, the ZooScan methodology minimised human error and/or allowed its detection and correction.
Despite all these difficulties in comparing the time series, such studies are important to help understand the processes underlying the synchronies and similarity of patterns found between distant locations (Mackas and Beaugrand 2010). Alheit and Bakun (2010) propose time series comparison in ecology as the equivalent of laboratory experiments in empirical biology. In the present study, with the comparison of overlapping periods of both time series the differences and similarities noticed during the parallel study of both time series are highlighted. Although they presented strikingly similar long-term changes the seasonal and year to year patterns tended to differ.

7.3.2 Coastal-Offshore distinction

The comparison of hydrological and biological records of both time series emphasises the more coastal character of stn MC with respect to Point B. The MC time series presented warmer and less saline waters than Point B. The plankton community at stn MC showed higher levels of chl \( a \) concentration and copepod abundance, as well as a copepod community characterised by smaller mean body size than at Point B. In addition, the chl \( a \) concentration at stn MC was very variable from month to month and between years, and thus the seasonality characteristic of temperate zones was not as clear as for the Point B time series, especially in the first period compared (1996-1999). The copepod seasonal pattern neither presented the typical spring peak and lowest summer records, instead, the highest annual peaks were usually recorded in that season. Finally, the zooplankton composition during four years of study support the more coastal character of stn MC due to a higher proportion of cladocerans and a lower proportion of typical offshore calanoid species than at Point B.

A large-scale classification of Mediterranean pelagic ecosystems based on diverse atmospheric factors, salinity, temperature and/or chl \( a \) shows a similar pattern, with regions formed following an East-West and North-South gradients (D'ortenzio and
Ribera D'alcalà 2009; Katara et al. 2008; Tsimplis and Josey 2001) (see section 2.2.1 for further explanation). Yet, a recent study of six Mediterranean coastal time series (including both Point B and MC) found that the coastal-offshore gradient was more important in sorting the stations than large-scale gradients (Berline et al. 2010). The authors found that the six stations were sorted by their chl \( a \) average concentration and variance in two groups, the more open sea oligotrophic stations (Stoncica, Balears and Point B) with low mean values and low ranges of chl \( a \), and the more coastal mesotrophic stations (Athens, Trieste and stn MC) with high chl \( a \) average concentration and high ranges (Fig.2 in Berline et al 2010). In addition, in that study, the same distinction was found when contrasting chl \( a \) and abundance of broad taxonomic groups (Fig.2 in Berline et al 2010). They found more copepods and cladocerans in coastal stations following a linear relationship with chl \( a \) concentration, and higher abundance of jellyfish in offshore stations despite the higher chl \( a \) concentration in the latter. In addition, the cladoceran offshore-coastal gradient was clearer and steeper than that of copepods, and at stn MC chaetognaths were less abundant than at Point B for the whole series. These results fully match the results presented here on zooplankton during the four years of observations.

The higher proportion of jellyfish and chaetognaths at Point B than at stn MC despite the lower chl \( a \) concentration could be related to a higher trophism due to its more offshore character. In a global survey, Gasol et al. (1997) examined simultaneous reports of phytoplankton, bacteria and mesozooplankton biomass, and concluded that the heterotrophic-autotrophic ratio tended to decline with phytoplankton biomass and primary production, and that this trend was steeper in open-water communities. Thus, offshore communities may support more heterotrophic biomass than coastal ones for a
given autotrophic biomass, and this would be due to tighter and more efficient coupling between phytoplankton and heterotrophs.

The colder and more saline character of the water column at Point B may indicate also its more offshore character than stn MC. A coastal-offshore gradient of salinity (saltier), temperature (colder) and chl \(a\) (higher) is a common pattern in marine ecosystems due to river fresh water input, runoffs and shallow waters in the coastal areas. In both coastal sites, a local gradient of temperature and salinity has been found when performing coastal-offshore transects (Molinero et al. 2008a; Zingone et al. 1995). Yet, only in the case of the Gulf of Naples chl \(a\) and phytoplankton production increased coastward (Zingone et al., 1995). In the case of Point B, the existence of a frontal zone and associated upwelling offshore implied higher concentrations than inshore (Molinero et al., 2008a). Due to the coastal character of stn MC, phytoplankton blooms are rather intermittent and short, and have been mostly related to terrestrial runoff, sewage discharge, atmospheric nutrient input and lateral advection due to very dynamic mesoscale patterns (Zingone et al. 1995, Ribera d’Alcalá et al 2004, Zingone et al., 2010). In this site nutrients are seldom depleted and blooms depend on calm conditions that provide light and water column stability.

Regarding the higher size diversity recorded at Point B, this is related to different species composition and population structure in both sites. In chapter 5 the large-size fraction of the copepod community was significantly correlated to the group of typical offshore species. The large-size fraction at Point B represented around 5% of the total copepod abundance, whereas, at stn MC it represented around 2%. A coastal-offshore gradient has been reported for the size distribution of copepod communities in different basins (D’Elbée, 2001; Sourisseau and Carlotti 2006; Mackas and Coyle 2005) and is based on behavioural and life-history adaptations that favour survival and
retention of species in shallow near-shore areas or in deep offshore areas (Gasser et al. 1998; Mackas and Coyle 2005; Mazzocchi et al. 2010). Typical offshore species are usually large, strong swimmers that perform vertical migration, and carnivory or omnivory is more frequent that in neritic communities (Mackas and Coyle 2005). In addition, the higher concentration of chl $a$ at stn MC related to its more coastal character could probably imply more copepod secondary production than at Point B, and thus more small copepodites constituting the copepod populations contributing to the observed lower size diversity at this location.

Finally, regarding this coastal-offshore gradient, in both stations the presence of typical offshore species has increased from the 1980s to the 1999s, and in the case of stn MC, in the 1980s chl $a$ concentration was much higher and related to more frequent sporadic inputs of nutrients of terrestrial origin (Ribera d’Alcalá et al. 2004, Zingone et al. 2010). These results suggest a trend to a more offshore character in both stations that could be related to a more frequent intrusion of offshore waters in the study sites. This common pattern could indicate a common environmental forcing affecting hydrology at basin-scale dimensions.

7.3.3 Seasonality: Differences related to water-column dynamics

Different dynamics of water-column stability as well as seasonality of chl $a$ and copepod abundance point to different mechanisms driving the biological production in both sites. Results of other studies at stn MC suggest that phytoplankton blooms are less dependent on nutrient input related to vertical stability compared to other temperate coastal systems like Point B, due to intermittent input from terrestrial and anthropogenic sources (Ribera D'alcalá et al. 2004; Zingone et al. 1995; Zingone et al. 2009). Phytoplankton at stn MC in winter has been analysed in detail, and chl $a$ profiles from that season were sorted into groups by cluster analysis (Zingone et al. 2009). The
authors found that the highest surface concentrations related to diatom blooms occurred in association with low salinity. A surface layer of low salinity appeared and was generally characterised by heavy nutrient loads, yet in a mixed nutrient-replete water column the hypothesis of a higher chl $a$ concentration related to nutrient input was not supported. Instead, they hypothesized that the enhancement of primary production was possibly due to water-column stratification, allowing diatoms to concentrate in the first few meters of the column, and if followed by calm weather a winter bloom occurred. In that study, stratified conditions in winter were reported to decrease in the 20-year time series at the same time as fresh water inputs reduced. In another study of phytoplankton blooms in autumn, the same authors proposed terrestrial runoff and stability of the water-column as the trigger to initiate blooms rather than higher nutrient concentrations due to vertical mixing (Zingone et al. 1995). Actually, the erosion of the thermocline, at least at the beginning of the time series, is unlikely to have caused an increase in the vertical flux of nutrients because the main nutricline was below the depth reached by the autumn mixing (Carrada et al. 1980; Ribera D'alcalà et al. 2004).

Observing figures 5.4 D and 6.9 D it is evident that at Point B a classical seasonal cycle representative of temperate areas is found, with one spring bloom and occasionally a second lower autumn bloom, whereas at stn MC high peaks were dispersed throughout the year. Yet, while at the beginning of the MC time series, peaks were very high throughout the year, at the end of the time series highest values were recorded in spring and autumn and were lower than peaks at the beginning. These patterns might be related on the one hand to the effect of terrestrial inputs at stn MC and its decrease after the 1980s as suggested in former publications, and on the other hand perhaps to water-column stability. In autumn, the erosion of the thermocline at Point B might liberate more energy and mix nutrients from the deeper waters to the photic zone.
At stn MC, the autumn erosion might be weaker than at Point B and may not play an important role in annual phytoplankton production, as pointed out by Carrada et al. (1980). Supporting the role of summer stability on annual primary production, at the end of the MC time series, when the summer-column stability was stronger and stratification started earlier, the autumn secondary and the spring primary peaks were the highest peaks of the year although these peaks were lower due to less terrestrial inputs and higher depletion of nutrients in summer than in the 1980s.

The strongest difference of copepod abundance and size in both time series was observed in summer, with August presenting the highest abundance and smallest size at stn MC and one of the lowest annual abundances and the highest size diversity at Point B. At Point B, the water-column stability in summer was stronger than at stn MC, the photic zone was nutrient depleted and thus copepod abundance presented the lowest values of the year (see figures 6.10 B and 6.12 A). At stn MC, nutrients were seldom depleted (Ribera d’Alcalà et al., 2004) and copepods presented their highest annual abundance in summer. Related to these very different conditions in summer, the zooplankton community of stn MC was characterised by a higher proportion of efficient filter feeders such as cladocerans and appendicularians, and a higher proportion of small copepods than at Point B. In Mediterranean coastal waters, the zooplankton community in summer shifts towards filter-feeding organisms such as the cladoceran *Penilia avirostris* and appendicularians (Calbet et al. 2001). As the summer progresses, the combination of warm and calm waters with a higher abundance of prokaryotic picoplankton may explain the dominance of fine particle filter feeders. The higher proportion of filter feeders at stn MC might be due to more nutrients being available for the summer zooplankton community, warmer conditions than at Point B, and warming of the whole water column in summer. While at Point B, only water above the
thermocline (~ 30 m depth) warmed up, at stn MC summer temperature increased throughout the water column, with temperature at 70 m depth similar to that at 30 m depth at Point B (~ 18-19 °C). It could be hypothesized that the microbial loop would be reinforced at stn MC due to higher temperatures that would accelerate metabolic rates, and to more nutrients being available than at Point B to support those metabolic increases, and that the asexual reproduction of cladocerans and appendicularians would be favoured by the same reasons. In addition, the warmer conditions in the whole water column in summer would favour the dispersion of plankton throughout the water column and not only in the first upper meters. The lack of data on vertical distribution in the two stations does not allow testing this hypothesis.

Summer copepods can coexist with cladocerans and other efficient filter feeders due to niche segregation; with copepods feeding mostly on small diatoms, ciliates and dinoflagellates and cladocerans on small bacteriophagus flagellates (Atienza et al. 2006; Katechakis et al. 2002; Turner et al. 1988). The abundance of typical-summer copepods at stn MC such as Paracalanus parvus has been reported to decrease in the 1990s (Mazzocchi et al. 2010), and this thesis also shows a decrease of copepodites during that season. This could be related to more stratified conditions and to less nutrients being available favouring smaller phytoplankton species that would escape from copepod predation. From the comparison of both time series presented here, it seems that in the 1980s the mechanisms controlling the pelagic ecosystem in both locations differed more than in the 1990s.
7.3.4 Long-term similarities

Despite the differences observed in the community composition, water-column dynamics and the different mechanisms that seem to control the pelagic communities at both time series, long term changes were quite similar: temperature increased in both locations and SST were significantly correlated, salinity was higher in the 1986-1990 than the 1996-2000 period and then increased again in the 2000s at both sites, chl $\alpha$ showed significant correlations for the overlapping period, copepod abundance decreased in the 1990s and increased again in the 2000s, and copepod size diversity was higher in the 1990s than in the 2000s.

Similar long term patterns that are not significant at a year to year level suggest that large scale atmospheric forcing might affect both locations in a similar fashion, although local environmental forcing may play a role in modulating hydrological changes and thus shaping the plankton communities at both sites. Local forcing may possibly be stronger at stn MC as it is in the inner part of the Gulf of Naples, around two nautical miles from the city of Naples. Anthropogenic forcing of a highly populated area and mesoscale variability might be the main factors affecting the hydrology and plankton variability recorded at stn MC. Perhaps the strong coastal character of stn MC and thus a higher frequency of environmental variability could in part explain the resilience of its plankton communities, and its less marked long-term patterns as stressed in previous studied of this time series (Mazzocchi and Ribera d’Alcalá 1995, Ribera d’Alcalá et al. 2004, Mazzocchi et al 2010).

It is worth highlighting that also off the coast of Trieste, in the Adriatic basin, a long-term change has been detected in copepod and phytoplankton communities in the late 1980s, and that the SST recorded at that location showed a significant correlation with the SST at Point B and stn MC (Berline et al. 2010). Conversi et al. (2010)
consider that the reason for the late-1980s shift at Point B and in the North Adriatic is a synchrony of local water temperature with the Northern Hemisphere temperature (NHT) variations. This would explain the parallel changes of zooplankton communities in the different basins (see review in chapter 2). The authors suggest that due to a continuous increase in warming, the late 1980s regime shift might not reverse to previous conditions in the near future. Our results suggest quasi-decadal changes, as the copepod abundance as well as salinity seem to reverse their trend in the early 2000s in both time series. Long-term changes in the Northern Hemisphere centres of pressure, as indicated by the NAO index, could have affected atmospheric pressure, SST, cloud coverage, precipitation and/or wind regimes in a similar fashion at both sites, and/or hydrological changes at a basin scale would have affected both sites in a similar fashion, as reflected by the more frequent appearance of typical offshore species. These suggestions are however, speculative, and it is essential that both time series are maintained into the future so that a greater insight can be gained of the possible links between both sites and the mechanisms shaping their pelagic ecosystems.
Chapter 8. Conclusions and perspectives

8.1 Main conclusions

This work has pioneered analysis of zooplankton time series with ZooScan, an image system to automatically count and size mesozooplankton. From the results presented here, on the one hand the ZooScan integrated system has been improved and on the other hand results from the analyses of copepod size spectra have given new insight on the mechanisms linking climate and plankton at stn MC and Point B. These results could help to understand large-scale climate forcing in the western Mediterranean basin. The most important results of this thesis are the following:

1 – Significant relationships were found between copepods sorted manually and copepods sorted automatically with the ZooScan integrated system

Manual and automatic recognition were not significantly different in 60 samples from Point B. In addition, the MC time series of manual counts under the microscope and the time series of automatic counts with the ZooScan integrated system were highly correlated.

In this thesis, it has been shown for the first time that copepod size spectra issued from automatic estimates were very similar to those of true copepods. The size-spectrum diversity calculated on automatic spectra was highly correlated to the true copepod size-spectrum diversity, and it was also significantly correlated to the species diversity of the MC time series. Moreover, it has been shown that the small size fraction of the copepod spectra can be used as a proxy for copepodites, and the large size fraction as a proxy for typical offshore species due to the significant correlations found with the MC time series of taxonomic counts under the microscope.
2 – The copepod size spectrum is a useful synthetic index to detect changes in pelagic ecosystems

Long-term changes, at both studied sites, have been described in this thesis. Those changes were not previously detected with the traditional taxonomic approach. Copepod size spectra revealed changes in population dynamics (i.e., less copepodites in the 1990s) and changes in community composition (i.e., a trend to an increasing proportion of typical offshore species from the late 1980s).

Computing copepod size spectra is much less time consuming than performing species taxonomic counts under the microscope, because copepods can be sorted by automatic recognition implemented in the ZooScan integrated system. The results presented in this thesis support the copepod size spectrum as a synthetic index to detect changes that could be more difficult to detect by studying the more complex species composition. Analyses of the taxonomic composition would be a second step after having detected temporal patterns in the community size distribution.

3 – Analyses of MC time series suggest changes in the copepod community related to changes in the phytoplankton community

Previous analyses on copepod taxonomic counts could not detect changes that may had reflected a response to the long-term changes previously reported in phytoplankton (i.e., lower chl $\alpha$, higher abundance but smaller average cell size in the 1990s). With the ZooScan integrated system approach, copepod changes parallel to the long-term changes described for phytoplankton were detected. Lower copepod abundance and higher size-spectrum diversity were found in the 1990s. Significant correlations between phytoplankton and copepods were described: Chl $\alpha$ annual mean concentration and annual mean copepod size-spectrum diversity were highly anticorrelated; copepod size-spectrum diversity was weakly but significantly correlated to the small phytoflagellate abundance ratio measured one month earlier; and
phytoplankton mean-cell size and copepodite concentration a month later were also correlated. These results pointed to a decrease of copepod secondary production due to less prey available in the 1990s. In addition, phytoplankton seemed to be controlled by stratification dynamics. This hypothesis had not been suggested previous to this study.

4 – Analyses of Point B time series suggest salinity and winter convection to be key factors shaping the zooplankton community

Previous studies performed on some key zooplankton species had not detected a quasi-decadal zooplankton abundance oscillation. The most recent studies, pointed to a regime shift in 1987 due to water warming and suggested that, due to the thermal long-term trend, the zooplankton community would remain in the new state, a community dominated by gelatinous zooplankton. In our study, the quasi-decadal oscillation of environmental conditions and the studied zooplankton groups, as well as the salinity and winter density patterns suggested periodic changes related to atmospheric forcing altering stratification–destratification dynamics by means of salinity changes. Winter convection was hypothesized to be a key factor in controlling zooplankton stocks by bottom-up control.

5 – Synchronous almost-decadal changes may have occurred at both sites due to large-scale forcing, although the underlying mechanisms seem to be rather different

The results presented in this thesis suggest two possible scenarios of change at the studied sites, synthesized in the following paragraph:

In both time series, MC and Point B, the copepod community in the 1990s was characterised by less copepods and a community with a larger average body size than in the 1980s. In the early 2000s abundance seemed to start recovering. Stn MC presented a more coastal character than Point B, and although the apparent synchrony of long-term changes points to large-scale climate forcing, the mechanisms underlying the copepod
changes in both sites seem different. The results presented in this thesis suggest that at Point B, winter convection might have been the main factor controlling the copepod annual production by bottom-up control dependent on nutrient input into the photic zone. Whereas at stn MC, nutrients were rarely depleted due to terrestrial inputs, higher environmental variability was recorded due to its location inside the Gulf of Naples, and the water column stability in summer seemed to be the main factor controlling the copepod community in the studied period. In the 1990s, winters were warmer and less saltier than in the 1980s at Point B, and this might have provoked a decrease of zooplankton production. At stn MC, earlier stratification in the 1990s and a possible decrease of terrestrial inputs of nutrients seem to have favoured small phytoplankton species (i.e., small flagellates) over large species (i.e., large diatoms) and this in turn may have been detrimental to copepod secondary production. The concomitant increasing presence of typical offshore species in both coastal sites might indicate a common large-scale forcing, maybe related to changes in currents or sea level in the western Mediterranean.
6 – The ZooScan integrated system is a powerful tool to monitor mesozooplankton ecosystems

The main advantages of the ZooScan with respect to traditional counts under a microscope are: the rapidity of processing, standardisation of measurements, large-data output (i.e., ~1500 measurements of body size per sample) and the ability to produce an image database that can be shared for further analysis. Despite the advantages of using ZooScan, microscopic counts cannot be neglected. Depending on the difficulty of a given species recognition (i.e., sharpness of morphological characteristics) the automatic identification may or may not be satisfactory. Generally, the ZooScan integrated system is not able to identify organisms at a species level. Thus, it is recommended to perform the automatic-semiautomatic coupling system for an optimal result (Gorsky et al., 2010). In this thesis, the usefulness of studying broad groups (i.e., copepod, chaetognath, jellyfish, etc.) with the ZooScan to monitor the state of a pelagic ecosystem has been highlighted. After the changes in a long-time time series have been rapidly detected with the ZooScan integrated system, hypotheses can be made, and tested by analysing the abundance of key species. If those species cannot be sorted from the ZooScan images, the microscopic counts are essential.
8.2 Main perspectives

The results obtained in this thesis open new questions and point to new research topics:

- Performance of calibration experiments between body size obtained with the ZooScan and C and N content in broad taxonomic groups. These new datasets could be a great contribution to validate models on energy flux and C export to deep waters depending on the community composition.

- Study size spectra at species level to find physiological constrains (i.e., thermal effect on body size and secondary production) and to find patterns in population dynamics by studying the species size spectrum shape.

- The importance of continuing to monitor both time series to test the predictions, and to better understand the mechanisms underlying Mediterranean zooplankton changes.

- Initiate a global comparison of zooplankton time series with the ZooScan system.

- Coupling the ZooScan with flow cytometry and the FlowCam to obtain continuous biomass spectra from pico- to mesoplankton.

- Analysis of a global ZooScan database to search for general patterns of size spectra as the one proposed by the Metabolic Theory of Ecology.
References


References


References


Ibanez, F. 1991. Treatment of the data derived from the cost 647 project on coastal benthic ecology: The within-site analysis. In B. Keegan, Space and time series data anlysis in coastal benthic ecology, , pp. 5-43.


Molinero, J. C., M. Casini, and E. Buecher. 2008c. The influence of the Atlantic and regional climate variability on the long-term changes in gelatinous carnivore
populations in the northwestern Mediterranean. Limnology and Oceanography 53: 1456-1467.


References


measurement of size diversity with emphasis on data standardization. Limnology and Oceanography-Methods 6: 75-86.


References


Appendix I

Table 1 - Variables measured by Zooplcess on the scanned objects. For more information on the parameters refer to http://www.obs-vlfr.fr/~gaspari/Plankton_Identifier/faq.html

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of the variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>Surface of the object in square pixel.</td>
</tr>
<tr>
<td>Mean</td>
<td>Average grey value within the object</td>
</tr>
<tr>
<td>StdDev</td>
<td>Standard deviation of the grey value within the object</td>
</tr>
<tr>
<td>Mode</td>
<td>Modal grey value within the object</td>
</tr>
<tr>
<td>Min</td>
<td>Minimum grey value within the object (0 = black)</td>
</tr>
<tr>
<td>Max</td>
<td>Maximum grey value within the object (255 = white)</td>
</tr>
<tr>
<td>X</td>
<td>X position of the centre of gravity of the object</td>
</tr>
<tr>
<td>Y</td>
<td>Y position of the centre of gravity of the object</td>
</tr>
<tr>
<td>XM</td>
<td>X position of the centre of gravity of the grey level in the object</td>
</tr>
<tr>
<td>YM</td>
<td>Y position of the centre of gravity of the grey level in the object</td>
</tr>
<tr>
<td>Perim</td>
<td>Length of the outside boundary of the object</td>
</tr>
<tr>
<td>BX</td>
<td>X coordinate of the top left point of the smallest rectangle delimiting the object</td>
</tr>
<tr>
<td>BY</td>
<td>Y coordinate of the top left point of the smallest rectangle enclosing the object</td>
</tr>
<tr>
<td>Width</td>
<td>Width of the smallest rectangle enclosing the object</td>
</tr>
<tr>
<td>Height</td>
<td>Height of the smallest rectangle enclosing the object</td>
</tr>
<tr>
<td>Major</td>
<td>Primary axis of the best fitting ellipse to the object</td>
</tr>
<tr>
<td>Minor</td>
<td>Secondary axis of the best fitting ellipse to the object</td>
</tr>
<tr>
<td>Angle</td>
<td>Angle between the primary axis and a line parallel to the x-axis of the image</td>
</tr>
<tr>
<td><strong>Circ</strong></td>
<td>Circularity = ( (4 \times \pi \times \text{Area}) / \text{Perim}^2 )</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Feret</strong></td>
<td>The longest distance between any two points along the object boundary</td>
</tr>
<tr>
<td><strong>IntDen</strong></td>
<td>Sum of the grey values of the pixels in the object</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td>Median of the grey value used to generate the mean grey value</td>
</tr>
<tr>
<td><strong>Skew</strong></td>
<td>The skewness being the third order moment about the mean</td>
</tr>
<tr>
<td><strong>Kurt</strong></td>
<td>Kurtosis, the fourth order moment about the mean</td>
</tr>
<tr>
<td><strong>%area</strong></td>
<td>Surface of holes in percentage</td>
</tr>
<tr>
<td><strong>XStart</strong></td>
<td>X coordinate of the top left point of the image</td>
</tr>
<tr>
<td><strong>YStart</strong></td>
<td>Y coordinate of the top left point of the image</td>
</tr>
<tr>
<td><strong>Area_exc</strong></td>
<td>Surface of the object excluding holes in square pixel (=Area*(1-(%area/100))</td>
</tr>
<tr>
<td><strong>Mean_exc</strong></td>
<td>Average grey value excluding holes within the object (= IntDen/Area_exc)</td>
</tr>
<tr>
<td><strong>Fractal</strong></td>
<td>Fractal dimension of object boundary</td>
</tr>
<tr>
<td><strong>Skelarea</strong></td>
<td>Surface of skeleton in square pixel</td>
</tr>
</tbody>
</table>
Table 2 - Variables of Plankton identifier calculated from the Zooprocess original variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description of the variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESD</td>
<td>Equivalent Spherical Diameter</td>
</tr>
<tr>
<td>Elongation</td>
<td>Major / Minor</td>
</tr>
<tr>
<td>Range</td>
<td>Max – Min</td>
</tr>
<tr>
<td>MeanPos</td>
<td>(Max – Mean) / Range</td>
</tr>
<tr>
<td>CentroidsD</td>
<td>Square root of ((XM – X)^2 + (YM – Y)^2)</td>
</tr>
<tr>
<td>CV</td>
<td>100 * (StdDev / Mean)</td>
</tr>
<tr>
<td>SR</td>
<td>100 * (StdDec / (Max-Min))</td>
</tr>
<tr>
<td>PerimAreaexc</td>
<td>Perim / Area_exc</td>
</tr>
<tr>
<td>FeretAreaexc</td>
<td>Feret/Area_exc</td>
</tr>
<tr>
<td>PerimFeret</td>
<td>Perim / Feret</td>
</tr>
<tr>
<td>PerimMaj</td>
<td>Perim / Major</td>
</tr>
<tr>
<td>Circexc</td>
<td>((4 * \pi * \text{Area}_\text{exc}) / \text{Perim}^2)</td>
</tr>
<tr>
<td>CDexc</td>
<td>((\text{CentroidsD})^2 / \text{Area}_\text{exc})</td>
</tr>
</tbody>
</table>
Table 3 - Confusion matrix of the first cross-validation performed on the 45 original categories; the total error rate was 0.41 with the Random Forest algorithm.
Table 4 - Confusion matrix of the definitive learning set's cross-validation; 26 categories and 0.23 total error rate with the Random Forest algorithm.
Table 5 - Confusion matrix of learning set validation with the testset.
Appendix II

Carmen Garcia-Comas
Written for Zooprocess version 6.16
Hydroptic & LOV

SHORT MANUAL TO WORK WITH THE ZOOSCAN

Please use the following “tools” to learn how to use the ZooScan:

ZooScan Manual (v.6.16) to download in www.zooscan.com
ZooScan Users Forum: http://zooscan.forumakers.com/
Gorsky et al. (2010) ZooScan methodological paper.
Open access link in www.zooscan.com
http://plankt.oxfordjournals.org/cgi/reprint/fbp124?ijkey=gJnvV9AjR20gITg&keytype=ref

ZOOSCAN WORKING PROTOCOL

Morning:

Turn on the ZooScan and rinse the scan tray.

Eliminate marks on the glass and frame and check from time to time if the glass of the ZooScan cover has no marks.

Put some water to cover the tray (it avoids scratching the tray with the frame).
Place the frame of your project.

Fill with water until the step of the frame is covered.

Do a background scan (2scans) in the project you will work on (check that there is not dust on the OD, dark circle, position and that the tray and water are clean).
DON’T FORGET TO PRESS THE TEMP GREEN LIGHT BUTTON before scanning.

Day:

Scan samples (while one sample is being scanned you can recondition the previous one or prepare the next one if you want to).
COVER THE STEP OF THE FRAME WITH EXTRA WATER!
PRESS THE TEMP GREEN LIGHT BUTTON before scanning!
(if your ZooScan has also a blue light button and it’s on, turn it off before scanning)
End of the day:

Launch “Convert and process images in batch mode” in ImageJ, Z, (All images in the Raw folder will be processed during the night). If in your project you already have processed images, you can select to process the converted images (in the subfolders of the Work folder) to spare conversion time.

Once a week:

You can dedicate 1/5 days to creating your Learning set at the beginning (at the end of the first week of scanning) (we recommend not investing too much time in building it) and to validate your samples (check automatic recognition by extracting vignettes according to prediction and resorting them if wrongly recognized).

We recommend using a small Learning set (about 200 objects/group) to accelerate organism recognition, and to validate all the samples to have a robust dataset at the end.

ZOOSCAN PROTOCOL FOR SCANNING

DO NOT FORGET TO DO A BACKGROUND (2 scans) every morning before a day of scanning.

If it is the first time that you will use your ZooScan:

1. Check that your ZooScan is on a bench without vibrations and that the instrument is horizontal. Check first that the top-left corner of the ZooScan is stable (push on it). If not, you should lift that leg a bit until it does not sink under the pressure of your hand. If the ZooScan is not horizontal, level it by screwing or unscrewing the legs.

2. The height of your ZooScan legs must be enough to place below the mouth of the zooscan a receptacle to recover your sample when pouring it from the scanning tray.

3. The receptacle to recover your sample should be wide enough to not miss the mouth of the tray when elevated, and deep enough (although lower than the ZooScan height) to recover all the water of the sample+ the extra-water poured to rinse the tray.
First time working with ZooProcess:
Read section 12.9 in page 90-91 of Zooprocess_manual_v6.16

If you have just installed Zooprocess for the first time or also if you installed it but it is
the very first time that you create a project for your new ZooScan, you need to change
the default sampling settings. Check the version of your ZooScan and dimensions of
your frames in the Qualification Report that Hydroptic delivered to you with your
instrument.

Choose the option “CHANGE/CHECK Zooscan version & parameters” in Zooprocess.

- Select your ZooScan version to the one corresponding to your model
  (if delivered by Hydroptic check if it is v1 or v2 in the qualification report).
- Check if the OD position and frame X-Y dimensions correspond to those noted
  in the Qualification report and if not change them in the computer according to
  the values delivered by the company.

Now the standard .ini files are modified according to your machine, and your ZooScan
is ready to scan.

Create a Project:
Read section 12.9 in pages 90-91 of Zooprocess_manual_v6.16

Open Image J, click on Z icon and choose the option “create a new project” which is on
the bottom of the options’ list. Click OK.

Choose the drive. We recommend to create your projects in a drive root were you just
can store them and you just keep the ZooScan projects (clean) (i.e., Zooscan root folder
in C:, and zooscan projects in D: drive).

We recommend that each project has only one scanning configuration file (vuescan.ini
file). So choose just the one you will always be using in that project.

It is recommended to use the large frame and highest resolution image:
“vuescan_zooscan_2400dpi_frame2_large.ini” (although you need at least 2G RAM to
be able to process those images!).

Untick the other options (other .ini files). Only the ticked .ini file will be copied to your
Zooscan_config folder in the created project.
Before scanning:

We recommend keeping bottles with water to have litres of water at environmental temperature to work with your zooscan. If not, you will probably have condensation, bubbles, etc, due to temperature differences between the tap pipes and the zooscan room.

Treat the ZooScan gently and maintain it (e.g., clean it at the end of the day; hold always the tray when you lift it to remove the water! It could fall). Use only wooden sticks to separate organisms in the tray (it avoids scratches). We use dried cactus spines stuck with scotch taper on a thin pipette in the Laboratory of Villefranche.

Check the performance of the ZooScan by doing a background scan (2 replicates) every morning. This is also important for image processing, as the process will be done with the latest background (if it was done a long time ago it could maybe not represent the present background of your ZooScan).

4. Turn on your ZooScan if it’s the first sample in the morning (it needs to warm up). Then you leave it on all the day if you are passing samples. Turn the zooscan off during the night.

5. Prepare your sample. Here, I explain the procedure followed in Villefranche (for 200 and 330 μm sampling nets):

   1) Sieve your sample to take out the formol and sea water (you can keep it to recondition the sample afterwards). We sieve each sample through a 1mm mesh and 200μm mesh to have 2 size fractions (this is to avoid missing the rare large organisms while splitting the sample to scan a subsample). Rinse the sample with tap water to properly eliminate the sea water. Place each fraction (subsample) in tap water.

   2) Now you have 2 size fractions. The large one (>1mm) is called d1; the small one is called d2 (200μm-1mm) (d1 and d2 will be added at the end of the sample name to distinguish them during the data processing).

   3) Take one of the fractions (e.g., d2) and split it until there are ~1000-1500 individuals (experience will give you the good eye for dilution to have a good scan: not too crowded and not poor).

Scanning (we scan during the day, and process them later during the night):

1. Pour some water on the scanning tray until you have covered it.

2. Place the frame (the one defined in your Zooscan Project; preferably the large one). Control that the frame is well placed on the foremost left-bottom side of
the scanning tray (this is very important because the area of scan is fixed to cover the frame when well positioned)!

3. Clean drops or marks on the frame.

4. Pour the sample and add tap water until all the perimeter of the frame’s step is covered with water. When you pour the sample and add the extra water you can already accelerate the separation of organisms by pouring the sample homogeneously on the tray and by pouring the extra water on conglomerated areas of the tray (i.e., high density of organisms and thus touching) to “dissolve” them.

6. Take 5-15 minutes to properly separate the organisms. Move to the tray the organisms placed on the step of the frame or touching the frame (if not, they will not be considered in the scan as the image is cropped on the borders of the frame). Also, if some organisms are floating, try to sink them with the wood peak (otherwise their size measurements are wrong and their image captions are blurred). If it’s difficult to sink the floating organisms and they are very few, the best is to take them out of the image (e.g. placing them on the step of the frame). This step (organisms’ separation) is critical to have good data quality. Thus, please pay attention and try that none object is touching another one. Nevertheless, some samples can be difficult to separate. Make a compromise between the time expended separating and the quality of the image. You can, after the process of the image, separate touching objects with the separation tool in zooprocess.

7. Launch Zooprocess, select your project and click on SCAN sample with Zooscan (for archive, no process). Then, follow the instructions on zooprocess window.

If you would like to use our matlab files to read and treat your data “par default” you must write the date of sampling and fraction as follows in this example:

Mc19980530d1 (this is the large size fraction of a sample from the 30th May 1998 at mc station in Naples). If you do not need to divide your samples in two size classes, please add d1 at the end of the name anyway. The matlab program will search for it, and if there is not d2 subsample it will work anyway.

8. IMPORTANT! Do not forget to turn on the green light of the ZooScan before launching the scan in Vuescan. WAIT 30 seconds between the preview and pressing scan (if you don’t wait, the light-tempo can bug!).
After scanning:

Be very careful writing your sample meta data file. The first time you do a sample in a project you write in all the boxes of the meta file. Then, in the case of a time series of a fixed station, you will need to change the volume sampled (if the net changes) and the subpart (i.e., the fraction that has been scanned...16 if you have split the sample 4 times). Do not leave any boxes empty.

When you have written the sample meta file and pressed OK, Image J has finished. Your sample raw image + log.txt file + meta.txt file will be created in your project folder:

e.g., E:\Zooscan_largeframe2400\Zooscan_scan\_raw

The log file gives information on the scanning method (parameters).

The meta file gives information on the sampling method (sampling site, sampling methodology, e.g., net size, volume...etc, and on the sampling preparation for the zooscan, e.g., pre-filtering and splitting rate).

The image will be treated when you process the scan with those of the day "Convert and process image in batch mode" (during the night). Anyway you have other options as scanning and processing one image or converting and then processing one image.
PROCESSING SAMPLES  
*Read section 9, pages 30-41, of Zooprocess_manual_v6.16.*

(Recommended to launch the batch mode during the night)

If it is the first time that you process samples with your project, before doing it maybe you want to arrange the size limits of the organisms you want to measure. You can change the ESD thresholds (equivalent spherical diameter) of particles to be considered in the scan (0.3-4 mm by default which is good for the mesozooplankton bulk).

To change the configuration for processing scans, open ImageJ, click on Z as usual, select your project if you were in a different one the last time you used the program, and click on the option “Edit Configuration File”. All the options will be displayed in a box. To know about these options (which I recommend to not change if you are not confident with the changes) go to *section 12.7, pages 85-88, of Zooprocess_manual_v6.16.*

Open Image J, click on Z icon and select “CONVERT PROCESS IMAGES in batch mode”.

It is recommended to leave the configuration by default. If you tick the option “Save thumbnail images of organisms” the image process will take much longer. It might be faster to extract the vignettes afterwards with the option “Extract vignettes for plankton identifier”; or much faster with the option “Extract vignettes in folder according to prediction” once the objects have been automatically recognized by a created Learning set.

At the end of the sample processing you will obtain a new subfolder named as the sample and placed in Zooscan_scan\_work\ of your project. In the subfolder you will have a new file which is the .pid file. The .PID FILE is a single file that concatenates the log.txt, the meta.txt, the processing functions applied and at the end the meas.txt which is the table containing all objects (rows) and their measurements (columns). The measurements that you might use to compute size for data analysis are Area, Major (longest axis of the object) and Minor (minor axis of a perfect ellipse of the same area of the object measured). Other measurements correspond to variables of shape and texture for automatic recognition, and of position in the tray. To see what each variable is, please check the “IJ_variables.txt” file.
CHECKING IMAGE QUALITY AND SEPARATING TOUCHING OBJECTS
Read sections 11 and at least 12.1, pages 59; 70-71, of Zooprocess_manual_v6.16

(Recommended to do it every morning on the batch launched during the previous night)

Every morning, after a night of processing in batch, you select on Zooprocess to “CHECK process by viewing segmented images”. You select the first image of the batch you performed the previous night and you pass to the next one when you close it. If you want to finish you press the space bar (if any image stays opened on the screen, select the option “close all opened images” on the bottom of Z menu). The opened images are the _mskl.gif and they allow you to see if the background was well extracted from your image, i.e., no areas with many dots. You can also check on this image if the organisms are not aggregating.

If you have doubts on the quality of your image, to better check if organisms are well separated you can use the “view image with outlines” or also “view vignettes”. These tools allow you to see if more than one object were considered as a single object by the system.

Whenever you are not satisfied with the manual separation that you performed on the scanning tray (many objects touching in the image), you can separate them by drawing lines between the touching objects. Select the option “Separation from B/W msk image”. A line will cut the single object that was actually composed of two organisms (or more organisms, and in that case more lines to be drawn). When you have finished drawing lines, you press cancel and Zooprocess rewrites on your datatable of the .pid file to correct the modified objects. You can do the same using the “Separation using vignettes” option. We recommend leaving ticked the sort vignettes by decreasing surface as the conglomerates of organisms might create large objects. Then, if the organisms have already been recognized, you can also tick the second option to see vignettes by group (i.e., you see all the copepods to “clean them”).
ZOOSCAN PROTOCOL FOR AUTO- & SEMIAUTOMATIC RECOGNITION

Read section 13, pages 91-98, of Zooprocess_manual_v6.16

Creating a first Learning set:

Learning set: Objects arranged in groups; it acts as reference to sort sample objects. Programs used: ImageJ (Zooprocess) + Plankton Identifier.

Once you have some samples and you have checked their quality (perhaps you have also applied the separation mask). You are ready to build your first learning set that will help to automatically sort all the objects in the scanned samples.

1. Enter your project folder and go to “Pid_process” and into “Pid_results”. COPY the .pid files that you want to use to build your Learning set (a representative subset of all your set, e.g., seasons represented...) and paste them in “Unsorted_vignettes_pid”.

2. Open ImageJ and click on Z icon; then choose the menu “Extract vignettes for Plankton Identifier”.

3. Leave “extract all vignettes” option. If the resolution of your images is not 2400 (we recommend 2400dpi though), please change Resolution to the one you have used. If not leave it at 2400 par default.

   The Gamma value can increase if you think the contrast of the vignettes is not enough (e.g., 1.2), but we usually leave it at 1.1 par default. Leave by default ticked boxes and press OK.

4. If you don’t want to sort all objects (e.g, you prefer to create a leamingset with subsets of many samples instead of all the objects of a few samples), you can click on the first option: Extract all vignettes and select “Random extraction of vignettes”, (change resolution and gamma if necessary: see point 3) and click OK. Then choose the number of vignettes you would like to extract (e.g., 200 by sample, and so 200 raws of each pid table in the list). Click OK.

5. Your vignettes are now with the related .pid files in “Unsorted_vignettes_pid”.

To be organized, please create a new folder inside the “Unsorted_vignettes_pid” and name it as “unsorted_date” to keep track of it. Then move all the vignettes and .pids there.

6. Your learning set will be built sorting all those vignettes in groups defined by you in “Pid process” “sorted vignettes”. Go in sorted vignettes folder and create a new folder...
(i.e., Learningset_date). Then, COPY all the pid files in this new folder. You need the pid files to build the table constituting the learning set!

7. Close Image J and open Plankton Identifier. Click on Learning. And select “Learningset_date” in sorted vignettes. The new window has the Learningset_date on the right (i.e., sorted thumbs). Click on the folders icon up on he right to create groups (i.e., categories as copepoda, cladocera, etc). Then, on the left (i.e., Unsorted thumbs) select your folder in “unsorted vignettes” (i.e., unsorted_date). Select vignettes (no more than 50 each time as because they are copied and not moved you could have windows memory problems) and move them to the group they belong to.

8. Once you have finished sorting ALL the vignettes, click on the icon on the right bottom, “create learning file”. We recommend naming it as Learningset_date to keep track of it. Save it in the Learningset_date folder (notice that this file is a concatenation of all the files used to build it, and that a last column has been added with the recognition of each object). Job completed, continue sorting....Say No and click on Data Analysis.

9. Usually, this first Learning set is very crowded but not all groups are well represented. What we recommend is to create a subset of this learningset to be created in the “Learning_set” folder of Pid_process. We recommend to randomly sort 200 vignettes of each category. To do so, open Image J, Z and select “create subset of a learning set from identified vignettes (random)” option. Select your source folder which is the complete learning set created in the sorted_vignettes folder, and then you select to save the new subset on the “learning_set” folder. Select 200 vignettes per category, OK. The subset new folder is named by the datehour of creation and number of random vignettes.

10. Close Image J and open Plankton Identifier. Enter the Learning box to create a new learningset .pid concatenation. Select the Learnset1_random200 with its folders and original .pid files and create a learningset.txt. Click on learning and select the date_random_200 folder (it needs to have the .pid files of all the samples included in it to be accepted).

11. Before using the Learningset (subset), you can check its performance by testing the recognition on itself (i.e., cross validation). You click on Data Analysis on PkId. On the learning set box, select as Learning file your Learnset1_random200 in the “daterandom200” subfolder of “learning_set” folder of pid_process in your project, and on the left bottom of the main box select the method Cross-validation4 (Rndm tree). The method consists on one part (random) of the learning set recognizing another (2 folds), and this is repeated x times (5 trials in this case) to obtain strong statistical values. Once you have unticked some variables and created some other customised variables following what recommended at the IJ_variables.txt file you
launch the analysis that will produce a confusion matrix (true classification (rows) versus automatic classification (columns)).

You can click on “Start Analysis”. Include in the name of the analysis the date to keep track. Select to SAVE RESULTS IN “Prediction” folder of PID_process folder of your project.

After analysis is completed, quit data analysis and click on show report, to then select the Analysis_name.txt you have created. There, clicking on cross-validation, you can see true classification (rows) versus automatic classification (columns).

The recall is the % of organisms belonging to a group that were automatically well recognised, whereas the 1-precision is the % of organisms classified by the algorithm as a group that they do not belong to (contamination in a group).

Validating object recognition and improving your Learning set:

1. Now, with the lemingset_date_subset we can recognize samples in the project (if you want to improve your learning set you can select samples that you think could implement it, i.e. other seasons, like summer to add a cladocera folder to the learning set, or special samples with rare groups). The scope is to do a pre-automatic sorting to then validate the recognition by resorting the vignettes manually. At the end of the process, we will have our final datasets, and if we want we can have some new vignettes to implement the Learning set.

We strongly recommend to spend very short time in implementing your learning set and to rather validate all your samples after automatic recognition.

In this procedure, automatic recognition is a mean to sort organisms faster. But human eye is who finally decides the classification.

2. In Plankton Identifier you click on Data Analysis and select on the left top box the Learning set (i.e., Learnsel_1_random200). Below, you select in Pid_results folder the samples .pid than you want to automatically recognize (recommended max 20-30 at a time to not have memory issues). Check the variables that will be used to classify the objects (you should have them as in the doc “IJ_variables.txt”, if it’s the first time you usePkId you will have to select the valiables as the list in the last line of the .txt file).

3. Select the SpvLearning4 (Random forest) method. TICK “save detailed results for each sample” option. A file will be created for each sample (if not it will give you just a concatenation of results in one single file!). SAVE RESULTS, as Analysis_yyyymmddd to keep track of the date, in the “Prediction” subfolder of your project’s Pid_process folder.
Each Analysis_samplename_dat1.txt file will be the table of objects in the .pid file with a last added column containing the automatic classification (Prediction) of each object (line). When PkId has finished you can close it.

In Prediction folder you can now find the Analysis_samplename_dat1.txt files of your samples. These are the original .pid files with an added last column in the data table which says the group predicted by your learning set (i.e., copepod).

4. Now, the samples have to be validated to create your final datasets, and if you want you can take some vignettes to implement the learning set (don’t forget to also copy the related .pid files to the learning set folder).

5. Before validation! COPY the Analysis.txt files of the samples you are interested in from the “Prediction” folder to the root of “Pid_results”.

6. To validate the automatic recognition of the selected samples, we extract the vignettes in the predicted groups: in ImageJ, Z select “extract vignettes in folders according to prediction” (zooprocess will read the last column and sort the objects’ vignettes in the different groups).

The menu of this function allows you the random extraction of vignettes (as is the case of extract vignettes for PkId). You just need to select it in the select method box. This option will be ticked just to implement the Learning set, if not we extract all vignettes to validate the whole sample and obtain the definitive datasets. Leave the rest by default (only if your scans have been done with a resolution other than 2400 you need to change it in the vignettes) and press OK. Leave the name of the folder by default (date_hour_tovalidate).

If any of the samples has already been extracted, zooprocess will tell you. It helps to avoid using a sample twice to create a learning set and also to avoid validating the same sample more than once when you are creating your definitive dataset. The folder_tovalidate with the objects automatically classified is in sorted_vignettes in the Pid_process folder. The .txt used have been copied to Dat1_extracted in Pid_results.

7. Now, validate the samples. That is, check the automatic sorting and correct it when necessary. To accelerate this process, we recommend using XnView (free software). Instead of copying vignettes to one folder to another as PkId, it moves the vignettes and thus, you can move many more vignettes in one selection and no problems of windows memory are encountered. Yet, check well your work as you move vignettes and you don’t have a reference folder as when working with PkId.
8. Open XnView and select the folder you want to validate (i.e., datehour_tovalidate). Go through each of the subfolders (groups) and check the vignettes. If classification is wrong move the vignette to the right folder (sometimes it will be necessary to create new folders that were not present in the learning set to classify your samples).

9. Once you have finished, close XnView and open Image J:Z. Select “Load identifications from sorted vignettes”. The folder is in sorted_vignettes and you select the _tovalidate folder. Then, leave ticks per default. You could untick “Process detailed statistics” if the samples you have validated are not to implement the learningset but to create your definitive dataset. It’s up to you. A results table is created if you left it ticked. In it you can see the performance of the automatic algorithm (random forest) by calculating the vignettes corrected and thus recall and 1-pred rates as well as the global error rate (N of vignettes moved).

10. The .txt files have been renamed by deleting the Analysis_ beginning of the name (final data name) and copied in the Dat1_validated of Pid_results. These new tables have a new last column which contains the true classification of each object.

11. Now in the folder “datehour_tovalidate” some .txt files have been added. A part from the statistics file, there is a .txt file per sample included in the vignettes’ set. The .txt files without the “Analysis_date_” are the ones used to compute size spectra. These files have been automatically copied to Pid_results Dat1_validated. So each time you will perform the automatic recognition of your samples+validation by manual sorting, the new dat1.txt files created will be stored with the previous ones in Pid_results. Once your project is finished, you can take all of these data and compute abundance and size spectra to analyse.

12. To add new sorted vignettes to the old learning set, you just have to copy the vignettes in each group to the same group in the learning set. Do not forget to then add the .pid files of the last samples you have used to the completed learningset (in the main root of the learning set to be able to compute the new learningset table). Then you just have to load the new learning set in PkId Learning and create the learningset.txt.

We recommend that you re-do step 8 of the previous section (you obtain a new learningset with 200 vignettes for each category, but now some rare categories will be fuller and maybe you have been able to create new categories during the process).

While with automatic recognition we try to recognize very fast a few well distinguished groups. When we validate data, we can add new groups or separate vignettes of a group in more specific ones (e.g., copepod transformed in three groups: cop_calanoid, cop_oithona, cop_oncaea). Do not create new subfolders in the original single folder (e.g.,
calanus and temora folders inside copepod folder NO), but create parallel new folder and then move the corresponding vignettes to those.

Finally, we will treat the data samplename_a_1.dat1.txt (which have the two columns of recognition), stored in Pid_results.

**COMPUTING AND ANALYZING SIZE SPECTRA (some tips)**

Datasets are in the form of a table in the "datl.txt" files. We can provide you with matlab scripts to read these data and to compute the size spectra, calculate abundance and to calculate some variables on the spectra. If you do not want to use the matlab scripts, you can do your calculations with excel. You just import your data in excel and select the ";" separator to recognize the columns of the table.

**Converting pixels to milimeters**

You need the "Resolution" in the [Info] field of the first part of the datl.txt. The resolution is used to calculate the dimension of 1 pixel as follows:

$$\text{Milimeter/1pixel} = \frac{25.4}{\text{Resol} \times 1000} \times 10^3$$ (if Resol=2400; 10.5833 microns/pixel);

So the values of "Area" column have to be transformed by multiplying it (e.g. for 2400 resolution: Area*10.5833² (because the area is in 2 D), and Major=Major*10.5833.

**Calculating sampled abundance/m³ from abundance in the scanning tray**

You need to know the volume sampled with the net and the splitting ratio (subpart scanned) to calculate the abundance/m³. You will calculate the real abundance as follows:

$$N = \text{Number of raws with same prediction (e.g., in last column written "copepod").}$$
$$\text{Subpart} = \text{splitting ratio.}$$
$$\text{Vol} = \text{net volume.}$$
$$\text{Townb} = \text{number of net tows in a sample.}$$

$$N \text{ of organisms/m}^3 = \frac{N \times \text{Subpart}}{(\text{Vol} \times \text{Townb})};$$

You can calculate the abundance of each of your groups by just sorting your organisms by their classification in the last column of your data table.
Calculating ESD (equivalent spherical diameter) and Ellipsoidal Biovolume

From the Area, Major and Minor parameters we can compute the Spherical (SBv) and ellipsoidal biovolume (EBv) with the following equations:

\[
SBv = \frac{4}{3} \pi (\text{Area} / \pi)^{3/4}
\]
\[
EBv = \frac{4}{3} \pi \left(\frac{\text{Major}}{2}\right) \left(\frac{\text{Minor}}{2}\right)^2
\]

Creating the size spectra

Size spectra are just histograms computed on size classes. To create your spectrum you need to define your size classes and then sort the organisms (all, or of each group) by their size (ESD or ellipsoidal volume). You can just sort them (i.e., you add the body volume of each organism to the size class in which this body volume falls).

It is better to have size classes of geometrical-scale (each size class is wider than the previous one) than equal size classes (all size classes have the same width). Larger organisms are less abundant and have larger mean size; therefore we need wider size classes to better represent their size distribution. In particle size-spectrum analysis the use of the octaves-scale (a geometric 2^n series) has been applied since first description of particles-size distribution in the ocean. This scale allows size classes to be defined by the entire base of the logarithmical scale, and the amplitude of the bin is the same as its low limit.

In the matlab scripts we provide you with, size classes have a scale of k=2^{1/4} with the lowest and largest size limit:

\[
smin = 0.001; \quad \text{lower limit of the biovolume spectra that will be calculated}
\]
\[
smax = 10000; \quad \text{upper limit of the biovolume spectra that will be calculated}
\]

(in this case 94 size classes to characterize the whole zooplankton spectrum)

Size classes are defined by their average size = (maxLim-minLim)/2.

Once you have computed your spectra, you need to multiply the value in each size class by the conversion factor we used to compute abundance/m^3:

\[
spectrum*\text{Subpart}/(\text{Vol*Townb});
\]

At this step, the spectrum units are mm^3/m^3.
If you have more than one image per sample (d1 and d2 fractions). After converting the spectra you can add them together.
Spectra are then normalised by dividing the biovolume in each size class by the width of each size class. Finally, spectra are converted to logarithmical scale to obtain a linear spectrum.

Units are on the y-axis in log (\( \text{mm}^3 \text{ m}^{-3} \text{ mm}^{-3} \)) and the x-axis shows individual biovolume in log(mm^3).

**Computing some parameters to describe the spectra**

Spectra can be represented by the slope of their linear regression (of the whole spectrum or from their mode):

\[ Y = bx + a \]

In which b is the slope.

The slope can be computed in the whole spectrum or from the mode of it (size classes with the maximum biovolume). The average mode for a study is computed as the mode frequency of the modes of all your spectra of your project. This mode is due to net sampling underestimation of small organisms of similar ESD or a bit higher than the net mesh.

The Shannon index on the size classes (size diversity) can also be used as an indicator:

\[ V_i = \text{vol in each size class}; \]
\[ V_0 = \text{Vol total spectrum}; \]
\[ p_i = \frac{V_i}{V_0}; \]

\[ H' = \sum_{i=1}^{S} p_i \log_2 p_i \]

The slope is around -1. The more negative the slope is (and the lower the Sh index is) it indicates that the spectra has a higher proportion of small organisms (and viceversa).

You could also calculate an abundance spectrum (number of organisms instead of volume in each size class) and then cut the spectra to observe the abundance changes in the smallest and largest size classes.
Figure 1 - Point B time series of d1-fraction sampling (objects>500μm). In the upper panel, number of splits performed with the Motoda box (dilution rate). In the lower panel, number of objects retained for scanning after splitting. Dashed lines correspond to change in operator processing the samples.
Figure 2 - Point B time series of d2-fraction sampling (objects<500μm). In the upper panel, number of splits performed with the Motoda box (dilution rate). In the lower panel, number of objects retained for scanning after splitting. Dashed lines correspond to change in operator processing the samples.
Figure 4 - Stn MC time series of d1-fraction sampling (objects>500μm). In the upper panel, number of splits performed with the Motoda box (dilution rate). In the lower panel, number of objects retained for scanning after splitting. Dashed lines correspond to change in operator processing the samples. The first and third periods where performed by the same operator.
Figure 5 - Stn MC time series of d2-fraction sampling (objects<500μm). In the upper panel, number of splits performed with the Motoda box (dilution rate). In the lower panel, number of objects retained for scanning after splitting. Dashed lines correspond to change in operator processing the samples. The first and third periods were performed by the same operator.
Appendix IV

Figure 1 - Copepod size-spectrum slope at stn MC. In panel A, the monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line). Panel B represents the annual normalised anomalies. Panel C represents the seasonality of size-spectrum slope.
Figure 2 - Copepod mean biovolume at stn MC. In panel A, the monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line). Panel B represents the annual normalised anomalies. Panel C represents the seasonality of copepod mean biovolume.
Appendix V

Figure 1 – Copepod mean body volume at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability.
Figure 2 – Copepod size-spectrum slope at Point B. A) Monthly time series (black line) and an annual (i.e., 12 points window) moving average to smooth the seasonal signal (red line); B) annual normalised anomalies; C) seasonal and interannual variability.