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ABSTRACT
In this paper we show that citation counts and Mendeley readership are poor indicators of research excellence. Our experimental design builds on the assumption that a good evaluation metric should be able to distinguish publications that have changed a research field from those that have not. The experiment has been conducted on a new dataset for bibliometric research which we call TrueImpactDataset. TrueImpactDataset is a collection of research publications of two types – research papers which are considered seminal work in their area and papers which provide a survey (a literature review) of a research area. The dataset also contains related metadata, which include DOIs, titles, authors and abstracts. We describe how the dataset was built and provide overview statistics of the dataset. We propose to use the dataset for validating research evaluation metrics. By using this data, we show that widely used research metrics only poorly distinguish excellent research.
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1 INTRODUCTION
The question of how to evaluate research outcomes and impact is very difficult to answer and despite decades of research, the problem is still largely unsolved. Under the current system published research should receive ideally a fair review by experts in the area and be given scores according to a generally accepted set of standards and rules. This process however often does not work [27, 20]. This is largely due to the enormous and ever-growing number of papers being published every year, which was estimated to be over 1.5 million in 2008 [14] and over 1.6 million in 2011 [17]. Much work has been done in this area with the aim to develop research evaluation methods capable of simplifying or completely automating this task. Recent years have seen the emergence of many new directions, such as altmetrics [23, 6], webometrics [3, 13] and semantometrics [15, 10]. Despite the fact that this research area attracts so much interest and new methods are constantly being developed, there exists no ground truth or reference dataset for assessing the usefulness of the existing methods. As a consequence, the authority of these methods is often established axiomatically. For example, the two best known metrics, the Journal Impact Factor (JIF) [7] and the h-index [12] were both proposed and are widely used without empirical evidence demonstrating that they measure what they intend to measure.

When talking about research evaluation, research impact and research excellence, most people usually refer to the volume of change produced in a particular field (how much did a piece of work move the field forward), rather than referring to the educational (or other types of) impact generated.

Seminal papers are a representative of the first type, while survey (literature review) papers of the second type. Indeed, the definition of the word seminal according to the Oxford Dictionary is “strongly influencing later developments” while the definition of the word survey is “a general view, examination, or description of someone or something”, which matches our understanding of the difference between these two types of papers. Hence seminal papers should perform better under research evaluation than survey papers, which by definition do not generate change in the field. Therefore, we argue that metrics used in research evaluation should be able to discriminate seminal papers from survey papers. However, our study shows that existing research evaluation metrics only poorly distinguish between these two types of research works, demonstrating the significance of the problem of applying them in practice. The work presented in this paper is conducted on a new dataset of seminal and survey papers which we call TrueImpactDataset. This dataset was built from data collected in an online survey. We asked the respondents to provide two references from their research area – a seminal and a survey publication. We share this dataset with the research community to help the development of new research evaluation metrics. The dataset consists of metadata (which include DOIs) of 314 research papers from different scientific disciplines – 148 survey papers and 166 seminal papers.

We use this dataset to demonstrate the significance of the problems of existing research metrics and show that using citations as a ground truth for novel research evaluation metrics is misleading. Furthermore, we discuss the parameters of an ideal research evaluation data set should satisfy.

This paper is organized as follows. In Section 3 we explain how the dataset was created. Section 4 presents some statistics of the dataset and Section 5 the results of an experiment in which we examine the value of citations in predicting the class of a paper. In Section 6 we discuss our findings and the properties an ideal evaluation set should have. Related work is presented in Section 7.

2. METHODOLOGY

This paper aims to answer the following research question: “Are current research evaluation metrics sufficient for identifying highly influential papers?” A typical data analysis/statistics approach to answering this question would be to test the metrics on a ranked set of papers and to express the success rate of these metrics using an evaluation measure such as precision and recall. However, to our knowledge, there exists no such ground truth or a reference dataset that could be used for establishing the validity of research evaluation metrics. While there was an attempt at creating such a dataset (Section 7), this dataset wasn’t openly shared and so cannot assist in this task. Because building such a dataset would require significant time and resources (Section 6) we were looking for an alternative way of validating the metrics.

As mentioned in the introduction, when talking about research evaluation, most people typically think of the amount of change produced in a research area (how much was the area pushed forward thanks to a given piece of work). This amount of change has been discussed and studied from different perspectives [32, 15, 30, 28, 19]. We were looking for a sample of research publications representing such work and we believe seminal research papers constitute such sample. To provide a clear comparison we were also interested in reviewing publications (papers presenting a survey of a research area). While these papers are often highly cited [25, 2] they usually don’t present new original ideas. Our hypothesis states that metrics used in research evaluation should be able to distinguish these two types of papers.

To our knowledge, there currently isn’t any dataset which would categorize papers into these two categories. We were therefore left with creating such dataset ourselves. We have employed an online survey for this task. The format of the survey, the number of collected responses and other details are presented in Section 3.1. In the following section (4) we analyze the dataset to understand whether it is suitable for our purposes.

In order to answer our research question, we have designed a simple experiment. We chose citation counts and Mendeley readings as representatives of bibliometrics and alt-metrics, as these two measures are both well known and are being used as measures of impact of the published research in many settings [24, 31]. We then classify the papers in the collected dataset into two classes (survey, seminal) using two models, a model using the papers’ citation counts and a model using their Mendeley readings (Section 5). We show that the model using citation counts outperforms the baseline by a small margin, while the model using readership doesn’t perform better than the baseline.

3. DATASET CREATION

This section describes the dataset and the process used to create it. The dataset is publicly available for download
dot

3.1 Initial data collection

The goal was to create a collection of research publications consisting of two types of papers, seminal works and literature surveys. The online form we have used to collect the references was composed of two sets of questions – questions about the respondent’s academic background (their discipline, seniority and publication record) and questions which asked for a reference to a seminal paper and one for a literature survey, both related to the respondent’s discipline. We have used the latest Research Excellence Framework (REF) units of assessment [1] as a list of disciplines when asking about the respondents’ academic background, because UK researchers are familiar with this classification.

The survey was sent to academic staff and research students from all faculties of the Open University (to 1,415 people in total). We have received 184 responses (172 references to seminal papers and 157 references to survey papers), which represents a 13% response rate. The survey questions and email invitation are available online together with the dataset.

In case the respondents were unable to answer both questions (provide both references), it was allowed to answer only one. Ten respondents have only filled the questions related to their academic background but have not provided the references. We have removed these responses from the dataset which left us with 174 responses.

To make it easier to complete the survey we didn’t require the references to be in a specific format (e.g. a URL or DOI). The respondents were allowed to submit the references in any format they preferred (as a text, link, etc.). As a consequence, a few of the references were submitted in a different format. This caused a loss of three references. We were able to recover from this information by checking the references for the survey respondents.

The goal was to create a collection of research publications consisting of two types of papers, seminal works and literature surveys. The online form we have used to collect the references was composed of two sets of questions – questions about the respondent’s academic background (their discipline, seniority and publication record) and questions which asked for a reference to a seminal paper and one for a literature survey, both related to the respondent’s discipline. We have used the latest Research Excellence Framework (REF) units of assessment [1] as a list of disciplines when asking about the respondents’ academic background, because UK researchers are familiar with this classification.

The survey was sent to academic staff and research students from all faculties of the Open University (to 1,415 people in total). We have received 184 responses (172 references to seminal papers and 157 references to survey papers), which represents a 13% response rate. The survey questions and email invitation are available online together with the dataset.

In case the respondents were unable to answer both questions (provide both references), it was allowed to answer only one. Ten respondents have only filled the questions related to their academic background but have not provided the references. We have removed these responses from the dataset which left us with 174 responses.

To make it easier to complete the survey we didn’t require the references to be in a specific format (e.g. a URL or DOI). The respondents were allowed to submit the references in any format they preferred (as a text, link, etc.). As a consequence, a few of the references were submitted in a different format. This caused a loss of three references. We were able to recover from this information by checking the references for the survey respondents.

http://trueimpactdataset.semantometrics.org
format which made it impossible for us to identify the papers (e.g. “Stockhammer (2004)”). We have removed these papers from the dataset. After removing empty and unidentifiable responses, we were left with 171 responses (166 seminal papers and 148 survey papers).

### 3.2 Additional metadata

Once the survey has been closed we have manually processed the data and collected the following information (by querying a search engine for the paper title and looking for a relevant page): a DOI, or a URL for papers for which we did not find a DOI, title, list of authors, year of publication, number of citations in Google Scholar and abstract. Where we had access to the full text we have also downloaded the PDF. We were able to download 275 PDFs and 296 abstracts. Due to copyright restrictions, the PDFs are not part of the shared dataset

To obtain additional metadata we have used the DOIs, or title and year of publication for papers without a DOI, to query the Mendeley API. We were mainly interested in the number of readers of each paper. The dataset contains a snapshot of the Mendeley metadata we were working with. We were able to find 137 out of the 166 seminal papers and 123 out of the 148 survey papers in Mendeley.

Furthermore, using the Web of Science (WoS) API we managed to retrieve additional information for the seminal and survey papers indexed by WoS. We queried the WoS API using publication DOIs, if the document was in the system we obtained a full list of publications citing the paper in question and publications cited by the paper. This list included minimal metadata. In order to get full citation information we then had to query the API for each individual (citing and cited) result.

### 4. DATASET ANALYSIS

To ensure the collected dataset is suitable for our purposes we looked at several statistics describing the dataset including statistics of publication age, distribution across disciplines and citation and readership statistics.

#### 4.1 Size

The size of the dataset is presented in Table 1. The row DOIs shows for how many papers in the dataset we were able to find a DOI and the row DOIs in WoS how many of these DOIs appear in the Web of Science database. The number of additional references which we collected using the WoS API is shown in the row Citing & cited references.

The rows Authors total and Authors unique show the total number of authors of all papers in the dataset and the number of unique author names. To count the unique names we have compared the surname and all first name initials, in case of a match we consider the names to refer to the same person (e.g. J. Adam Smith and John A. Smith will be considered the same person).

#### 4.2 Publication age

Figure 1 shows a histogram of years of publication with survey and seminal papers being distinguished by color. The seminal papers in the dataset are on average older than survey papers, by about 9 years. This shows survey papers might age faster than seminal papers, which is consistent with our expectations. An explanation for this could be that literature surveys theoretically become outdated as soon as the first new piece of work is published after the publication of the survey. Because the seminal papers are on average older this also means these papers had more time to attract citations. This is another reason to expect seminal papers to be distinguishable by citations and readership as features. Descriptive statistics of years of publication both sets are presented in Table 2.

#### 4.3 Disciplines

Figure 2 shows a histogram of papers per discipline. To assign papers to disciplines we have used the information we got about the respondents’ academic background. The respondents have also provided a short description of the research area related to the two references (e.g. “molecular neuroscience”, “combinatorics”, etc.), however as these descriptions are more detailed and there is little overlap between them we haven’t used these in our analysis.

The distribution of papers per discipline is to a certain degree consistent with other studies, which have reported Computer Science and Physics to be among the larger disciplines in terms of number of publications, however Medicine and Biology are typically reported to be the most productive [4, 5]. The distribution is therefore probably more representative of size of faculties of the Open University than of

<table>
<thead>
<tr>
<th>Responses</th>
<th>171</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seminal papers</td>
<td>166</td>
</tr>
<tr>
<td>Survey papers</td>
<td>148</td>
</tr>
<tr>
<td>Total papers</td>
<td>314</td>
</tr>
<tr>
<td>DOIs</td>
<td>256</td>
</tr>
<tr>
<td>DOIs in WoS</td>
<td>109</td>
</tr>
<tr>
<td>Authors total</td>
<td>1334</td>
</tr>
<tr>
<td>Authors unique</td>
<td>1235</td>
</tr>
<tr>
<td>Abstracts</td>
<td>296</td>
</tr>
<tr>
<td>Citing &amp; cited references</td>
<td>19,401</td>
</tr>
</tbody>
</table>

**Table 1: Dataset size.**

<table>
<thead>
<tr>
<th></th>
<th>Seminal</th>
<th>Survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1999</td>
<td>2008</td>
</tr>
<tr>
<td>Min</td>
<td>1947</td>
<td>1975</td>
</tr>
<tr>
<td>Max</td>
<td>2016</td>
<td>2016</td>
</tr>
<tr>
<td>25%</td>
<td>1995</td>
<td>2005</td>
</tr>
<tr>
<td>50% (median)</td>
<td>2002</td>
<td>2010</td>
</tr>
<tr>
<td>75%</td>
<td>2010</td>
<td>2013</td>
</tr>
</tbody>
</table>

**Table 2: Descriptive statistics of publication age for both types of papers.**
productivity of scientific disciplines in general, however, we believe this does not influence our study.

When answering the questions about academic background, 22 respondents have selected “Other” instead of one of the listed disciplines, these 22 responses provided us with 40 papers in total. We looked at the detailed description of these 40 papers, 9 of them are related to astronomy (the descriptions provided were “Binary stars”, “Martian meteorites”, “cosmochemistry”, “Planetary sciences” and “planetology”), 4 could be classified as computer science (“virtual reality” and “Natural Language Understanding, Spoken Language Understanding”), the rest relate to different areas (e.g. “Microbial degradation of plastic”, “MOOC”, etc.).

4.4 Citations and readership

The dataset contains two basic measures related to publication utility – citation counts, which we manually collected from Google Scholar, and the number of readers in Mendeley, which we gathered through the Mendeley API. We also had access to the number of citations in Web of Science and while we couldn’t make these data available together with the dataset, we provide an analysis of the WoS citations and a comparison with the other two metrics.

Table 3 shows basic statistics of Google Scholar citation counts and Mendeley readership of each paper in the dataset. We consider the readership of papers which we didn’t find in Mendeley to be 0 (as papers are added to the Mendeley database by their readers). It is interesting to notice that while seminal papers are on average cited more than survey papers, this is not the case for readership, in fact survey papers attract more readers than seminal papers despite being on average younger (Section 4.2). We believe this is an important finding as readership counts are being more and more frequently used as a measure of impact complementary to citations [21, 18, 22].

<table>
<thead>
<tr>
<th></th>
<th>Citations</th>
<th>Readership</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seminal</td>
<td>Survey</td>
</tr>
<tr>
<td>Mean</td>
<td>2,458</td>
<td>519</td>
</tr>
<tr>
<td>Std</td>
<td>8,885</td>
<td>1,197</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>85,376</td>
<td>12,099</td>
</tr>
<tr>
<td>25% (median)</td>
<td>78</td>
<td>24</td>
</tr>
<tr>
<td>50% (median)</td>
<td>249</td>
<td>109</td>
</tr>
<tr>
<td>75%</td>
<td>1,302</td>
<td>596</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics of Google Scholar citation counts and of Mendeley readership.

Table 4 shows a comparison of the number citations obtained from Google Scholar and from Web of Science. This table includes only those 110 papers (51 seminal and 59 survey papers) which appear in Web of Science. The higher
citation numbers coming from Google Scholar are not surprising as Google Scholar’s wider coverage of academic outputs is well known [9, 8]. This wider coverage is also demonstrated by the fact that we were able to find only 110 out of the 314 papers used in our study in Web of Science.

This low coverage provided by Web of Science is quite striking, especially given the fact WoS misses more seminal papers. For example, a recent publication by Krizhevsky et al. [16], a seminal deep learning paper which has caused a shift in the area of artificial intelligence/computer vision, is missing in WoS, but has attracted almost 8000 citations in GS since its publication in 2012. The reason for the paper not being indexed in WoS is probably the fact that the proceedings of the conference where the paper was presented aren’t published through a major publisher but instead by the conference itself. We believe this is an interesting point as it shows important seminal work isn’t always published by traditional routes in high impact journals. With the recent changes in scholarly communication towards Open Access and Open Science, it is reasonable to expect this to happen even more often in the future.

In order to compare whether the two databases rank papers similarly we have correlated the citation counts, the results are presented in Table 5. Both correlations are weaker for seminal papers, however this could be caused by the age difference between the two types of papers as the databases might have a lower coverage of older publications. Overall, both Pearson and Spearman correlations are otherwise strong.

### 5. EXPERIMENT & RESULTS

In this section we present the results of the experiment the aim of which was to test whether citation or reader-
ship counts work as a discriminating factor for distinguishing seminal and survey papers. These two measures, and especially citation counts, are frequently used in research evaluation as proxies for scientific influence or quality. We believe a metric used for such purposes should be able to distinguish between these two categories of papers which represent two very different types of work and where only the seminal papers have contributed to a significant change in their respective discipline.

In order to test our hypothesis, we classify the papers into two classes (survey, seminal) based on their citation counts and based on their readership counts. As a baseline we use a model which classifies all papers as seminal, as that is the majority class. This baseline model achieves the accuracy of 52.87%.

To classify papers based on their citation and readership counts we use the following model: if the total number of citations (or the number of readers) for a given paper is higher than a selected threshold we classify the paper as seminal, otherwise as a survey. We find such threshold which minimizes the misclassification rate. We do this by calculating the misclassification rate for all thresholds in the interval \([0, \max(citation\_count)]\) for the model using citation counts and \([0, \max(reader\_count)]\) for the model using reader counts.

The threshold with the lowest misclassification rate is 50 for citation counts and 0 for readership counts, suggesting that the readership model doesn’t outperform the baseline model. Table 6 shows the confusion matrix for the model using citation counts. The citation counts model classifies correctly 63.38% of the papers, which represents about 10% improvement over the baseline. We have calculated dependent t-test to confirm that the improvement over the baseline obtained by using citation counts is significant. The test confirmed the hypothesis with \(t = -11.1269\) and \(p < .001\).

<table>
<thead>
<tr>
<th></th>
<th>Spearman</th>
<th>Pearson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seminal</td>
<td>0.8581, (p \ll .001)</td>
<td>0.6775, (p \ll .001)</td>
</tr>
<tr>
<td>Survey</td>
<td>0.9696, (p \ll .001)</td>
<td>0.9588, (p \ll .001)</td>
</tr>
<tr>
<td>Overall</td>
<td>0.9281, (p \ll .001)</td>
<td>0.7254, (p \ll .001)</td>
</tr>
</tbody>
</table>

Table 5: Correlation between Google Scholar and Web of Science citation counts.

Finally we classify the papers based on the number of GS citations received per year. Our reasoning for this is that we found the two classes differ in terms of age. Because one of the groups had more time to accumulate citations than the other, we normalize the GS citation counts of each paper by the number of years since the year of publication of that paper (1 for papers published in 2016, 2 for papers from 2015, etc.). In this case the threshold with the lowest misclassification rate is found to be 2. Table 7 shows the confusion matrix for this model. The accuracy of the model is 56.69% while the accuracy of the baseline model is 52.87% (classifying all as seminal). In this case the benefit of using citations is minimal, however the improvement is still statistically significant \((t = -6.5646\) and \(p \ll .001\).

<table>
<thead>
<tr>
<th></th>
<th>Survey</th>
<th>Seminal</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Survey</td>
<td>7.96% (25)</td>
<td>39.17% (123)</td>
<td>148</td>
</tr>
<tr>
<td>Actual Seminal</td>
<td>4.14% (13)</td>
<td>48.73% (153)</td>
<td>166</td>
</tr>
<tr>
<td>Total</td>
<td>89</td>
<td>225</td>
<td>314</td>
</tr>
</tbody>
</table>

Table 7: Confusion matrix for predicting the class of the paper using citations per year.

6. DISCUSSION

We believe this study is novel in two ways. Firstly, we show on a real dataset of research publications that citation counts and reader counts don’t work well in distinguishing important seminal research from literature surveys. While citations have been, especially because of their widespread usage, subject to much criticism for their unsuitability for research evaluation, this work is among the first to quantify the significance of this problem. In addition, our contributions include a novel dataset of 314 seminal and survey research publications, which is publicly available. We believe this dataset will be useful in developing new metrics. This work is however far from complete as a larger dataset would help to further the efforts in improving the way research is evaluated. We believe an ideal dataset for evaluating research metrics should meet the following requirements:

- Cross-disciplinary: A dataset containing publications from different scientific areas is important for two reasons. Firstly, publication patterns are different for each discipline, both in terms of productivity and types of outcomes (conference papers, journal papers, books, etc.). This is also important to enable detecting research which finds use outside of its domain.
- Time span: The dataset should also contain publications spanning a wider time frame. One of the reasons for this is that publication patterns are different not only across disciplines, but they keep changing also in time. Furthermore, some research publications only
find use after a certain period of time, but nevertheless represent important research.

- Publication types: Different types of research publications (e.g., pure research, applied research, literature review, dataset description, etc.) provide different types of impact. This should be taken into account when developing new research evaluation metrics. For example, a publication presenting a system might not receive many citations, because it presents a final product rather than research others can build on. Such publication might however be very useful to its users and so have large societal impact.

- Peer review judgements: Finally, to provide a reference rank for comparing the research evaluation metrics to, the dataset should contain fair and unbiased judgements provided by experts in the area of the publication. These judgements should rate the publications based on an agreed set of rules and standards.

Creating such a dataset would require significant time and resources, both in terms of collecting a representative sample of publications and in terms of providing peer review judgements for these publications. While there was a recent effort to create such a dataset (Section 7), in this case the evaluation set contained only publications from one discipline (computer science) and the peer review judgements were not shared. Providing the peer review judgements could perhaps be a common effort and an existing open peer review system could be used for this task. This would still require selecting the reference publications, creating a set of rules according the which the papers in the set should be judged and ensuring fairness of the peer review.

7. RELATED WORK

The 2016 WSDM Cup Challenge [29] has been probably the biggest effort in this area up to date. The goal of the challenge was to provide a static rank for papers contained in the Microsoft Academic Graph (MAG) dataset [26]. The evaluation set has been built by computer science academics using pairwise judgement on a subset of the publications in MAG. We have provided an analysis of the evaluation method in our paper [11]. Unfortunately this evaluation set has not been published and so this effort does not extend beyond the challenge.

Our work is close to a recent effort by [28] in which the authors argue that not all citations are equal and that identifying which citations are important is necessary for better understanding of published research. They describe a supervised classification approach for classifying citations as important or incidental and explore a set of twelve features. This is well aligned with our research, as we show using all citations regardless of their meaning doesn’t work well for distinguishing excellent research. As a future work we would like to test the model presented in [28] on our dataset to see whether important citations will help in distinguishing seminal research better.

8. CONCLUSIONS

In our study we show citation counts distinguish between seminal and survey papers only poorly. This issue is even more prominent when we consider the age of the publications — while the survey papers in our dataset are on average almost a decade younger than seminal papers, they are still very highly cited, in fact so much that they become indistinguishable from the seminal papers. This shows caution should be exercised when using citation counts as a proxy for scientific importance or quality.

In addition to quantifying the success rate when using citations for identifying excellent research, we also present and share\(^6\) a novel dataset of 314 annotated seminal and survey research publications along with their metadata.

Finally, we show that the oldest and probably the best known citation database, Web of Science, which is frequently used in citation studies and to calculate metrics such as the Journal Impact Factor, omits many important seminal publications. We have used citation counts obtained from WoS to classify papers into the two categories and compared the results with classification using GS citations. This comparison has shown using citation data from WoS doesn’t provide improved classification accuracy compared with citation data from GS.
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