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SUMMARY

Advanced gas cooled nuclear reactors (AGRs) contain a range of alloys, selected for their physical and chemical performance in the conditions present. Carbon deposition on boiler and fuel pin heat transfer surfaces affects a reactor's efficiency and may necessitate downrating to maintain safety margins. This is believed to arise from decomposition of some of the coolant gas constituents. Deposition minimisation, while maintaining the structural integrity of the reactor, is technologically and economically important. This study has looked at deposition on a range of transition metal spinels, manganese oxides, uranium oxides and single crystal magnetite samples with a view to furthering knowledge of catalytic reactions that may occur within an AGR. In particular, the effect of mixed valency on deposition rates was studied.

The spinels were successfully prepared by solid state reactions between the relevant oxides, oxalates and/or carbonates. A range of elemental and chemical analytical techniques were used to characterise the samples both before and after exposure under controlled gas and radiological conditions. Deposition was induced, to varying extents, on all the samples exposed. No filamentary deposits were observed. The spinels gave quantities of deposition in the order:

\[ \text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4 > \text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4 > \text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4 \]

Manganese spinels gave increasing deposition with increasing manganese content at 650°C, but decreasing deposition at 550°C. Iron-cobalt spinels showed no consistent increase or decrease in carbon deposition with changing composition. Nickel rich spinels were unstable in the reaction gas mixture and generated metallic nickel during exposure. At both temperatures, this gave levels of carbon deposition which increased with increasing nickel content of the original oxide. NiFe$_2$O$_4$ exposed at 550°C fragmented as it catalysed carbon formation.

Manganese oxides converted to MnO during exposure, MnO proving also to be a most effective catalyst. Mn$_3$O$_4$, an Mn$^{2+}$/Mn$^{3+}$ compound where the manganese ions do not form an electron exchanging octahedrally coordinated pair, did not yield large quantities of deposit. The uranium oxides examined converted to the interacting mixed valence U$_4$O$_9$, which gave copious carbon deposition. The U$^{4+}$/U$^{6+}$ non interacting mixed valence $\alpha$-U$_3$O$_8$ gave the least deposition.

Magnetite slices gave laminar carbon deposits, but no filamentary growth. Structured deposit was seen in two cases, including on one face oriented approximately parallel to the [111] plane, the plane previously expected to catalyse deposition most effectively.
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INTRODUCTION

1.1 Aims and Technological Relevance

Gas-cooled nuclear power stations, in Magnox and advanced gas-cooled reactor (AGR) forms, account for approximately 15% of the total electricity generation in England and Wales\(^1\). Their continued efficient and safe operation is of major importance to the industry, and the country as a whole.

AGRs were developed from the original Magnox gas-cooled reactor design. Higher steam temperatures, around 565°C, were desired\(^3\), and necessitated the use of ceramic (\(\text{UO}_2\)) fuel clad in stainless steel. Steel surface temperatures up to 825°C are obtained\(^3\), heating the \(\text{CO}_2\) based coolant up to 665°C. The hot coolant is drawn into the boilers by circulating fans, and passes over the fuel element assemblies as it rises through the boilers. There are four boilers, each fed from a distinct quadrant of the core. A portion of the coolant gas is drawn off to have the balance of its constituents returned to the required mix. Species generated in the core are removed, and those consumed are replaced. Figure 1.1.1 shows a cross section through the Hinkley Point B AGR\(^4\).

An AGR contains a variety of steels used in many components, each chosen to operate in a specific environment. As in other situations, oxide films form on the steel surfaces, ideally to form a protective coating, allowing the steel to last for its design life. 18% Cr / 8% Ni steel is used for reheater and superheater pipework inside the boilers\(^5\). The oxide formed on this alloy when heated in air contains a chromium-rich rhombohedral phase together with either a nickel-chromium spinel or magnetite, \(\text{Fe}_3\text{O}_4\)\(^6\).

The fuel cladding, 20% Cr / 25% Ni / Nb-stabilised steel, in \(\text{CO}_2\) at 750 - 850°C, forms a duplex \(\text{Cr}_2\text{O}_3\)/spinel oxide\(^7\). In \(\text{CO}_2\) / 1% \(\text{CO}\) and 850°C, a silicon rich rhombohedral \(\text{Cr}_2\text{O}_3\) layer initially forms. Above this, a \(\text{Cr}_2\text{O}_3\) layer is present, followed by a manganese chromite spinel phase. A carbon rich layer is present between the \(\text{Cr}_2\text{O}_3\) and \(\text{MnCr}_2\text{O}_4\)\(^8\). Heating fuel can material to 1200°C, well above the normal operating temperature, causes magnetite crystals to form\(^9\). The \(\text{Cr}_2\text{O}_3\) layer has not always been observed. Oxidation of fuel can material at 800°C for 15 min in 50 \(\tau\) of \(\text{CO}_2\) gave rise to an initial iron rich oxide and a bulk \(\text{MnCr}_{2-x}\text{Fe}_x\text{O}_4\) phase.

Oxides, in particular the outer spinel phases on fuel can material, may detach (spall) from their parent steel surfaces due to thermal cycling of the component, exposing fresh alloy surfaces that may be susceptible to more rapid corrosion until the chromia film reforms\(^10\). The spalled oxide particles, if carried
round the primary cooling circuit of the reactor and, then, subsequently removed for examination, may reveal their origins by their chemical composition.

AGRs contain some components that, once the reactor has been in operation, cannot be replaced. Their failure, thus, means that the working life of the plant is at an end. One such is the graphite core of the reactor, which acts not only as the moderator for the neutrons, slowing them down sufficiently to allow their ready reaction with the uranium fuel, but also as the structure defining the fuel and control rod channels.

Deposition of carbon has been found on both boiler heat transfer surfaces and fuel cladding when AGRs have been operated under certain conditions. Figure 1.1.2, from Reference 5, shows a clean and a deposited fuel element. The deleterious effect on the heat transfer properties of the materials involved as the coolant gas flows over the surfaces may necessitate the down-rating of the reactor concerned until such time as the deposit and/or fuel elements concerned have been removed. The AGR coolant includes, in addition to the carbon dioxide main constituent, carbon monoxide and methane, from which the carbon in the deposit may originate. Both gases are added in order to counter the radiolytic oxidation of the graphite moderator in the core. Figure 1.1.3 illustrates a so-called coolant window. With pure CO₂ coolants, a plant life, determined as the safe life of the graphite moderator material, before an average of 20% of the mass of graphite has been lost, would be close to 15 years. Additions of up to 2 volume% of CO and 400 vpm of CH₄ can increase this to more than 35 years. However, at such concentrations, there is heavy deposition on the boiler surfaces. Low CO / high CH₄ coolants exceed the plant limit, the limit of the ability of the installed plant to remove water produced in the coolant as it passes through the core. High CO / low CH₄ coolants increase only a little the moderator lifetime. An optimum coolant would both prevent graphite corrosion and keep carbon deposition at a minimum. The stepped line shows the coolant composition path taken for Hinkley Point B power station during its early life, heading towards progressively more potentially depositing coolants in order to locate the deposition boundary for that plant.

The rate and type of carbon deposition may be affected by the surface morphology of the steel substrate. Fuel pins have been shown to acquire different types of carbon deposit. Normally, thin, dense layers are formed. In iron and manganese rich areas of the can material, these may thicken to a few tens of microns in depth. If the CO and/or CH₄ concentration in the coolant gas is increased, thicker, low density layers, made up of plumes of laminar and filamentous carbon, are seen to be formed. This type of deposit is often seen in regions of the core fed by gas returning from the gas composition control plant. This may indicate a catalysing agent.
originating in the control plant, and nickel has been found associated with some of
these thick carbon deposits. It is also possible to form carbon deposits in the gamma
cell at BNL. Figure 1.1.4 shows an array of mounds of fibrous carbon deposit formed
on a piece of 20% Cr / 25% Ni / Nb-stabilised stainless steel exposed at 550°C for
49 days to a CO₂ / 1% CO / 700 vpm CH₄ gas mixture.

Boiler deposition has been shown to be less dependent on coolant
composition¹¹. It is seen to occur most heavily on high nickel steels. A fully
developed deposit has a dense inner layer, a very fine fibrous outer layer and,
occasionally, some thicker and straighter filaments. Hollow filaments have not been
identified. These deposits tend not to contain much in the way of potentially catalytic
material, such as nickel. The low density, fuel pin deposits have the greatest effect on
heat transfer and plant efficiency, though determination of the origins of all the forms
of deposit is important for the safe and reliable operation of the AGRs.

As the composition of the steel oxide is likely to be a contributing factor
to the rate and type of carbon deposition, this present work has investigated the
carbon deposition on a range of oxides. Previous work⁶ looked at deposition on
chromium-, iron-, manganese- and nickel-based oxides. This work is centred around
cobalt-based oxides, together with manganese and uranium oxides, looking at the
effect of oxide composition and rapid electron exchange on the deposition.

Solid state reactions were used for the preparation of the cobalt spinel
oxides. X-ray diffraction (XRD) was used to characterise both the starting materials
and the products by determination of lattice parameters and comparison with literature
values, where available. Energy dispersive x-ray (EDX) analysis was used to check
the cation ratios in the products.

The samples were exposed to conditions similar to those in an AGR in the
Berkeley Nuclear Laboratories gamma irradiation facility. Scanning electron
microscopy (SEM), EDX, XRD and x-ray photoelectron spectroscopy (XPS) were
used to examine the samples after exposure.

1.2 Coolant Gas Chemistry

Though the actual composition varies depending on a reactor's particular
requirements, an AGR coolant is based on carbon dioxide. Additions of around 1%
carbon monoxide and 200 - 300 vpm of methane are made. In the absence of
radiation, such a gas mixture is stable. However, the radiation in a nuclear reactor
causes many reactions to occur. Carbon dioxide can oxidise the graphite moderator
material⁵:
\[ C + CO_2 \rightarrow 2CO \]

The CO added to the coolant gas is there to reduce the extent of the graphite oxidation reaction. Methane and water assist in this process by giving rise to carbon deposits on the graphite surfaces. This carbon deposition is helpful. On fuel pin or boiler surfaces it is less so.

It is believed that the unwanted carbon deposits originate in the catalytically-assisted thermal decomposition of coolant gases, or the products of reaction of these gases, on metals inside the reactor, either in the form of metallic components of the reactor or in small, metal-rich particles carried around the coolant circuit.

A wide variety of organic species are created within the coolant circuit of an AGR, and a lot of work has been put into building up an understanding of the reactions that occur (see, for instance, References 12 to 24).

It has been shown, by use of isotopically-labelled gases, that the majority of the carbon originates in the methane component of the coolant. A number of pathways for this process have been proposed\(^2\), such as:

\[
\begin{align*}
\text{CO}_2 & \rightarrow \text{CO}_2^+ + e^-; \\
\text{CO} & \rightarrow \text{CO}^+ + e^-; \text{ and} \\
\text{CO}_2^+ + n\text{CO}_2 & \rightarrow (\text{CO}_2)^{n+1}^+
\end{align*}
\]

Hydrocarbons present in the coolant may then be attacked by the ion clusters via hydrogen extraction, e.g.:

\[
\begin{align*}
\text{CH}_4 + (\text{CO}_2)^n^+ & \rightarrow \cdot\text{CH}_3 + H(\text{CO}_2)^n^+; \text{ and} \\
2\cdot\text{CH}_3 & \rightarrow \text{C}_2\text{H}_6
\end{align*}
\]

Attack on higher hydrocarbons may lead to the formation of unsaturated hydrocarbons or hydrocarbon radicals:

\[
\begin{align*}
\text{C}_2\text{H}_6 + (\text{CO}_2)^n^+ & \rightarrow \cdot\text{C}_2\text{H}_5 + H(\text{CO}_2)^n^+; \\
\cdot\text{C}_2\text{H}_5 & \rightarrow \text{C}_2\text{H}_4 + \cdot\text{H}; \\
\text{C}_2\text{H}_4 + (\text{CO}_2)^n^+ & \rightarrow \cdot\text{C}_2\text{H}_3 + H(\text{CO}_2)^n^+; \\
\text{C}_2\text{H}_4 + \cdot\text{H} & \rightarrow \cdot\text{C}_2\text{H}_3 + H_2
\end{align*}
\]

Below 500°C, the destruction of methane produces mainly \text{C}_2\text{H}_6 and \text{C}_3\text{H}_8, together with a small amount of carbon monoxide and water:

\[ \text{CH}_4 + 3\text{CO}_2 \rightarrow 4\text{CO} + 2\text{H}_2\text{O} \]
At higher temperatures, \( \text{C}_2\text{H}_4 \) is produced, along with increased quantities of CO and \( \text{H}_2\text{O} \). Ethane production peaks at temperatures between 550 and 650°C.

1.3 Layout of Thesis

This chapter has explained the background to the present study. Chapter 2 is an investigation of the literature with regard to carbon deposition within nuclear power plant, and other situations where relevant to this study. Chapter 3 describes the various techniques and experimental procedures used for this work. Chapter 4 goes through the preparation of the samples and their characterisation before and after exposure in the gamma cell. Discussion of the results as a whole is presented in Chapter 5.

1.4 References


Figure 1.1.2. a) clean; and b) deposit covered AGR fuel pins.

Figure 1.1.3. An AGR coolant map.
Figure 1.1.4. Carbon deposition on a 25% Cr / 20% Ni / Nb stabilised stainless steel exposed in the gamma cell.
Due to its importance in a wide range of industrial applications, the deposition of carbon on transition metal and oxide surfaces has been much studied. The formation of carbon as an undesirable by-product of hydrocarbon synthesis via the Fischer-Tropsch or methanation reactions, deactivating the transition metal catalyst concerned, has been a major impetus to such work. Palmer and Cullis\(^1\) reviewed the work up to 1965 on carbon formation from gases. They differentiated between gas phase and surface formed carbon. The surface deposits arising through catalysis are of relevance to the current work. Mention of carbon deposition in gas cooled reactors is made. Radiolysis of CO and the radiolysis and/or thermal decomposition of products of CO radiolysis are implicated. C\(_3\)O\(_2\), carbon suboxide, and the solid products thereof, are said to be observed. The polymerisation of C\(_3\)O\(_2\) under thermal conditions and the radiolytic production of graphitic particles are both said to occur. Baker and Harris\(^2\) reviewed the literature up to 1978.

This chapter summarises work of relevance to carbon deposition within AGRs.

**Transition Metals**

Kehrer and Leidheiser\(^3\) showed that carbon deposition from CO on iron single crystals at 550°C occurred least rapidly on the [100] face and most rapidly on minor faces such as [321], [432] and [431]. The carbon was deposited in the form of fine needles. Graphite and cementite, Fe\(_3\)C, were detected. The cementite formed before any visible carbon deposit. Coiled filaments were observed. Similar results were obtained off nickel and cobalt crystals, where the metal was found in the deposit after reaction.

Tamai, Nishiyama and Takahashi\(^4\) studied the deposition of carbon from methane, ethane and ethene on iron and nickel sheets at temperatures of 870 - 1030°C. Deposition on iron was seen to proceed five times faster than on nickel. A mechanism involving a metal carbide intermediate was suggested. The deposition from methane and ethane was said to proceed through ethene, which, in the iron case, will readily interact with the metal surface. Nickel appeared to have a higher affinity for the saturated hydrocarbons, giving higher deposition rates than the iron with methane and ethene. The small temperature and pressure dependence of the deposition from ethene implied that gas phase reactions were not a major factor.
Ruston, Warzee, Hennaut and Waty\textsuperscript{5} studied the deposition of carbon from CO over iron at 550°C. They concluded that the laminar carbons observed close to the metal surface arose from the decomposition of cementite, Fe\textsubscript{3}C, while the filamentous carbon seen originated in catalysis by Fe\textsubscript{7}C\textsubscript{3} crystals. Fe\textsubscript{3}C was said not to catalyse the CO decomposition while Fe could. Some workers\textsuperscript{6} have claimed cementite to be a catalyst for carbon deposition, however.

\(\gamma\text{-Fe}_{2}O_{3}\) has been suggested as the catalytic species in the decomposition of CO over single crystal iron\textsuperscript{7}. The defect structure of this oxide was said to allow Fe\textsuperscript{3+} diffusion to the surface, where it facilitated CO decomposition. Above 550°C, conversion of the \(\gamma\text{-Fe}_{2}O_{3}\) to \(\alpha\text{-Fe}_{2}O_{3}\) reduced the Fe\textsuperscript{3+} diffusion rate and the carbon formation rate with it. The same authors\textsuperscript{8} implicated intermediate carbides in the cases of nickel and cobalt single crystals. Both laminar and filamentous carbon were formed.

Transmission electron microscopy has shown the formation of hollow filaments from the thermal decomposition of methane and acetone over iron, stainless steel and nickel at temperatures as low as 500°C\textsuperscript{9}. Controlled atmosphere electron microscopy is a technique that has also been applied to this problem, looking at the decomposition of ethyne over iron, cobalt and nickel\textsuperscript{10}. Metallic particles were seen at the end of growing hollow graphitic filaments. The diffusion of carbon through the metal particle due to a temperature gradient present, and its subsequent deposition at the back of the particle, were suggested as the filament formation mechanism. The catalyst particle becomes deactivated when a layer of carbon grows to encapsulate it.

Harris, Baker and Birch\textsuperscript{11} suggested that ketene, CH\textsubscript{2}CO, was the depositing intermediate in the decomposition of propanone over oxidised nickel.

A mechanism for the deposition of carbon on metal foil surfaces has been proposed\textsuperscript{12}. This involves the diffusion of metal atoms, in association with hydrocarbon species, from the foil or catalytic particle into the layer structure of the filament. In experiments, decomposition occurred at the edges of the layers and metal was seen entrapped in the filaments.

In the deposition of carbon on stainless steels, chromium acts to retard deposit growth, nickel enhances it and manganese has no effect\textsuperscript{13}. Any sulphur present in the gas also acts to inhibit deposit growth. The growth started at breaks in the magnetite oxide layer formed on the steel surfaces.

Different carbon deposits, one laminar, the other nodular, have been formed on iron foils that have had differing hydrogen pretreatments\textsuperscript{14}, nodular growth occurring on low pretreatment temperature samples. The nodular growth
appeared to occur at sites of local lattice disorder and at gaps in the surface oxide layer. The lower treatment temperature was also more likely to produce small reduced metal particles on the foil surface, which could promote deposition.

Rostrup-Nielsen and Trimm\textsuperscript{15} reviewed earlier mechanism propositions for carbon deposition. In place of a temperature profile driven diffusion of carbon through a metallic catalyst particle, they proposed a concentration profile driven mechanism to explain the formation of carbon filaments behind a catalyst tip.

Emsley and Hill\textsuperscript{16} observed deposition originating at the oxide-metal interface of fuel can alloy samples exposed to CO at 515°C. Nodules, with filamentous outer layers, were formed.

Water vapour has been shown to enhance the deposition rate from CH\textsubscript{4} over nickel\textsuperscript{17}.

It has been shown that with typical AGR coolant compositions, deposition on AGR fuel can alloy only occurs when irradiation (in the form of 60\textsuperscript{Co} γ-rays) is also present\textsuperscript{18}. Surface catalysis was involved. The deposition was said to be likely to occur through radiolytic decomposition of ethene, via C\textsubscript{2}H\textsubscript{3} and C\textsubscript{2}H\textsubscript{2}.

Exposure of AGR fuel can material to irradiated CO\textsubscript{2}/CO/CH\textsubscript{4}/H\textsubscript{2}O gas mixtures showed that the deposit arose from CH\textsubscript{4}\textsuperscript{19}. Radiation was required. The deposition occurred on top of the outer manganese-iron-chromium-nickel spinel oxide layer on the steel. Ethene was suggested as the immediate precursor to deposition.

Galuszka and Back\textsuperscript{20} showed how the fragmentation of a bulk iron surface was necessary for the formation of filamentous carbon, in preference to any other form. The balance between carbon deposition and oxidation in any particular system will determine the optimum particle size for filamentous growth. Other work\textsuperscript{21} highlighted the fact that particles that were too small (-10 nm) did not catalyse carbon filament formation.

Baker and Sherwood\textsuperscript{22} showed how iron particles could not only catalytically gasify graphite but also, under the right conditions, deposit carbon in the channels they had earlier produced in the crystalline carbon. These results were obtained in C\textsubscript{2}H\textsubscript{6}/H\textsubscript{2}O atmospheres. Particles smaller than 30 nm across were seen to deposit material at temperatures above 1100°C.

In a series of papers\textsuperscript{23, 24, 25, 26}, Holm and Evans studied the effects of surface grain size, internal oxidation, carburisation, cold work, preoxidation and alloy silicon content on the deposition resistance of 20 % Cr / 25% Ni stainless steels. Niobium, titanium and titanium nitride stabilised steel were used to look at the effect
of grain size, the nitride stabilised steel having the smallest grains, and the niobium stabilised the largest. It was found that the smaller the grain size, the greater the resistance to carbon deposition. The smaller grains provide an increased number of ready diffusion pathways for chromium to segregate at the surface to form a protective chromium rich oxide. The niobium stabilised steel had iron rich regions remaining at the grain centres, where chromium had not diffused, which acted to catalyse the carbon deposition reactions. Cold working the samples increased the diffusion pathways for chromium, allowing the niobium stabilised steel to more rapidly form a protective chromia layer. A similar result was achieved by selectively preoxidising the niobium steel to form the chromia layer in advance of introduction into the depositing environment. However, spalled oxide sometimes left iron and nickel rich regions of high deposition propensity. Increasing silicon content was matched by decreasing carbon deposition rate. A protective silica layer was believed to be formed at higher silicon contents.

The classical model for carbon filament formation\textsuperscript{27} involves the detachment of a catalysing particle, production of adsorbed carbon from decomposition of gaseous molecules, diffusion of carbon through the particle and formation of the filament behind. Figure 2.2.1 (taken from Reference 27) summarises this mechanism. Temperature and concentration gradients have been suggested as driving forces for the diffusion. More recent work\textsuperscript{28} has put forward the proposition that, with supported transition metal catalysts, unstable carbides are formed during the observed induction period, prior to filament formation. These decompose to deposit carbon, leaving behind the metal (or cementite in the case of iron). However, a surface carbide remains, through which carbon diffuses as the filament grows. The carbon concentration gradient through this carbide drives the reaction on.

CH\textsubscript{4}/H\textsubscript{2}/H\textsubscript{2}O/CO/CO\textsubscript{2} gas mixtures (dissimilar to AGR coolant compositions) have been used for studying deposition on iron, cobalt and nickel foils\textsuperscript{29}. Iron was shown to have the higher deposition rate, and nickel the lowest. The formation of carbides and subsequent increase in surface area was suggested as the cause of the enhanced rates of deposition, with the deposition rates in proportion to the carbide deposition temperatures. Nickel only gave filamentous deposition, localised also and not uniformly distributed over the surface, as was the case with the iron and cobalt. Iron and cobalt yielded a mixture of filaments, flake-like and amorphous carbon.

2.3 FeO

FeO has been shown\textsuperscript{30, 31} to be an active catalyst for the formation of filamentous carbon from hydrocarbons such as ethylene and ethane (at 700°C), an
order of magnitude more active than iron metal. This increased activity derives from the porous nature of the iron formed on reduction of FeO, with the metal being the actual catalytic agent.

2.4 Manganese Oxides

Burch, Chalker, Squire and Tsang\textsuperscript{32} investigated methane coupling over both potassium-promoted and unpromoted manganese oxide catalysts. MnO\textsubscript{2}, MnO, Mn\textsubscript{3}O\textsubscript{4} and Mn\textsubscript{2}O\textsubscript{3} were looked at. Mn\textsubscript{3}O\textsubscript{4} was seen to be stable to heating at 750°C with only a low oxygen content present in the atmosphere. Mn\textsubscript{2}O\textsubscript{3} decomposed to Mn\textsubscript{3}O\textsubscript{4} on heating in helium to this temperature. MnO was unaffected. Heating under nitrogen reduced the MnO\textsubscript{2} and Mn\textsubscript{2}O\textsubscript{3} to Mn\textsubscript{3}O\textsubscript{4}. Heating unpromoted Mn\textsubscript{3}O\textsubscript{4} or Mn\textsubscript{2}O\textsubscript{3} in methane produced CO\textsubscript{2} and small amounts of C\textsubscript{2} products. The oxygen removal from the oxide lattice commenced at 575°C and stopped above 800°C. The oxide ultimately reduces to MnO. Passing mixed CH\textsubscript{4} and O\textsubscript{2} over the oxides produced a reaction in all cases. MnO converted 2% of the CH\textsubscript{4} into other products. Mn\textsubscript{3}O\textsubscript{4} converted 5.6% of the methane. The unpromoted Mn\textsubscript{3}O\textsubscript{4} phase was shown to be less selective to the formation of ethane than the MnO, in contrast to the K-promoted forms. All of these changes in oxidation are summarised in Figure 2.4.1, taken from Reference 32.

The authors point out the importance of rate of cooling of the catalysts, from the reaction temperatures to analysis ones. MnO cooling from 400°C to room temperature in 5 - 10 min has time to react with residual oxygen to form Mn\textsubscript{3}O\textsubscript{4}.

A mechanism has been proposed\textsuperscript{33} where the cracking of methane takes place at an Mn\textsuperscript{3+}-O\textsuperscript{2-} site, with the carbon bonding to the Mn\textsuperscript{3+} and the hydrogen to the O\textsuperscript{2-}. The \textcdot CH\textsubscript{3} radical formed reduces the Mn\textsuperscript{3+} to Mn\textsuperscript{2+}. This reaction scheme and the oxidative coupling network for methane are illustrated in Figure 2.4.2.

2.5 Magnetite

Lambiev and Dimitrov\textsuperscript{34} looked at the reduction kinetics of Fe\textsubscript{2}O\textsubscript{3} and Fe\textsubscript{3}O\textsubscript{4} in CO at temperatures of 300 - 1000°C. Carbon deposition on Fe\textsubscript{2}O\textsubscript{3} was seen to occur, maximising at a temperature of 500°C. Fe\textsubscript{3}O\textsubscript{4}, likewise, showed deposition. It is likely that this deposition occurred on the metallic iron formed in the samples. In comparison to those produced off FeO, the filaments generated by Fe\textsubscript{3}O\textsubscript{4} are fewer in number but wider\textsuperscript{30}.

Lund, Kubsh and Dumesic\textsuperscript{35} reviewed studies of the water gas shift reaction (CO + H\textsubscript{2}O ⇌ CO\textsubscript{2} + H\textsubscript{2}) catalysed by magnetite, Fe\textsubscript{3}O\textsubscript{4}. The reaction
was seen to occur via repeated oxidation and reduction of the 10% of the catalyst surface that was active. The octahedral Fe(II) and Fe(III) cations, with their rapid electron exchange, would appear to be the favoured location for this regenerative reaction to occur. Coordinatively unsaturated cations provided the adsorption sites for the CO, which acts to reduce anion sites. Steam oxidises the resulting oxygen vacancies to regenerate the catalyst. CO₂ adsorption was associated with surface oxygen species.

### 2.6 Spinels

Balasubramanian and Krishnasamy³⁶ have studied the decomposition of propan-2-ol over nickel, manganese and magnesium chromite spinels. The nickel and manganese spinels acted via dehydrogenation reactions, to produce propanone, whereas the manganese compound also acted to dehydrate, producing propylene.

Previous work at BNL on carbon deposition on characterised spinels³⁷ has confirmed that chromium acts to reduce the overall deposition rate, and prevent the formation of filamentous carbon. Iron was shown to catalyse deposition. In particular, Fe²⁺/Fe³⁺ couples appeared to catalyse the formation of dense carbon layers while any reduction of Fe³⁺ to form FeO sites brought about filamentous growth. Manganese / iron spinels were shown to be good catalysts for deposition, while manganese / chromium ones were not. MnO was a catalyst. Nickel was found to promote deposition only when present in the metallic state, formed on decomposition of nickel rich spinels. No filamentous deposition was observed for any of the nickel containing spinels studied. At 550°C, magnetite and nickel(II) spinels only formed dense carbon layers, with the deposition rate dependent on the concentration of iron, and Fe²⁺/Fe³⁺ sites. Magnetite was seen to produce filaments at 650°C, probably from FeO sites, but nickel ferrites only generated a small amount of dense deposition.

### 2.7 Carbonyls

The transportation of volatile nickel species, in particular Ni(CO)₄, formed within the recombination beds in the coolant reconditioning sections of the gas circuit, to the core, where they decompose to leave nickel as an active catalyst for carbon deposition, has been suggested as a means of explaining the quadrant effect observed in the deposition within AGRs, where deposition is greatest in the quadrant fed with gas fresh from the beds.

Baird³⁸ has looked at the α-particle induced deposition of carbon from CO in the presence and absence of transition metal carbonyl species. Deposits were not seen when the iron or nickel carbonyls were absent. The metal from the carbonyl was observed in the deposits.
Castle, Emsley and Surman\textsuperscript{39} showed that iron could be transported in volatile forms in CO\textsubscript{2}/CO atmospheres.

2.8 The Forms of Deposited Carbon

Audier, Oberlin, Oberlin, Coulon and Bonnetain\textsuperscript{40} have looked at the effect of temperature and catalyst composition (Fe/Co, Fe/Ni or Ni) on the disproportionation of CO, and on methane decomposition over a Ni catalyst. The carbon products contained $<0.25\%$ of the metal. At low temperatures, filamentous products are formed, while more granular carbon was deposited at higher temperatures. Tubes (hollow), 30 - 90 nm or $<10$ nm in diameter, filaments (solid), $>60$ nm in diameter and carbon shells, $\sim 60$ nm across, were all obtained. Bitubes, defined as tubes where the catalyst particle is located centrally, and not at one end of the tube, were also sometimes seen. For the Fe/Co catalysts, the carbon shells started appearing at temperatures above $750\,^\circ$C. For the Fe/Ni catalyst, the transition temperature was between $550\,^\circ$C and $600\,^\circ$C. The Ni catalyst tended to produce only shells with a few filaments.
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Mechanism of carbon filament formation.

Schematic representation of the reversible nature of the growth and gasification of carbon filaments produced from nickel particles.

Influence of the metal-support interaction on the mode of growth of filamentous carbon.

Schematic representation of different types of growth observed in carbon filaments.

Figure 2.2.1. The classic carbon filament formation mechanism.
Figure 2.4.1. MnₙOₙ reaction scheme.

Figure 2.4.2. Oxidative methane coupling reaction scheme.
3 ANALYTICAL TECHNIQUES

3.1 Scanning Electron Microscopy (SEM)

3.1.1 Introduction

In scanning electron microscopy (SEM), a focussed beam of high energy (5 - 60 keV) electrons is rastered across a sample. Secondary electrons caused to be emitted from the sample are collected, and the intensity of this emission is displayed as a function of two-dimensional position. The number of secondary electrons emitted is a function, amongst other things, of the topography of the sample, so we get a realistic view on the monitors of a highly magnified region of the sample. The images have a large depth of field. Backscattered electrons and x-rays are also produced, both of which can give us information on the elemental composition of the sample, in relative terms (one region, say, having a higher average atomic number than another), and absolute terms (this region contains elements X, Y and Z) respectively.

Goldstein, Newbury, Echlin, Joy, Firoi and Lifshin\(^1\) provide a brief history on the development of the SEM, from the work of van Ardenne in 1938, through the first modern instrument constructed by Zworykin and co-workers in 1942 and the first SEM built in Cambridge, by McMullan and Oatley around 1950, to the first commercial instrument, built by Cambridge Scientific Instruments in 1965.

Figure 3.1.1 is a schematic of a typical scanning electron microscope. The various components will be described in the following sections.

Two scanning electron microscopes were used in this study. Both were used to investigate sample surface topography, and the effect of exposure to etching solutions or the depositing gases on that topography. The Cambridge S180 was fitted with a Link Systems beryllium window, QX200 energy dispersive x-ray analysis system (see Section 3.2 for a discussion of the EDX technique). This was used to check on the transmission metal ratios in prepared oxides.

The windowless Kevex EDX system, attached to the Cambridge S150 SEM, was used to determine the relative degree of carbon deposition on exposed samples.

3.1.2 Electron Sources

The electrons used in an SEM commonly originate from a resistively heated tungsten filament. Both of the microscopes used in this work housed such sources. Brighter, by a factor of ten, electron sources, based around lanthanum hexaboride, or field emission sources (one hundred times brighter than a tungsten
filament) both give higher probe currents, allowing higher spatial resolutions to be achieved. The increase in electron brightness is paid for in increased cost and more stringent vacuum requirements, necessitating additional pumping to that usually supplied as standard on most SEMs. Greater care has to be taken in operating these sources.

Figure 3.1.2, taken from Reference 1, illustrates a typical tungsten filament electron source.

3.1.3 The Electron Column

The electron column consists of a series of electromagnetic lenses that are used to columnate and focus the electron beam, and then, ultimately, to deflect it in a defined raster pattern across the sample.

In the two microscopes used in this work, there are three sets of condensing lenses. Beneath the final lens are the deflection coils to raster the focussed electron beam across the face of the sample. Reducing the strength of the deflection field generated by the scan coils, we get a reduced deflection of the beam. Thus, a smaller area of the sample is rastered, increasing the effective magnification of the microscope. The scan coils have no effect on the focussing of the beam, allowing zooming through the available magnification range without the need for any refocussing.

In addition to the condensing and scanning coils in the microscope column, there are also coils present to allow for correction of any astigmatism in the image. Astigmatism is visible in the form of stretching of the image in perpendicular directions as the focussing is adjusted from an underfocussed state to an overfocussed one. It arises through imperfections in the condensing coils or due to the effects of asymmetric magnetic fields (internal or external to the column). The astigmator-controlling field strength and orientation can be adjusted by the operator to optimise the final image. It is only possible to correct for imperfections in the final condensing lens. Incorrect alignment of the source filament or dirt on an aperture cannot be corrected for by use of astigmator coils.

The strength of the probe current and the diameter of the beam go together, such that probe current strength can only be increased at the expense of increased probe diameter, and, so, degraded spatial resolution.

3.1.4 Secondary Electron Images (SEI)

Interaction of the incident electron beam with the sample brings about the emission of, so-called, secondary electrons. They originate from the outer orbitals of
the sample atoms\textsuperscript{2} and are of low energies, typically less than 50 eV\textsuperscript{2}. Though scattering electrons within the sample generate some secondaries, the majority of the signal results from the primary incident beam, giving a spatial resolution little larger than the diameter of the beam. For low atomic number elements, electrons suffer fewer elastic scattering events, and are able to penetrate deeper into the sample, than is the case with high Z elements. The higher the beam energy, the greater the penetration depth, though the shape of the interaction volume is little affected. This can have quite dramatic effects on the image obtained - the lower the beam energy, the greater is the contribution of surface features to the image.

Secondary electrons are of sufficient energy to escape from a depth of around 2 - 50 nm, depending on the material being examined.

Figure 3.1.3 shows how the sample topography has an effect on the image contrast. A higher electron yield can be expected from areas with a clear view towards the detector (though electrons are attracted towards the detector no matter what their angle of emission from the sample) compared to those with obstructions, simply from the absorption of electrons by a bulk of sample too thick for them, with their low energies, to penetrate. Areas of the sample tilted with respect to the detector generate more secondary electrons. The image seen appears as if the operator is looking down the column of the microscope, with the detector acting as a light source.

3.1.5 The Scintillator and Photomultiplier

The type of secondary electron detector now used in scanning electron microscopes was first described by Everhart and Thornley\textsuperscript{3}. Secondary electrons are attracted, including those not originally travelling in the direction of the detector, by a positively charged grid, which also shields the primary electron beam from the scintillator bias voltage\textsuperscript{3}, towards a scintillating material, such as a phosphor or a yttrium-aluminium-garnet (YAG) crystal. The impinging electrons cause light to be emitted. The light is transmitted via a Perspex light guide towards a photomultiplier, where an electrical current is generated, proportional to the original secondary electron flux.

The output from the photomultiplier is used to modulate the brightness of a cathode ray tube (CRT), which is being rastered in synchronisation with the rastering of the electron beam across the face of the sample. Thus, the bright and dark regions on the screen correspond to the morphology of the sample.

Compared to an optical microscope operating at similar magnifications, an SEM has a much, up to forty times, greater depth of field. For a rough sample, much
more is in focus. This arises from the small convergence angle of the focussed beam on the sample. The depth of field of an image from a sample tilted with respect to the electron beam can be further increased by the application of dynamic focussing. Here, the focussing of the beam is adjusted as the beam rasters across the sample to account for the different working distances at the top and bottom of the sample. The beam is then in focus all across the sample, instead of just along the central strip of the sample.

3.1.6 Backscattered Electron Images (BEI)

A proportion of the incident electrons lose energy and change direction within the sample but emerge from the sample surface with some remaining energy. These are backscattered electrons. Due to their scattering within the sample, and their range of energies, backscattered electrons originate from larger volumes than do secondary electrons. For materials of medium atomic mass, the effective diameter is around 0.1 \( \mu \text{m} \), no matter how narrow the incident electron beam may be. Figure 3.1.4 compares the secondary and backscattered electron production volumes.

The backscattered electron yield is a function of the average atomic number of the area analysed. Therefore, the images obtained from monitoring the backscattered electron current contain atomic number contrast. The higher the atomic number of the area analysed, the greater the number of backscattered electrons produced and, so, the brighter the backscattered electron image (BEI). Provided that the yield difference is sufficiently high (between adjacent elements, the contrast is typically only 1 - 5\% \( ^2 \)), then compositional imaging is possible. Usually, the electron beam current has to be increased to obtain sufficient contrast in the compositional image, degrading the spatial resolution beyond the, already poor, -0.1 \( \mu \text{m} \) of backscattered electron images.

3.1.7 Backscattered Electron Detectors

By applying a small negative potential to the grid at the front of an Everhart-Thornley detector, the low energy secondary electrons can be excluded and only higher-energy backscattered electrons can impinge on the scintillator and yield a signal. (Backscattered electrons arrive at the detector along with secondaries and so do contribute, slightly, to secondary electron images.) However, this is not an efficient detector as only those electrons emitted from the sample in the direction of the detector are collected. Scintillator-lightpipe-photomultiplier detectors designed to maximise the collection angle are available, but their bulk can sometimes be a disadvantage if there is limited space available inside the analysis chamber.

The microscopes used in this work both housed KE Developments Limited
four quadrant solid state backscattered electron detectors. Such detectors are configured to detect electrons of energies greater than 50 eV. Backscattered electrons have greater kinetic energies than do secondaries, so the secondary electrons also emitted from the sample will not affect the backscattered image. Arriving electrons interact with the semiconductor material of the detector to produce electron/hole pairs. A bias voltage separates these pairs to produce a detectable current.

Multielement, solid state backscattered electron detectors can be used to extract topographical information as well as atomic number contrast, though they were not operated in this mode in the present study. Of course, the spatial resolution of the images obtained is poorer than with secondary electron detectors.

3.1.8 Other Signals

A wide range of other signals can be obtained from an SEM with the correct detectors in place. Of these, only the x-rays produced in the sample were collected and analysed in the present work (see Section 3.2 on energy dispersive x-ray analysis). Only a brief mention will be made of some of the other available techniques.

Electron channelling and diffraction can be used to obtain information on the crystallinity of the sample, and the orientation of the crystals with respect to the incident electron beam. This technique is particularly useful for the analysis of microstructure and texture in alloys.

Electron/hole pairs produced in a semiconducting sample can be separated by application of a bias voltage to the specimen. The electron beam induced current (EBIC) signal gives information on the variation of electronic properties across the sample.

Some samples cathodoluminesce, with the degree and colour of the luminescence varying as a function of the composition.

The domain structure of a magnetic sample will manifest itself due to the effect of the magnetism on both the backscattered and secondary electrons.

The specimen current gives a signal that is the inverse of the total sample electron emission. Nowadays, it is mostly used just as a monitor of the beam current.

Rapid switching on and off of the beam can generate acoustic waves within the sample. This scanning electron acoustic microscopy (SEAM) can reveal subsurface structure in a sample, akin to sonar.
3.1.9 Image Processing and Storage

The image that appears on the microscope screens can be modified in several ways. Obviously, brightness and contrast can be adjusted for optimum viewing. Gamma controls change the response of the CRT to the supplied signal, enhancing either the high or low end of the signal. This can be useful to highlight image detail within generally dark or bright regions of the image. The signal can be differentiated before being sent to the CRT, emphasising regions of the sample where there are rapid changes in signal intensity while reducing the contrast of gradually changing background areas. Signals from different detectors can be added or subtracted. Corrections for the tilt of the sample can be applied. However, if a correction for tilt is applied to an image of a regular, square grid, so that the apertures now appear square and not rectangular, any spherical object sitting on the grid will then appear elongated. It is not always possible to have all portions of the image looking as desired.

High scan rates are required for ease of positioning the sample to the region of interest. To be able to use high scan rates, the beam will tend to have to be defocussed to produce a higher probe current than normal. However, to produce a good image for permanent recording, smaller probe sizes and longer scan periods are necessary. Obviously, the longer the image acquisition time, the greater the number of electron emission events recorded, and so the better the signal-to-noise ratio. Changing of the microscope operating conditions to optimise the obtained signal for the task in hand is a necessity.

By modulating the brightness of a CRT positioned in front of a Polaroid camera as the electron beam slowly scans the sample, a permanent recording can be made of the sample image. It is also possible to record backscattered electron images and x-ray dot maps, where a bright spot on the image corresponds to a point on the sample where x-rays of a chosen characteristic energy were generated as the electron beam passed over it.

Though neither of the instruments used in this study were so equipped, it is possible to output the signal from an SEM to a framestore, or digital analyser. Then, the image may be manipulated in any number of ways, such as changing the grey scale, introducing false colours, calculating areas or sizes of parts of the sample, enhancing edges, etc.

3.1.10 Sample Preparation

Unlike the case with transmission electron microscopy, very little sample preparation is required for scanning electron microscopy. The limitations on sample
size are set by the design of the specimen chamber and stage.

Electrically conducting samples are more readily examined. Insulating samples may be coated in a conducting medium, such as carbon or gold evaporated or sputtered onto the surface. As long as the film isn’t too thick (<10 nm), the effect on the images obtained is negligible while the sample no longer charges up under the primary beam. Only at low voltages, in the range 1 - 5 kV, are the rates of electron arrival and departure sometimes equal\(^2\). At normal SEM operating voltages, an accumulation of electrons is seen on sample surfaces. Conducting samples may remove this charge readily to ground, via the microscope stage structure. Insulating samples, if not coated, accumulate charge, giving rise to distortion of both the primary and secondary electrons and the images obtained.

### 3.1.11 Instrumentation and Experimental

Both of the Cambridge Instruments Stereoscan microscopes used in this work have most of the usual SEM facilities\(^4\), \(^5\). Each has two displays, e.g. for simultaneous secondary and backscattered electron image display; a degree of image processing, such as differentiation; specimen stages with x, y, z, \(\Theta\) and tilt control; continuously variable kV, magnification and working distance; Polaroid cameras; a choice of final aperture sizes; secondary and backscattered electron detectors; and EDX detectors (windowless on the S150) and analysers.

The S150 can go up to 40 kV electron energy while the S180 can reach 60 kV.

A check was made of the magnification calibration of the S180. It was discovered that distances measured using the \(\mu\)-markers, while accurate at medium to high magnifications, became increasingly in error as the magnification was reduced. 100 \(\mu\)m holes in a TEM grid appeared to be only -74 \(\mu\)m across at the lowest magnification possible.
Figure 3.1.1. Schematic drawing of the electron and x-ray optics of a combined SEM-EPMA.

Figure 3.1.2. Configuration of a self-biased electron gun.
Figure 3.1.3. An illustration of the topographic sensitivity of low-energy secondary electrons.

Figure 3.1.4. Generalised illustration of interaction volumes for various electron-specimen interactions.
3.2 Energy Dispersive X-Ray (EDX) Analysis

3.2.1 Introduction

When the electron beam of a scanning electron microscope enters the bulk of a sample, x-rays are one of the species emitted (alongside others, such as the secondary electrons generally used to obtain images in the microscope (see Figure 3.2.1)). The energies of the x-rays emitted are characteristic of the element(s) present in the sample and can, therefore, be used as a means of identification. An energy spectrum of the emitted x-rays is required, and may be obtained by use of either a wavelength or energy dispersive system.

The x-ray peak positions, along the energy scale (which is usually expressed in eV units, the energy acquired by an electron in travelling through a potential of 1 V), identify the elements present in the sample, while the integrated peak areas, after the application of appropriate correction factors, can give us the percentage concentrations of each of these elements.

With appropriate detectors, all elements above lithium may be detected. With an x-ray acquisition time of around 100 s, all constituents with concentrations \( \geq 0.5 \text{ wt}\% \) may be analysed for.

Energy dispersive x-ray (EDX) analysis has been used in this work to confirm the elemental compositions of reagent oxides, carbonates, etc., to determine the compositions of product spinel oxides and other samples prior to exposure to radiation and gas flows in the gamma cell, to monitor any changes occurring in the surface composition or morphology of samples exposed in the gamma cell and to estimate the extent of carbon deposition on samples exposed in the gamma cell.

3.2.2 X-Ray Production

The energies of the x-rays produced in a sample bombarded by an electron beam range from zero up to an energy equal to the maximum energy of the impinging electrons. These x-rays fall into two classes, background radiation and characteristic radiation.

The background (also known as the continuum, bremsstrahlung or white radiation) arises from the slowing down of electrons by the electric and magnetic fields of the sample atoms (see Figure 3.2.2). The kinetic energy lost by the electrons reappears as a flux of x-rays of variable energy. Statistically, a small amount of energy is more likely to be lost than a large one (the maximum that can be lost is equal to the kinetic energy of the electron prior to interaction with the sample), so the background ought to rise towards the lower end of the energy scale. This it does, up
to a point. But at low energies, the x-rays generated cannot so easily escape from the sample, and are, instead, likely to be absorbed. This gives us the typical humped background appearance on EDX spectra. The only information contained within this flux is the mean atomic number of the sample. The maximum x-ray energy obtainable is equal to the maximum kinetic energy of the incoming electrons. This last fact can be useful in showing whether or not a particular sample has charged under the electron beam. If it has, then the negative potential accumulated on the sample will act to reduce the kinetic energy of the primary electrons by the time they reach the sample. The high energy cutoff of the background radiation spectrum will then appear at a lower energy than that given to the primary electrons as they were accelerated down the microscope column. The difference between the expected and the observed upper energy will be equal to the charging of the sample.

If an incoming electron interacts with an electron in one of the sample atoms, then that sample electron may be emitted from the atom, to leave a vacancy. The atom is unstable in this state, and an electron from a higher-lying orbital will tend to "fall" into the vacancy to lower the potential energy. The energy difference between the outer electron shell and the inner one (with the now-filled vacancy) has to be lost, and so is in the form of an x-ray (see Figure 3.2.2). As all elements have unique configurations of electron energy levels, the energy spectrum from any particular element will be unique, and provides a means of identification of the elemental composition of an unknown sample.

The x-ray peak arising from the initial ejection of an electron from a K shell in an atom is termed a K line. Likewise, L and M lines originate in the removal from an atom of an L or M electron. Within each line, there will, actually, be a number of different x-ray energies, dependant on the particular atomic orbital from which an electron falls to fill the vacancy.

Electric dipole selection rules dictate from precisely which higher energy orbitals electrons may drop to fill the inner orbital vacancy. The requirements may be summarised as:

\[ \Delta n \geq 1, \text{ where } n \text{ is the principal quantum number}; \]
\[ \Delta l = \pm 1, \text{ where } l \text{ is the angular momentum quantum number}; \text{ and} \]
\[ \Delta j = 0 \text{ or } \pm 1, \text{ where } j = l + s \text{ and } s \text{ is the spin quantum number}. \]

Figure 3.2.3 illustrates these selection rules for the case of Kα emission.

The higher the atomic number of an element, the greater the number of characteristic x-rays that may be generated. Carbon, containing two K shell electrons and four L electrons, only produces Kα x-rays. Though the L electrons can (and will)
be removed from the atom by primary electrons of sufficient energy (in all elements, an incoming electron can only remove sample atom electrons which are bound to their nucleus with energies less than or equal to that of the primary electron, the so-called critical ionisation energy), there are no higher-lying ($M$ shell) electrons to fill the vacancy produced, and generate x-rays in so doing. Sodium, with its one $M$ electron, is able to generate both $K\alpha$ and $K\beta$ x-rays, while heavy elements, such as uranium, give rise to several series of lines. (See Figure 3.2.4.)

The probability of producing emission of a particular x-ray from an element is dependent on the energy of the primary electron, accelerated in the microscope column. It is the ultimate kinetic energy of the electron that we are talking about here, i.e. the given energy less any lost in overcoming sample charging. As a rule of thumb, the primary electron beam ought to be accelerated to an energy some two-and-a-half times greater than the critical ionisation energy for the x-ray in question to efficiently generate the x-ray.

The efficiency of x-ray production, even at a fixed primary electron energy, varies with atomic number, giving us the first correction factor required for quantitative x-ray analysis (see Section 3.2.15, later).

The ionisation cross section for a particular element, a function of the critical ionisation energy for the electron shell concerned and the energy of the primary electron beam, gives us the probability that an atom will be ionised to give us the initial vacancy in a low-lying orbital.

However, not all ionisations will yield an x-ray emission. The energy difference between the energy levels, that has to appear as an x-ray for this type of analysis to be possible, may, instead, be given to another outlying electron, giving it sufficient energy to escape from the potential energy well of the atom. This is the Auger process, named after its discoverer, Pierre Auger. The fraction of ionisation events that lead to the emission of an x-ray is termed the fluorescence yield. It is a function of atomic number. When looking at $K$ shell x-ray emissions, the element beryllium represents the lowest atomic number that can readily be seen to emit characteristic x-rays. Calcium is at the lower limit for $L$ shell x-rays while lanthanum is the lightest element readily identified from its $M$ lines.

### 3.2.3 X-Ray Production Volume

The electron probe, that gives rise to the x-ray production, has been focussed by the microscope column (though, to obtain sufficient x-ray yield for analysis to take a reasonably short period of time, the beam tends to have to be defocussed to a certain extent) to a fine point. However, the x-rays that are emitted
originate from a larger volume. The dimensions of this volume depend on the primary electron beam energy and the mean atomic number of the sample being probed. The higher the energy of the primary electrons, the greater will be their penetration into the sample. For the case of a sample material of density 3 g.cm\(^{-3}\), a 30 kV electron beam will enter the sample to depth of around 3 \(\mu\)m. A 10 kV beam will penetrate around 1 \(\mu\)m.

The lower the atomic number of a material, the fewer are the electrons in it that can scatter the primary beam. The primary electrons are then able to penetrate further into the material before the accumulated collisions with sample atoms have robbed them of all their original kinetic energy. For our original example of a 30 kV beam and material of density 3 g.cm\(^{-3}\), where the penetration depth equalled some 3 \(\mu\)m, if we increase the density to 10 g.cm\(^{-3}\) we get a penetration of only 0.8 \(\mu\)m.

There are both empirical and fundamentally based formulae for the estimation of the depth of analysis in EDX. The one used in the current work is\(^6\):

\[
R = \frac{4120}{\rho} E(1.265 - 0.0954 \ln E)
\]

where: 
- \(R\) = electron penetration depth /\(\mu\)m;
- \(\rho\) = absorber density /g.cm\(^{-3}\); and
- \(E\) = primary electron energy /MeV.

This equation is applicable over the primary electron energy range of 0.01 - 3 MeV, or 10 - 3000 keV.

Figure 3.2.5 illustrates the effects of beam energy and sample density on the x-ray production volume. X-rays will be generated at all points within the electron scattering volume, where the electrons still have sufficient energy to excite the appropriate core electron out of the atom. This diagram also shows the volumes from which electrons are emitted to generate backscattered and secondary electron images in the microscope. As the x-ray emission volume is much greater than the secondary electron one, and has a larger diameter, the spatial resolution of our x-ray analysis is less than any secondary electron images produced under the same microscope operating conditions. At, or around, 20 kV primary beam energy, we tend to get an x-ray spatial resolution of the order of 1 - 2 \(\mu\)m, compared to the image resolution of nearer 50 - 100 nm.

3.2.4 Wavelength Dispersive X-Ray (WDX) Analysis

Wavelength dispersive analysers employ crystals chosen to selectively reflect and diffract the x-rays falling on them. The Bragg relationship describing the requirements for constructive diffraction of x-rays (see Section 3.3) applies, so a
measurement of the source-crystal-detector angles can give us the wavelength (and, so, energy) of the impinging x-rays.

The crystals used are usually made of an organic material, e.g. potassium acid phthalate (KAP), and are made with concave surfaces, with radii of curvature related to the radius of the Rowland, or focussing, circle that they, along with the sample and detector, are placed around.

During the analysis, the diffracting crystal and detector are moved around the circle, so that x-rays of differing energies are, in turn, constructively diffracted. A plot of signal strength against x-ray energy can then be plotted. This technique is the same as that used in x-ray diffraction (see Section 3.3).

Proportional gas-filled detectors are most commonly used. The diffracted x-rays enter a gas-filled chamber (a typical detector gases are a mixture of 90% argon and 10% methane in a flowing system, or krypton or xenon in sealed detectors), causing ionisation of the gas and the production of photoelectrons. These electrons are attracted to a positively charged wire running down the centre of the detector tube. Secondary ionisations occur in the gas amplifying the signal. These primary and secondary electrons give rise to a current proportional to the energy of the original x-ray and the intensity of the x-ray flux. The current is integrated over a set time period to create the signal intensity at the particular wavelength that the spectrometer is set up for during that time. The positions of the crystal and detector are then adjusted to collect data on the next wavelength.

Most WDX systems employ two or more crystals, as each is limited in the wavelength/energy range it can diffract.

The resolution of WDX systems is such that it is possible to detect chemical shifts in the peak positions, akin to those seen in x-ray photoelectron spectroscopy (see Section 3.4), from some samples. These shifts arise through the changes in the atomic energy levels due to the differing oxidation states and chemical environments of the sample atoms. Detectable shifts have to be of the order of 10 eV or greater, so the technique is not as useful as XPS, in this respect.

3.2.5 The EDX Detector

An energy dispersive x-ray analysis system basically consists of a detector that responds to an arriving x-ray by generating a pulse of electric charge, a preamplifier that converts this charge into a voltage, a processor that amplifies the voltage before actually measuring it, and an analogue-to-digital converter (ADC) that produces an output that can be placed into a multichannel analyser at a position
appropriate to the original x-ray energy. EDX detectors were first employed on electron microprobes by Fitzgerald, Keil and Heinrich 7.

An EDX detector applies the photoelectric effect. Figure 3.2.6 is a diagrammatic representation of a typical lithium-drifted silicon EDX detector. The silicon crystal is doped with indium to transform it into a p-type semiconductor, with an excess of "holes" 8. Further lithium doping is then applied to compensate for the impurities already present in the silicon and to give the final required characteristics 9.

It is necessary to maintain the crystal at liquid nitrogen temperatures to reduce the mobility of the dopant atoms through the silicon and thus to retain the performance of the detector. The low temperatures are maintained by use of a liquid nitrogen dewar, thermally in contact with the crystal (and field effect transistor (FET, see below, Section 3.2.6)) via a copper rod. If the liquid nitrogen level in the dewar is not maintained, then the crystal will warm up, increasing the ability of the lithium atoms to migrate through the body of the crystal, with consequent loss of performance of the detector.

Housing the crystal in a region of relatively high vacuum (-1x10^-6 T) minimises contamination of the crystal face, that might otherwise reduce the transmission of x-rays, especially those of low energy, to the crystal. An 8 μm window of beryllium is used in standard detectors to isolate the crystal from the specimen chamber of the microscope, which is let up to air, or dry nitrogen, during each sample change (at least with the Cambridge microscopes used in this study). The presence of this window prevents x-rays of energies lower than 0.8 keV reaching the detector crystal 8, limiting analysis to the elements of sodium and higher atomic number. If the liquid nitrogen is allowed to run out in the dewar, molecules trapped in a region of molecular sieve material, housed within the walls of the dewar, will be released and are likely to deposit on the face of the crystal, increasing system noise and reducing transmission efficiency of low energy x-rays to the crystal.

An impinging x-ray raises a number of electron/hole pairs from the valence band up to the conduction band of the crystal. The energy required to raise one such pair is 3.8 - 3.9 eV 9. The number of pairs raised is directly proportional to the energy of the incoming x-ray. A bias voltage, usually around 500 V, applied to the crystal then pulls the electrons and holes apart to produce a charge. This charge, for a 5 keV x-ray, is of the order of 2x10^-16 C 8, arising from the elevation of some 1300 electron/hole pairs 1.

Comparing the technique to wavelength dispersive analysis, we have here a parallel technique, where all x-ray energies are monitored simultaneously, whereas in WDX the energy range is swept through, with acquisition for a set time at each
energy. EDX allows us to monitor the spectrum and cease acquisition once the desired signal-to-noise ratio has been achieved or once a particular intensity has been reached for an element of interest. With WDX, once an acquisition has been started, it is difficult to increase or decrease the duration without restarting the whole run.

Since mechanical movement of the crystal and detector are required in WDX, spectral acquisition time is increased.

The higher geometrical collection and quantum (percentage of impinging x-rays actually analysed and assigned to an energy channel) efficiencies of the EDX detector mean that lower beam currents are needed, which is useful for delicate samples that might be damaged by the electron beam.

Since the focussing requirements are less critical, EDX may be used to analyse or x-ray map relatively large sample areas and rough samples. WDX systems are sensitive to variations of only a few microns in the surface finish of the sample.

Another advantage of EDX is its price - the systems, being mechanically simpler, are much cheaper to buy.

There are some disadvantages of EDX over WDX analysis. The detector resolution is some 15 times poorer, giving increased problems of peak overlaps and the need for more sophisticated spectral deconvolution routines. Chemical shifts are also too small to be identifiable with EDX analysis. The spreading out of counts into more channels reduces the peak heights, and, so, increases the minimum detection limits. At 0.1 - 0.5 wt%, the detection limits for EDX are an order of magnitude worse than those for WDX. Also, the maximum count rates are lower compared to those obtainable with the WDX technique.

3.2.6 The Field Effect Transistor (FET)

As mentioned earlier (Section 3.2.5), the field effect transistor (FET) converts the charge built up in the detector crystal into a voltage.

Instead of being reset after each charge conversion, i.e. after each x-ray incident, as might be expected, the FET is only reset, using light from a light emitting diode (LED), once the accumulated voltage across the FET is such that to further increase it would cause the transistor to enter a non-linear region. Figure 3.2.7 shows how the FET voltage increases in a step function, with each step height proportional to an x-ray energy, until it is reset. The time while the LED is switched on, to reset the FET, contributes to the dead time of the EDX system, the fraction of the total acquisition time during which actual x-ray detection and recording is not possible.
The FET, like the detector crystal, has to be cooled to liquid nitrogen temperature, this time to reduce to a minimum electronic noise in the system. If the bias voltage is on while the detector warms up due to lack of liquid nitrogen, the noise generated can saturate and destroy the FET.

3.2.7 Spectral resolution

Though the natural full width half maximum (FWHM) of an x-ray peak is of the order of 2 eV, the EDX system degrades this to nearer to 150 - 200 eV. This increase is contributed to by the 3.8 - 3.9 eV energy involved in the electron promotion in the crystal, statistical variation in the number of electron/hole pairs produced by an x-ray of specific energy and the uncertainty introduced by the amplification process. The equation:

\[ \text{FWHM} \propto \sqrt{(C^2E+N^2)} \]

where:  
C = uncertainty in number of electron/hole pairs produced;  
E = energy of incoming x-ray; and  
N = the contribution to the noise from the amplification process,

describes this peak broadening. C is dependent on the material used for the crystal.

The higher the x-ray pulse rate, the greater is the increase in FWHM. External vibration and electronic interference contribute to the ultimate resolution, the higher the levels the broader are the peaks. Also, the detector capacitance is a factor, the smaller the better, implying the use of small crystals, at the expense of reduced x-ray collection rate due to the reduction in surface area. If any light or infrared radiation falls on the detector, by, for instance, the leaving off of the dewar lid or the analysis of a cathodoluminescent specimen in a windowless system (beryllium or thin windows prevent access for light from the specimen chamber), noise in the spectrum will be increased. Any ice crystals that form or accumulate inside the nitrogen dewar may "tap dance" due to the boiling nitrogen, degrading the resolution by up to 30 eV.

There is tailing apparent at the low energy side of peaks, causing deviation from the ideal gaussian shape, and so increased peak widths at low heights. There is incomplete charge collection, due to increased inefficiencies in the detection process in the detector at the sides and edges (recombination of electron/hole pairs occurs more often). The x-ray is measured as having a lower energy than it actually originally had. Energy may also be lost to the continuum by the emission of x-rays from inelastically scattering photoelectrons generated in the silicon crystal by the
impinging x-ray. Again, we see an increase in the background, and a broadening of
the peak, on the low energy side.

3.2.8 The Signal Processor

The pulse processor in the EDX system performs several functions. It
activates the FET resetting routine at the appropriate moments, it ensures that only
one pulse at a time is amplified (pulse pile-up rejection) and amplifies, shapes and
integrates the pulse before passing it onto the analogue-to-digital convertor.

Pulse pile-up, the arrival at the detector of two temporally close x-rays,
leading to interpretation as a higher energy single x-ray, is prevented by a
discriminator, set to only allow the measurement of pulses that arrive more than
1x10⁻⁶ s apart. A "slow" discriminator is tuned to distinguish between noise and a
genuine signal.

While one pulse is being analysed, the processor will reject all further
incoming signals. The time taken to measure the energy of the x-ray that gave rise to
the pulse is a contributor to the system dead time.

The longer the processor integrates a pulse for, the greater will be the
spectral resolution, at the expense of increased acquisition time for a spectrum of set
total number of counts. This integration time adds to the dead time of the system. A
processing time of 20 μs is most commonly employed. Higher count rates normally
require the use of shorter integration times, and vice versa.

3.2.9 The Analogue-to-Digital Convertor

This section of the EDX system allows the pulse, that has been integrated
and handed to it by the pulse processor, to decay at a fixed rate. The time taken for
the pulse to decay to zero is, then, a function of the energy of the pulse and, thus, of
the energy of the original x-ray. Once the decay time has been determined, then an
additional entry is made in the appropriate channel of the multichannel analyser,
which is usually displayed on a computer display unit as a bar graph, with the height
of a bar being proportional to the number of x-rays of the energy represented by that
channel that have been detected during the course of the acquisition.

3.2.10 System Calibration

A noise peak, nominally at 0 eV, is generated by the spectrometer. A
potentiometer on the pulse processor is adjusted so as to bring the centre of this peak
into line with the origin of the energy scale.
A standard material, in our case cobalt, is placed under the electron beam. The energy of the x-rays generated by this sample is known from the literature (for cobalt, the $K\alpha$ x-ray is of 6.930 eV energy$^6$) and it is then a simple matter to adjust the "gain" potentiometer to ensure that the signal falls at the correct value on the energy scale.

3.2.11 Qualitative Analysis

Qualitative analysis of an EDX spectrum requires the accurate measurement of an x-ray peak position, and, so, energy, followed by the comparison of that energy with known energies for the elements so as to determine the elemental composition of the sample.

The relative peak intensities for a family of lines from one element, for instance the $K\alpha:K\beta$ ratio, may be used to separate out the influence of overlapping peaks. The first row of transition elements tends to create problems with the $K\beta$ peak of one element being overlapped by the $K\alpha$ peak from the element one higher in atomic number. The ratios that may be expected are:

\[
K\alpha:K\beta = 100:20 \\
L\alpha:L\beta_1:L\beta_2:L_1 = 1:100:70:20:10 \\
M\alpha:M_\alpha = 1:100.
\]

The asymmetric broadening of a peak, away from the usual gaussian shape, is also indicative of the presence of an overlapping peak, centred at a slightly different energy.

3.2.12 Spectral Artifacts

Of all the x-rays that impinge on the detector crystal, a small fraction may bring about fluorescence of a silicon x-ray from the crystal material. This x-ray may then be either reabsorbed to produce additional electron/hole pairs or may escape from the detector. If the latter occurs, then we have, in effect, a loss of 1.74 keV, the energy of the silicon x-ray, from the incident x-ray. The x-ray will then be measured and allocated to a channel 1.74 keV lower than it ought to have been. A peak will appear in the spectrum 1.74 keV below the parent x-ray line. Such a signal is called an escape peak. Phosphorus generates an escape peak -1.8% of the time while zinc only generates an escape peak -0.01% as intense as the parent $K\alpha$ signal$^1$. Obviously, x-rays of insufficient energy, less than the 1.838 keV silicon $K$ shell binding energy$^1$, cannot generate escape peaks.

It is possible to have a computer calculate the contributions to the spectrum from all the escape peaks expected due to the elements known to be present.
in the sample. These can then be subtracted from the raw data.

If a silicon x-ray is generated in the inactive, dead layer at the front of the detector crystal, which is \( \leq 0.5 \ \mu\text{m} \) thick, and then finds its way into the active layer, it will contribute to the formation of an internal fluorescence silicon peak in the final spectrum\(^1\). This peak ought not to indicate a silicon concentration greater than 0.2 wt\%. The thin (-20 nm) gold electrode layer on the front face of the crystal can also contribute to the spectrum, giving a slight absorption edge\(^1\).

X-rays of energies slightly above that of the \( \text{Si } K\alpha \) line are preferentially absorbed by the dead layer in the crystal. A drop is, therefore, seen in the background spectrum around this energy. The extent of the drop is a function of the thickness of the dead layer.

If two x-rays arrive simultaneously at the detector and are not discriminated by the electronic circuitry, then a contribution to the spectrum will be made at an energy equal to the sum of the two x-rays. This pulse pile-up is most often seen with elements present at high concentrations at energies equal to twice that of the \( K\alpha \) radiation. The probability of sum peaks appearing in a spectrum increases with increasing count rate.

Not all of the x-rays detected may originate from the sample being examined. Electrons from the probe beam may strike the final aperture of the column and generate x-rays which may then either be detected or may themselves fluoresce x-rays from areas of the sample other than that intended or from regions inside the microscope specimen chamber (see Figure 3.2.8). The large solid angle for x-ray collection of EDX detectors, in comparison to WDX crystal systems, compounds this problem. Use of apertures thick enough to prevent the x-rays generated in the aperture from passing through into the chamber area or of materials such that the x-rays generated are of sufficiently low energy not to penetrate the aperture can readily solve this problem.

If any electrons were to enter the crystal, they would behave the same as x-rays, generating electron/hole pairs, degrading the resolution, increasing the dead time and changing the background shape\(^1, 8\). The beryllium windows usually fitted to detectors prevent all electrons \( \leq 25 \text{ keV} \) from entering the crystal area. Windowless detectors (see Section 3.2.14) have magnetic shielding to divert electrons away from the detector.

3.2.13 Semi-Quantitative Analysis

Peak areas may be used to identify trends in relative concentrations of the
elements contributing to a spectrum. The background beneath a peak has first to be removed. A simple straight line is usually sufficient for this type of work. Because the peak area is not only a function of the concentration of the element present but also of the relative x-ray generation efficiency, the efficiency of the detector to monitor x-rays of differing energies, the operating voltage of the microscope and of the other elements present in the sample, the results obtained from this semi-quantitative approach may be quite a way out from the actual composition.

The above factors dictate that semi-quantitative analysis is most applicable to determining the relative concentrations of elements of similar atomic number. The various influences on the peak area are then most alike. It is possible to determine sensitivity factors for elements if a range of samples is available. Taking one of known composition, correction factors may be applied to the peak areas until a result is obtained similar to the expected answer. The same correction factors may then be applied to samples of similar, if not identical, composition to obtain results that may be expected to be not too far out.

If we have peak overlapping, then semi-quantitative analysis becomes impractical and a more quantitative approach is required (see Section 3.2.15).

3.2.14 Light Element Analysis

As was stated earlier (Section 3.2.5), x-rays of insufficient energy, including the $K\alpha$ x-rays from elements of atomic number $<11$, are unable to penetrate the beryllium window at the front of the detector. This is unfortunate as the light elements are often of great interest. For instance, this work involves study of carbon deposition on oxide surfaces - neither carbon nor oxygen are detectable with a standard energy dispersive detector. If the window is removed from the detector, then the low-energy x-rays, from the elements down to, and including, boron, are able to reach the detector crystal, and be counted. Windowless x-ray detectors usually have a turret arrangement at the front which allows either a standard beryllium window, an ultrathin window (made out a suitable polymeric material) or no window to be placed in front of the crystal. However, for selection of the windowless mode to be safe, and to prevent the detector crystal, which is maintained at low temperatures, from icing up (having condensable species deposited at too rapid a rate onto its face out of the residual gases present in the microscope), it is necessary to have the microscope vacuum at pressures of $<1\times10^{-5}$ r.

When operating with the thin window in place, it is not possible to analyse for nitrogen, as the carbon in the window heavily absorbs the nitrogen x-rays. However, the crystal is then protected from contamination and any stray light present in the chamber, which might otherwise act like stray electrons, producing a large
number of electron/hole pairs and degrading the resolution of the detector.

Quantitative light element analysis is difficult. The absorption correction factors that are found to have to be applied are large, giving the possibility of small measurement errors being multiplied into large concentration errors. Also, these low energy x-rays are greatly affected by the condition of the surface of the sample. Contamination overlayers can have a large attenuation effect on the x-ray signal, especially when low kV (<10 kV) electron beams are used during spot analyses. Carbon is readily deposited onto a sample surface by the cracking of residual hydrocarbon contaminants in the sample chamber by the electron beam. It can then act not only to attenuate the x-ray flux leaving the sample but also to deflect the incoming electrons away from the intended analysis area. Any roughness of the sample surface will also act to reduce the effective x-ray production, with peaks on the surface absorbing the low energy x-rays.

3.2.15 Quantitative Analysis

As stated earlier, electron backscattering and x-ray production levels depend on the elemental nature of the sample being examined. The three factors (Z - atomic number correction to account for backscattering; A - absorption correction to account for generated x-rays that do not manage to leave the sample; and F - fluorescence correction to account for extra x-rays generated by the absorption by an atom of a higher energy, first generation x-ray) that have to be taken into consideration when beginning to quantify an EDX spectrum are incorporated into the ZAF method of quantitative analysis.

There are requirements for the successful application of this technique. In particular, for the Link QX200 system used for some of the work described here, spectra need to be acquired from standards which are:

of known elemental composition;
flat;
of homogeneous composition within the x-ray production volume;
electrically conducting;
stable when irradiated by the electron beam; and
stable under the vacuum present in the analysis chamber.

The ZAF method is based on fundamental principles, and, so, is not empirically-based. The iterative calculations required make it particularly suitable for use on computers.

Castaing's original treatment for quantitative analysis of data from his
electron microprobe used intensity values for the characteristic x-rays\textsuperscript{12}. Since these can be difficult to determine, intensity ratios are the preferred choice, as suggested by Castaing. As a first approximation,

\[
\text{Concentration} = \frac{I(\text{specimen})}{I(\text{standard})}
\]

if the standard has a concentration of 100\%. The correction factors mentioned previously (Section 3.2.2) now have to be applied and added into this equation.

\[
\text{Concentration} = \frac{(\text{ZAF factor}) \cdot I(\text{specimen})}{I(\text{standard})}
\]

There are restrictions both on the operating conditions of the microscope used for the analysis and on the sample if accurate quantitative analysis is to be performed. The aim is to minimise the magnitude of the corrections that have to be applied to the data while, at the same time, minimising also the degradation in microscope performance. The absorption correction is usually the largest and this can be reduced by using an electron beam of as low energy as necessary and by analysing the x-rays emitted in directions as close to the path of the electron beam as possible.

The kV of the electron beam governs the penetration depth - the higher the kV the higher the penetration. Of course, sufficient energy must be available to excite the lines necessary to identify the elements present in the sample. 15 - 20 kV is best for most samples, though going up to 40 kV is sometimes necessary to see if higher energy lines are present in order to unambiguously identify elements where there are doubts due to overlapping of lower energy x-rays.

The x-rays leaving the samples at angles close to the incident electron beam are the best to analyse since these will have passed through the minimum depth of sample. At low take-off angles, a greater depth of sample is passed through, maximising the chances for x-ray absorption and maximising the necessary correction factor. The geometry of the stage and microscope analysis chamber may limit the freedom of choice with regard to the x-rays analysed, so routines are included in quantitative EDX software to correct for different take-off angles, but angles greater than 45\(^\circ\) are not recommended. At high angles, the assumption that all of the incident electron beam is contained within the sample may no longer hold, as scattered electrons may more readily escape from the sample surface, and so not generate the number and type of x-rays expected by the software.

Before the ZAF corrections can be applied to a spectrum, it is necessary to distinguish overlapping peaks from each other and to subtract away the effect of the background. There are two approaches to this problem. The first attempts to fit a calculated background to the specimen spectrum before using a least squares method.
to calculate the peak intensities. The second method subtracts the background and then fits standard peaks, from which the backgrounds have also been removed, to the remainder.

The software provided with the Link Systems QX200 EDX system used for some of the work described here (work not involving a windowless detector) used the second approach. Suppression of the background is achieved by passing the specimen spectrum through a filter which, in effect, only allows through rapidly changing information. The slowly changing background signal is removed. Distortion of the peak shapes occurs, but since the standard spectra that are fitted next have also been passed through the same filter, this effect is cancelled out. The application of the "top hat" filter used to a gaussian function and to a straight line are shown in Figure 3.2.9. Any straight line (e.g. a linear background) yields a zero response out of the digital filter. The gaussian peak is given negative regions either side. By comparing the count rate and peak shape and position recorded off a standard, usually, and in this case, a piece of cobalt (the polished surface does not oxidise to any great extent), both at the time all of the standard spectra are recorded when setting up the Link EDX system originally and when a specimen spectrum is acquired, it is possible to correct for the effects of differing beam current, detector resolution and spectral shift. This is providing that the geometries on both occasions are the same and that none of the above variables are too far from their original values. After the original and current cobalt spectra have been compared by the computer, the specimen spectra are shifted so that their zero channels fall at the same place as when the system was first set up, their gain is adjusted so that the cobalt $K\alpha$ peak position falls in the same detector channel and their peak FWHM values are adjusted to be the same as when the standard peaks were recorded. The peak areas for both cobalt spectra are used as a monitor of the differences in beam current on the two occasions. In effect, these corrections simulate a system where all the operating conditions are stable. Small fluctuations in these parameters are corrected for in the calculations. Only when the system performance degrades dramatically or if it is to be operated under different operating conditions ($kV$, take-off angle, etc.) do new standard peaks have to be recorded.

A variation of the ZAF routines for the analysis of rough or particulate samples is available on the Link computer. This utilises peak-to-background ratios. These ratios are, to a first approximation, independent of sample geometry.

$$C_i' = \frac{\langle P/B \rangle_{\text{specimen}}}{\langle P/B \rangle_{\text{standard}}} C_i_{\text{standard}}$$
The concentration $C_i'$, determined solely from the peak-to-background ratios, is related to the actual atomic concentration, $C_i$, by the equation below, that brings in the ZAF corrections.

$$C_i' = \frac{(f_{ZAF})_i^{\text{standard}}}{(f_{ZAF})_i^{\text{specimen}}} C_i$$

where: $C_i = \text{atomic concentration of element } i$;
$C_i' = \text{apparent concentration of element } i$; and
$i = \text{element number}$.

Alterations to the Z and A corrections are required to account for the different characteristic and continuum radiation backscatter coefficients and absorption factors respectively.

Standard peaks with associated backgrounds are used to obtain peak areas from the specimen spectrum. Profiles with scaled peak-to-background ratios are then subtracted from the original spectrum to determine the background associated with each specimen peak. Comparison of these ratios with those on the original standard spectra yields the first approximation to the composition. This approximation is used to calculate a theoretical background which can be subtracted from the original spectrum, and then obtain a better fit to the background, from which better peak-to-background ratios can be got. The ZAF corrections are applied to the new ratios.

This ZAF-PB programme cannot be expected to yield results as accurate as those from the classic ZAF routine for polished samples. The statistical error in the peak-to-background ratio is higher than just measuring peak areas as the background will tend to contain fewer counts overall.

The Kevex Delta EDX analysis system, attached to the windowless capable Kevex Extra Model 3500 detector, uses a standardless means of analysis. Gaussian peak shapes are fitted to the experimental data in order to calculate the quantitative results.

3.2.16 Instrumentation and Experimental

For this work, two sets of energy dispersive x-ray analysis systems were
employed. The first, with only a beryllium window detector, and so only able to analyse down to sodium (though the oxygen content of sample may be estimated via the appropriate software routines), was a Link Analytical QX200. This was attached to a Cambridge Stereoscan S180 scanning electron microscope. Standard peak spectra for the quantitative analysis work were recorded off a Micro Analysis Consultants Limited forty-two element standards block and processed as per the instructions provided with the Link system\textsuperscript{12, 13}. The spectra were recorded with a beam accelerating potential of 20 kV and a take-off angle of 45°. Cobalt standard spectra were taken either immediately before or after each specimen spectrum. Acquisition times, unless stated otherwise, of 100 s were used. The \( K \) x-ray lines were used for all quantitative work.

The other system, complete with a Kevex Extra Model 3500 windowless detector, and so able to analyse for all elements above boron, was a Kevex Delta. This was operating on a Cambridge Stereoscan S150 scanning electron microscope. Though light elements (in particular, carbon) could be detected, quantitative analysis of such elements is not readily possible. However, relative deposition rates may be obtained by determination of the area of the carbon signal (in counts) - the greater the number of counts in the peak, obviously the greater the carbon present on/in the sample.

Both detectors were mounted horizontally on their respective microscopes and the systems were operated in accordance with their manufacturers' instructions.
Figure 3.2.1. Schematic illustration of the principal results of the interaction of an electron beam with a specimen.

Figure 3.2.2. Production of characteristic x-rays.
Figure 3.2.3. X-ray emission selection rules, as applied within the K and L shells.
Figure 3.2.4. X-ray emissions possible for high atomic number elements.
Figure 3.2.5. Variation of the x-ray interaction volume with density and operating voltage.

Figure 3.2.6. Schematic of the crystal and FET.

Figure 3.2.7. Schematic of pulsed optical feedback.
Figure 3.2.8. Sources of stray radiation in an SEM.

Figure 3.2.9. Result of digital filter on a gaussian and on a straight line.
3.3 X-Ray Diffraction (XRD)

3.3.1 Introduction

X-ray diffraction is used to determine the crystalline phases present in a sample. It is also useful for monitoring the purity of a sample, as any additional phases present readily manifest themselves by creating additional features in the spectra. It is not necessary for the sample to be housed in a vacuum, of any degree. All the samples analysed for the current work were exposed to the atmosphere during the analysis. XRD was used to monitor the purity of the reactants used for spinel oxide preparation and of the resultant products. Changes (or otherwise) in the oxides following exposure in the gamma cell were also identified.

3.3.2 X-Ray Production

The rapid deceleration of electrically charged particles of high initial kinetic energy, usually high energy electrons in a vacuum tube, leads to the production of x-rays. A cathode maintained at a high negative potential, such as a tungsten filament located within a sealed and evacuated vessel, acts as the electron source. Alternatively, ionisation of a gas can produce the electrons we require. An anode, positively charged with respect to the cathode, attracts the electrons.

The interaction of the electrons with the anode material gives rise to x-rays with energies characteristic of the element(s) from which the anode is made. The incident electron, on "colliding" with an anode atom, and suffering an inelastic collision, may cause the ejection from that atom of an electron. The vacancy thus left in the anode atom is then filled by a higher energy electron, from the same atom. The energy difference between the two energy levels involved in this vacancy-filling process may then manifest itself by either causing the ejection from the atom of a further higher electron shell electron (the Auger process) or by the emission from the atom of an x-ray. Figure 3.3.1 illustrates how several discrete x-rays may be emitted as electrons from different energy shells fill lower-lying vacancies. The $K\alpha_1$, $K\alpha_2$ and $K\beta_1$ lines, being the most intense from usual sources, are the only ones observed in normal diffraction work. The energies of the $K\alpha_1$ and $K\alpha_2$ x-rays, depending on the anode material, may be too alike to be clearly resolved with the type of equipment generally used. In such a situation, they would be collectively referred to as $K\alpha$ radiation.

On a plot of number of x-rays against energy, the peaks associated with these characteristic energies are superimposed on a continuous background created by the release of kinetic energy, in the form of x-rays, from electrons that have suffered inelastic collisions with atoms in the anode, and consequent losses in kinetic energy.
It is highly desirable to only use one energy of x-rays for diffraction work. A filter, made of a material chosen to preferentially absorb unwanted energies from the spectrum emitted by the source, will leave us with, ideally, only the intense $K\alpha$ radiation to impinge on our sample (see Figure 3.3.3).

3.3.3 Principles of X-Ray Diffraction

A crystal lattice is constructed out of a regular, three-dimensional, arrangement of atoms, or groups of atoms. It may be considered to be built up out of an infinite number of repeated basic units, known as unit cells. The periodic arrangement of atoms gives rise to a continuous variation in electron density throughout the lattice. When an x-ray beam is directed at the surface of a crystal, a proportion of the beam is reflected off the thin surface layer. Another fraction is diffracted by parallel planes of high electron density within the lattice, if the correct conditions are satisfied (see below). The remainder of the beam will pass straight through the crystal. The diffracted beams can provide us with information on the precise structure of the crystal being examined - the spacings between atomic planes within the crystal and the orientation of those planes with respect to each other (i.e. the shape of the crystal unit cell).

The conditions for constructive interference of a diffracted x-ray beam were derived by Bragg and are summarised in the equation below and in Figure 3.3.4.

$$n \lambda = 2d \sin \theta$$

where: $n$ is an integer;
$k = x$-ray wavelength;
$d = $ spacing between planes of high electron density; and
$\theta = $ angle between the plane of electrons and the path of the incident radiation.

For the case of a crystal with given d-spacings, subjected to irradiation by monochromatic x-rays, only particular angles of incidence will give rise to constructive interference of the diffracted x-rays, and a large signal to be detected. In contrast, the, more efficient, reflection of x-rays off the crystal surface may take place at any incident angle.

Any unit cell may be defined in terms of three dimensions, $a$, $b$ and $c$, and three angles, $\alpha$, $\beta$ and $\gamma$. For the simplest, cubic, crystal structure, $a = b = c$ and $\alpha = \beta = \gamma = 90^\circ$. Six other crystal classes arise through different combinations of
unit cell edge lengths and angles. Table 3.3.1 describes the edge and angle properties of the seven crystal classes while Figure 3.3.5 illustrates the fourteen Bravais lattices that are derived from these.

Planes passing through atoms in the lattice may be described in terms of the Miller indices $h$, $k$ and $l$. For a lattice with unit cell dimensions $a$, $b$ and $c$, and a plane $hkl$, the plane intercepts the edges of the unit cell at $a/h$, $b/k$, and $c/l$. If a plane is parallel to a given axis, then its intercept on that axis is at infinity, and the corresponding Miller index is zero. Intercepts on negative axes are indicated by placing a bar over the Miller index. As an example, the plane along one face of a cubic unit cell will have Miller indices $h = 1$, $k = 0$ and $l = 0$, and will, therefore, be known as the $[100]$ plane. The plane cutting the unit cell in half parallel to the $[100]$ plane is described as being the $[200]$ plane. Figure 3.3.6 illustrates the planes present in a cubic lattice. Note that the parallel planes with the smallest spacings are represented by larger Miller indices.

The interplanar spacing, $d_{hkl}$, is measured perpendicular to the plane. The calculation of $d_{hkl}$ includes the plane indices and the unit cell dimensions and angles. For the cubic system (the easiest to calculate):

$$d_{hkl}(\text{cubic}) = \frac{a}{\sqrt{h^2+k^2+l^2}}.$$  

With each different crystalline compound having unique arrangements of atoms of differing types, each compound ought to contain unique combinations of d-spacings. So, measuring the diffraction angles for a beam of monochromated x-rays ought to produce a unique spectrum for each crystalline material analysed, and, thus, a means of identification when presented with a material of unknown composition.

3.3.4 The Powder Diffraction Method

So far, x-ray diffraction has been considered in terms of single crystal samples. If a single crystal sample is examined, with, say, the $[100]$ plane diffracting, obviously the only apparent peaks will be those designated $[100]$, $[200]$, etc. Altering the orientation of the crystal with respect to the x-ray source and the detector will remove the $[n00]$ signals from the spectra and introduce, say, $[110]$ peaks. Samples containing many small crystallites may also be examined. If the crystallites are randomly oriented with respect to each other and present in sufficient numbers, a cone of diffracted x-rays will be produced with a semi-vertical angle of $2\theta$. The intensity of the diffracted beam will be consistent throughout the full $360^\circ$ of the cone. The resultant spectrum will then be a combination of all the contributions from the full range of diffracting planes.
Powder samples have to be mounted on a substrate that will not give rise to additional peaks in the spectra. A silicon slice, cut so as to minimise reflections within the range of angles of interest, is generally used.

3.3.5 Depth of Analysis

The depth analysed in XRD depends on the incident (and emergent) angle the x-ray beam makes with the surface of the sample. The smaller the incident angle, the shallower the analysis depth. With $2\theta = 30^\circ$, and, so, an incident angle of $15^\circ$, the analysed depth is only 25% of that as $2\theta$ approaches $180^\circ$.

Table 3.3.2 (based on information contained within Reference 14) compares the analysis area and depth for XRD with the other techniques utilised in this study.

3.3.6 Instrumentation and Experimental

In a commercial x-ray diffractometer, the diffracted x-ray intensity is monitored as the incident beam angle is varied, typically in steps of 0.01 - 0.02°. The sample surface - detector angle is adjusted to keep it the same as the source - sample surface one. Figure 3.3.7 is a schematic of the sort of diffractometer utilised in the work described in this thesis. The slits before and after diffraction by the sample reduce beam divergence and scatter. The monochromator filters out reflections from unwanted radiation before it reaches the detector. Detectors can either be in the form of Geiger-Müller tubes or scintillation counters. The scintillators consist of a gallium doped sodium iodide crystal. This fluoresces visible light when x-rays impinge upon it. A photomultiplier tube then converts the light into an electrical signal which can then be amplified and displayed.

For the work described here, a Siemens D500 x-ray diffractometer was used. This was controlled by a Digital Equipment Corporation PDP 11/73 microcomputer system and Siemens Diffrac500 software. Unfiltered Cu $K\alpha$ radiation was used, generated in a tube operating at 40 kV and 40 mA. A curved graphite crystal monochromator removed unwanted radiation before it reached the scintillation detector.

In the case of a powder sample, a silicon slice was first wetted with methanol. The powder was then sprinkled onto the slice and evenly distributed over it. After the methanol had evaporated, the powder would be sufficiently well adhered to the slice to allow handling to load the slice into the diffractometer and to record the spectrum. Pellet samples were held in place on the silicon slice by small pieces of BluTack, placed so as to be outside the area irradiated by the x-ray beam. Analysis of
the silicon slice showed the presence of two peaks, at $2\theta = 116.64^\circ$ and $117.10^\circ$, with relative intensities of 100% and 42.4% respectively (see Figure 3.3.8). BluTack gave a spectrum consisting almost entirely of calcium carbonate, the filler material. A minimum amount of BluTack was used to hold pellet samples in place, and care was taken to try and keep the BluTack out of the analysis region so as to minimise its contribution to the spectra. The area irradiated by the x-ray beam could be seen either by use of a fluorescent material or by using a piece of suitable paper (Siemens plotter paper worked well, though a result was also obtained off of 70 g.m$^{-2}$ dot matrix printer paper), where a permanent discolouration of the paper was brought about by the x-rays.

Large angle range survey scans were generally recorded over the range $15^\circ \leq 2\theta \leq 155^\circ$, with steps of 0.02°. Regional scans, to more accurately determine the positions of particular peaks, utilised steps of 0.008°.

The Diffrac500 software was used to determine the positions of diffraction peaks and, from these, calculate lattice d-spacings. The software included the Joint Committee on Powder Diffraction Standards (JCPDS) spectral database for comparison with experimental spectra.
<table>
<thead>
<tr>
<th>System</th>
<th>Axial lengths and angles</th>
<th>Bravais lattice</th>
</tr>
</thead>
</table>
| Cubic           | Three equal lengths at right angles<br>
|                 | \(a = b = c; \alpha = \beta = \gamma = 90^\circ\)                                      | Simple Body-centred Face-centred |
| Tetragonal      | Three axes at right angles, two equal<br>
|                 | \(a = b \neq c; \alpha = \beta = \gamma = 90^\circ\)                                  | Simple Body-centred |
| Orthorhombic    | Three unequal axes at right angles<br>
|                 | \(a \neq b \neq c; \alpha = \beta = \gamma = 90^\circ\)                              | Simple Body-centred Base-centred Face-centred |
| Rhombohedral    | Three equal axes, equally inclined<br>
| (tetragonal)    | \(a = b = c; \alpha = \beta = \gamma \neq 90^\circ\)                                 | Simple |
| Hexagonal       | Three equal coplanar axes at 120°<br>Third axis at right angles<br>
|                 | \(a = b \neq c; \alpha = \beta = 90^\circ; \gamma = 120^\circ\)                      | Simple |
| Monoclinic      | Three unequal axes, one pair not at right angles<br>
|                 | \(a \neq b \neq c; \alpha = \gamma = 90^\circ \neq \beta\)                           | Simple Base-centred |
| Triclinic       | Three unequal axes, unequally inclined and none at right angles<br>
|                 | \(a \neq b \neq c; \alpha \neq \beta \neq \gamma \neq 90^\circ\)                   | Simple |

The symbol \(\neq\) implies non-equality by reason of symmetry. Accidental equality may occur.

Table 3.3.1. Crystal systems and Bravais lattices.
<table>
<thead>
<tr>
<th>Technique</th>
<th>Volume of sample analysed /cm³</th>
<th>Spatial resolution /mm</th>
<th>Depth resolution /µm</th>
<th>Elements sensitive to /Z</th>
<th>Knowledge obtained</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM</td>
<td>$5 \times 10^{-14}$</td>
<td>&lt; $1 \times 10^{-5}$</td>
<td>$5 \times 10^{-3}$</td>
<td>-----</td>
<td>Topographic</td>
</tr>
<tr>
<td>BSE</td>
<td>$1 \times 10^{-12}$</td>
<td>$5 \times 10^{-7}$</td>
<td>0 - 15</td>
<td>1(&quot;       &quot;</td>
<td>Elemental</td>
</tr>
<tr>
<td>EDX</td>
<td>$1 \times 10^{-18}$</td>
<td>$1 \times 10^{-3}$</td>
<td>1</td>
<td>11(&quot;       &quot;</td>
<td>Elemental</td>
</tr>
<tr>
<td>Windowless EDX</td>
<td>$1 \times 10^{-18}$</td>
<td>$1 \times 10^{-3}$</td>
<td>1</td>
<td>6(&quot;       &quot;</td>
<td>Elemental</td>
</tr>
<tr>
<td>XRD</td>
<td>$1 \times 10^{-8}$</td>
<td>5</td>
<td>2</td>
<td>1(&quot;       &quot;</td>
<td>Crystallographic</td>
</tr>
<tr>
<td>XPS</td>
<td>$1 \times 10^{-9}$</td>
<td>1</td>
<td>$5 \times 10^{-3}$</td>
<td>3(&quot;       &quot;</td>
<td>Elemental/chemical</td>
</tr>
</tbody>
</table>

Table 3.3.2. Comparison of technique resolutions.
Figure 3.3.1. Origin of characteristic x-ray lines.

Figure 3.3.2. X-ray spectrum emitted by a typical tube showing characteristic bands superimposed upon a continuous background.
Figure 3.3.3. X-ray spectrum emitted by a typical tube with the dotted line showing the absorption characteristics of a suitable material for a $K\beta$ filter.

PATH DIFFERENCE FOR RAYS $1K1'$ & $2L2'$ IS

$$ML + LN = d \sin \theta + d \sin \theta$$

SCATTERED RAYS $1'$ AND $2'$ WILL BE COMPLETELY IN PHASE IF THIS PATH DIFFERENCE IS EQUAL TO A WHOLE NUMBER $n$ OF WAVELENGTHS,

$$n\lambda = 2d \sin \theta$$  \text{BRAGG'S LAW}

Figure 3.3.4. Diffraction of x-rays by a crystal.
Figure 3.3.5. The fourteen Bravais lattices.
Figure 3.3.6. Miller indices of lattice planes.

Figure 3.3.7. X-ray diffractometry with a curved-crystal monochromator in the diffracted beam.
Figure 3.3.8. XRD spectrum of silicon disc sample holder.
3.4 X-Ray Photoelectron Spectroscopy (XPS)

3.4.1 Introduction

X-ray photoelectron spectroscopy is a surface sensitive technique, unlike XRD and EDX, in that it is only the outer 1 - 10 nm of the sample that is analysed. Figure 3.4.1 (from Reference 15) schematically illustrates the realms of surface, thin film and bulk analysis. XPS has comparable surface sensitivity to the likes of Auger electron spectroscopy (AES), and is only fractionally less surface specific than the sputtering secondary ion mass spectrometry (SIMS) and scanning ion microscopy (SIM) techniques. The inability to focus x-rays does mean, however, that a large sample area is examined. In the case of the XSAM 800 instrument used for this work, an area of some 10 mm diameter is illuminated by the x-ray source.

The accurate determination of the energies of electrons caused to be emitted from the sample by the incident x-ray beam allows the determination not only of the elements present in the sample but also of the chemical states of those elements. It is this latter ability that gives XPS its alternative name of ESCA, electron spectroscopy for chemical analysis. By application of appropriate correction factors to the peak areas, quantification of spectra is possible.

XPS has been used in the work described here to analyse all samples before and after exposure in the gamma cell.

3.4.2 Basic Principles of X-Ray Photoelectron Spectroscopy

Jenkin, Leckey and Liesegang\textsuperscript{16} have written a review of the development of XPS from the beginning of this century to the point, around 1960, where it enters the world of commercial availability. Hertz discovered the photoelectric effect in 1887. He found that a spark would more easily cross a gap between two electrodes if ultraviolet light irradiated the space. Thompson and Lenard showed that this effect was due to electrons being emitted from the electrodes. The strength of this current was found to be proportional to the intensity of the light if the light was of a frequency above some threshold.

The explanation of this is due to Einstein, who put forward the theory that light came in quanta, of energy:

\[ E = h\nu \]

where: \( h = \) Planck's constant /eV.s; and \( \nu = \) frequency of incident x-ray /s\(^{-1}\).
The threshold frequency represents the minimum energy, $\phi$, required to excite an electron from an electrode atom Fermi level to the continuum. If the energy in the light quantum is greater than this minimum, the excess energy appears as kinetic energy of the emitted electron.

$$E_{K}^{\text{max}} = h\nu - \phi$$

For electrons emitted from lower lying orbitals, the binding energy of the electron has to be overcome, reducing the kinetic energy of the emitted electron further:

$$E_{K} = h\nu - \phi - E_{B}, \text{ or}$$

$$E_{B} = h\nu - \phi - E_{K}$$

where:

- $E_{B} =$ electron binding energy /eV;
- $h =$ Planck's constant /eV.s;
- $\nu =$ frequency of incident x-ray /s$^{-1}$;
- $E_{K} =$ kinetic energy of emergent electron /eV; and
- $\phi =$ surface work function /eV.

An atom can be considered as a central, positively charged, nucleus, each element having a different positive charge, surrounded by a unique, for each element, set of electron orbitals. The electrons are divided, in the first instance, into outer lying, valence electrons, responsible for interatomic bonds, and inner core electrons. Valence electrons require energies in the ultraviolet region in order to escape from the atom. The energies required to liberate from the atom an inner, core electron is greater and can be supplied in the form of x-rays. Ultraviolet photoelectron spectroscopy (UPS) is the study of the binding energies of the outer, valence electrons and has applications in the study of bonds between atoms. X-ray photoelectron spectroscopy looks at the core energy levels. The XPS process is illustrated in Figure 3.4.2.

The energy spectrum of emitted electrons under x-ray bombardment of the sample is characteristic for all elements, resulting from the unique nuclear charge and core orbital energies. Narrow photoelectron peaks, 1 - 2 eV wide, are superimposed on a background of inelastically scattered electrons. Bond formation by an atom causes slight shifts in the core energy levels, affecting the position of the peaks in the photoelectron spectrum. The shifts, which are generally of energies large enough for the resolution of the technique, say $>0.1$ eV, to detect, don't prevent identification of the elements in the sample, but, instead, provide us with additional information on the chemical environment and oxidation state of the element. This change in peak position
is known as the chemical shift and is the most important aspect of XPS.

Innes carried out XPS experiments in 1907. Photoelectrons were energy selected using a magnetic field and trained towards photographic plates. Einstein's explanation of the photoelectric effect was not generally accepted at this time, however.

The likes of Robinson, Moseley and Rawlinson, working in Rutherford's Manchester laboratory, carried out much work on radioactivity and the nuclear atom model, including deriving the first form of the basic equation for XPS. Their work continued through to the First World War.

After the War, work resumed in both Britain and the United States. Several scientists, such as de Broglie, flirted with XPS only to return to other, more established, techniques. It was left to Robinson, variously at Cambridge, Edinburgh, Cardiff and London, to push XPS on, through until 1940. He was the first to present chemical shift (see Section 3.4.4) data, on chromium metal and hydroxide. However, the accuracy of the technique could still not compete with x-ray absorption and emission.

Steinhardt and Serfass came to the conclusion, after the Second World War, that XPS could be usefully applied to studies such as corrosion, plating and catalysis. However, their apparatus made no significant advances compared to pre-War models. Instead, it was Siegbahn and co-workers17, 18, in Uppsala, who firmly established XPS as a powerful, and commercially practical, surface chemical analysis technique. Figure 3.4.318 compares gold spectra recorded by Robinson19 and Siegbahn et al. It was this improvement in resolution that allowed chemical information to be readily extracted from the spectra.

3.4.3 XPS Peak Nomenclature

XPS peaks are named after the core level from which the electron has been excited. An electron from the iron 2p orbital gives an Fe 2p peak. Ionisation of an s orbital leaves a single energy ionic state. However, p, d and f orbitals create two states of different energies, appearing in spectra as two peaks, of unequal intensities. This arises from the interaction between the orbital and spin angular momenta, splitting the level. The j quantum number distinguishes these states, so that we get, for instance, for the ionisation of our iron 2p electron, the two peaks Fe 2p 1/2 and Fe 2p 3/2. The subscripts are the possible j values for the ion.

The relative intensities of the two peaks in the resulting spectrum are proportional to 2j+1. Thus, after removal of a 2p electron, j values of 1/2 and 3/2
result, giving an intensity ratio of 2:4. Table 3.4.1 summarises the j values and the intensity ratios for s, p, d and f orbitals.

3.4.4 The Chemical Shift

As the energies of the valence orbitals change with differing chemical environment and oxidation state, the core levels are also affected, giving changes in the binding energies, and, so, peak positions on the binding energy scale. XPS can detect these chemical shifts and give us not only the elemental composition of a sample, but also the chemical states of its constituents. Figure 3.4.4 (taken from Reference 18) illustrates this principal with the spectrum from ethyl trifluoroethanoate. The four carbon atoms in this molecule each exist in a different chemical environment, giving different chemical shifts and, so, peaks at different binding energies. The more electronegative the environment around the carbon, the higher the C Is binding energy. It so happens, with this example, that the C Is signals appear in the same order as the corresponding carbon atoms, if the figure is drawn as given.

Calculations of binding energies from fundamental principles have been made (see, for instance, Reference 20).

3.4.5 The Electron Inelastic Mean Free Path, λ

It is the inelastic mean free path that give XPS its surface sensitivity. The depth of penetration of the incident x-ray into the sample is not the determining factor here (in EDX analysis, it is the electron penetration depth that helps set the analysis volume). Instead, it is the limited energy of the emitted electrons that determines the analysis depth. The kinetic energies of up to 1486.6 or 1253.6 eV (using aluminium or magnesium x-ray sources) of the electrons and the inelastic collisions that they may encounter leaving the body of the sample ensure that the average depth from which an electron may escape is of the order of 1 - 10 nm. Photoelectrons will be generated deeper into the sample, but will not be able to escape and be detected. Figure 3.4.5 shows how the electron escape depth is a function of energy. Electrons of low kinetic energy are unable to cause many of the energy loss processes (see Section 3.4.13) to occur, and, so, are unlikely to interact with the sample and can, therefore, escape from relatively deep inside the sample. High kinetic energy electrons will suffer inelastic collisions with the sample, but will be likely to still have sufficient energy to escape from the surface. The greatest surface sensitivity, at the minimum point in the mean free path curve, lies at electron kinetic energies of 30 - 200 eV, where the mean free path is of the order of 1 - 8.5 nm. For electron kinetic energies above 200 eV, the inelastic mean free path is approximately proportional to the square root of the energy. 98.5% of the analysed photoelectrons will tend to come from a depth up to
three times the mean free path.

3.4.6 Surface Sensitivity Enhancement

The surface sensitivity of XPS may be further increased by detecting electrons emitted at low angles relative to the plane of the surface of the sample. This, effectively, increases the distance between any one electron generation point and the sample surface. If the mean free path is unchanged, then the depth of sample analysed is decreased. Figure 3.4.6 illustrates this point. The effect of any surface contamination layer is greatly increased at shallow take-off angles. Also, the sample has to be flat, on a sub-micron level, if shadowing of emerging electrons is not to be an additional consideration that has to be made.

On single crystal materials, photoelectron diffraction may occur. Here, emitted photoelectrons, acting in a wave-like manner, are diffracted by the crystal planes, and will constructively or destructively interfere, in accordance with Bragg's law (see Section 3.3). Then, the measured photoelectron signal will suffer enhancement or diminution depending on the take-off angle used.

Varying the take-off angle is one way to attempt to determine the depth distribution of an elemental state. Another is to monitor the relative intensities of low and high binding energy lines from the same state. If high binding energy (= low kinetic energy) lines are reduced in intensity relative to the spectrum from a bulk standard of the same element, then it is likely that the element is located below the immediate surface of the sample, with the lower kinetic energy electrons suffering more from attenuation.

3.4.7 Photoionisation Cross Section

A knowledge of the cross sections for photoionisation of the elements is required prior to any attempt at quantification. Emitted photoelectrons will be attenuated by the sample, in accordance with the inelastic mean free path for electrons of the particular energy in question. Surface contamination will further reduce the signal intensity. Loss of strength in the parent line due to the creation of satellites of various kinds and multiplet splitting (see Section 3.4.13) must also be taken into consideration.

Valence band orbitals have low cross sections for ionisation by x-rays. If these regions need to be analysed, either long acquisition times are required to obtain the desired statistics or ultraviolet sources have to be turned to.
3.4.8 Photoelectron Peak Intensities

As a first approximation, the peak intensity, or area, for a particular element in a particular chemical environment will be proportional to its concentration.

\[ dI_A = kFD\sigma dx \]

where:
- \( I_A \) = photoelectron peak intensity for electrons of a particular energy from atoms of type A /counts;
- \( k \) = proportionality constant to include instrumental electron detection efficiency and analyser transmission /counts.m²;
- \( F \) = x-ray flux /m⁻²;
- \( D \) = density of atoms of type A in the sample /m⁻³;
- \( \sigma \) = photoelectron cross section /m⁻²; and
- \( dx \) = thickness of a layer at a distance \( x \) from the surface /m.

The above equation has to be modified to take into account electron attenuation due to inelastic scattering as an electron attempts to leave the body of the sample. This reduction in electron yield is exponentially dependent on the depth within the solid that the electron is generated, giving us:

\[ dI_A = kFD\sigma e^{-x/\lambda} dx \]

where:
- \( \lambda \) = electron inelastic mean free path /m.

Integration of this equation to give us the result for an infinitely thick sample yields:

\[ I_A\infty = kFD\sigma\lambda. \]

For a film of thickness \( d \) and electrons detected normal to the sample surface, the integration gives:

\[ I_{Ad} = kFD\sigma\lambda(1-e^{-d/\lambda}) \]
\[ = I_A\infty(1-e^{-d/k}). \]

3.4.9 Quantitative Analysis

We very often will require quantitative results from our XPS analysis. The application of sensitivity factors to the peak areas is the usual approach to this\(^{21, 22}\). For a spectrometer operating in the fixed analyser transmission (FAT) mode (where the analyser is operated at a constant pass energy while the input lens sweeps across the energy scale to allow only those electrons of the desired energy into the analyser), such as the XSAM 800 used in this work, we can say that:
I = \text{n} \sigma \Theta q \lambda AT, \text{ or } \n = I/\text{f} \sigma \Theta q \lambda AT

where: \n = \text{atomic concentration for the element of interest} \\
\text{atoms.cm}^{-3}; \n \text{f} = \text{x-ray flux} \text{ photons.cm}^{-2}\text{s}^{-1}; \\
\sigma = \text{photoelectric cross section for the orbital of interest} \text{ cm}^{2}; \\
\Theta = \text{angular efficiency factor for the instrumental} \\
\text{arrangement, based on the photon path-emitted electron angle}; \\
y = \text{photoelectric effect efficiency factor}; \\
\lambda = \text{inelastic mean free path for the photoelectrons of interest} \\
\text{cm}; \\
A = \text{sampling area} \text{ cm}^{2}; \text{ and } \\
T = \text{detection efficiency.}

If we collect together, as \text{S}, the terms in the denominator, then we get, for 
two elements:

\[
\frac{n_1}{n_2} = \frac{I_1/S_1}{I_2/S_2}
\]

Assuming that the \text{S}_1/\text{S}_2 \text{ ratio is fairly matrix independent, this} 
relationship can be applied to any sample. It then only remains to establish a set of 
relative \text{S} \text{ values to allow us to quantify spectra. For an element } x:

\[
C_x = \frac{n_x}{\Sigma n_i} = \frac{I_x/S_x}{\Sigma I_i/S_i}.
\]

The sensitivity factors used in this study are related to that of F \text{ Is}, set 
equal to unity. As the spectrometer used is different from that used by Wagner, 
Davis, Zeller, Taylor, Raymond and Gale, there may be some slight errors in the 
quantitative analyses presented here. However, as the present work was based on 
changes in relative compositions between related samples, any errors ought not to 
affect the conclusions drawn.

The peaks that are used in such quantification have first to be separated 
from the inelastically scattered electron background. The simplest method of 
removing the background is to draw (or have the computer draw) a straight line 
between two points, either side of the peak of interest, chosen to be representative of 
the background signal. On the DS800 software used on the XSAM 800, running on a 
Digital Equipment Corporation PDP 11-73, it is possible to average the data for a few 
points either side of the chosen one to improve on the representation. The area
beneath this line is then subtracted from the peak before the area is calculated. The Shirley background subtraction algorithm assumes that the intensity of the background is proportional to the integrated photoelectron intensity for all binding energies less than the point in question and that the background consists solely of inelastically scattered electrons. A Shirley background has a curved profile, with the greatest rate of change of background intensity directly underneath the maximum point of the peak (see Figure 3.4.7). Shirley backgrounds were used for the work described here. Tougaard and co-workers have developed background calculation algorithms that take into account both inelastic and elastic scattering of electrons.

After subtracting the background, it is then often necessary to determine the contributions of overlapping peaks to any particular spectral region. This was done within the Kratos DS800 software. Combinations of gaussian, lorentzian or previously acquired standard peaks can be fitted to the experimentally determined peak envelope. The software is then able to determine the best fit, within the user defined boundary conditions, to that data of the chosen number of peaks. A least squares method is used. Obviously, the computer relies on the user supplying it with a chemically justified number of peaks and sensible limiting peak height, width and position values. Better fits (as determined by the Fit Index parameter displayed on the computer screen) can always be obtained by including more peaks in the calculations, but these may not be justified with the knowledge of the sample that we have prior to the XPS analysis.

3.4.10 Vacuum Requirements

It is necessary to carry out the XPS experiment within an ultrahigh vacuum environment. The low background pressure then ensures a minimum in the number of collisions between ejected photoelectrons and residual gas molecules, which might otherwise reduce the signal intensity. It also reduces contamination of any samples that have been cleaned, using an ion beam, or fractured in situ. At \(1 \times 10^{-6} \text{ Pa}\), one monolayer of gas will adsorb onto the surface of a sample in approximately one second, assuming a sticking probability of one. All modern XP spectrometers are constructed out of stainless steel or Mu-metal, with copper or gold gaskets between adjacent components. The systems regularly have to be baked out, especially if the vacuum has had to be broken for any reason, e.g. removal of a component from the analysis chamber, to drive adsorbed species off the chamber walls.

A variety of pumps and vacuum gauges may be used to obtain and monitor the required conditions inside the spectrometer. References 26, 27, 28 and 29 describe the types of pumps and gauges commonly found on UHV equipment, each having
their own advantages and disadvantages. These may be present on any particular instrument in any number of combinations.

3.4.11 X-Ray Sources

As in x-ray diffraction, an x-ray source for XPS contains a target that is bombarded by high energy electrons attracted to its high positive potential. The anode potential and electron current are controlled to better than 1%. Core and valence electrons in the target atoms are removed. Relaxation of a core vacancy brings about the emission of an x-ray, whose energy depends on the energy difference between energy levels in the atom and will be in the x-ray region of the electromagnetic spectrum. Any one target material will give rise to a set of x-rays, of discrete energies and differing intensities. Commonly, and for the work described here, aluminium and magnesium targets are used. The $K\alpha$ lines for these two elements lie at 1486.6 and 1253.6 eV, respectively. Figure 3.4.8 illustrates a typical dual anode x-ray source.

A thin aluminium foil between the x-ray anode and the sample prevents any high energy electrons from entering the analysis chamber and allows the vacuum within the source to be isolated to some extent from that in the main chamber. The foil also reduces the effect of radiant heat from the source filament on the sample.

3.4.12 X-Ray and Photoelectron Line Widths

There are several contributors to the ultimate measured full width, half maximum, FWHM, of an XP peak. If we assume that all the contributors have gaussian forms, the total line width can be represented by:

$$\text{FWHM} = (\Delta E_x^2 + \Delta E_n^2 + \Delta E_s^2)$$

where: $\Delta E_x$ = linewidth of the x-ray source /eV;
$\Delta E_n$ = natural width of the core level /eV; and
$\Delta E_s$ = absolute resolution of the analyser /eV.

For the aluminium and magnesium sources used in this work, the line widths are 0.85 and 0.7 eV respectively. Use of a monochromator can reduce these down to around 0.2 eV, but at the expense of a reduction in x-ray flux to the sample. No monochromators were used in the present work.

Core level energy widths are a consequence of the uncertainty in the lifetime of the ionised state after photoemission. The Heisenberg uncertainty principle, applied to this question, gives lifetimes $\leq 1 \times 10^{-14}$ s. The shorter the lifetime, the broader the resulting peak.
The contribution to the peak widths of the analyser resolution is discussed in Section 3.4.15, but is small compared to that from the x-ray line width.

It is found that photoelectron lines of insulators are -0.5 eV broader than those of conducting solids.

The XSAM 800's Ag 3d\textsubscript{5/2} FWHM measured using aluminium x-rays was found to be 1.3 eV. Using the magnesium source, a value of 1.2 eV was obtained.

3.4.13 Spectral Artifacts

Apart from the intended photoelectron peaks, several other features may appear in an XP spectrum.

The removal of core electrons from a sample atom leaves it in an excited state. The vacancy may be filled in one of two processes. The first step in each relaxation process is the same, namely the dropping of a higher energy electron into the vacancy. The energy corresponding to the energy difference between the two orbitals concerned may then either appear as electromagnetic radiation, i.e. an x-ray (as in energy dispersive x-ray analysis, see Section 3.2) or be given to another higher level electron. This energy, if sufficient, can cause this third electron to escape from the atom, after overcoming its binding energy. This is the Auger process, named after its discoverer, Pierre Auger, and forms the basis of Auger electron spectroscopy, another surface sensitive analytical technique, though one not employed in the work described here. The Auger process for relaxation of the ionised atom occurs more than 99% of the time under XPS conditions\textsuperscript{21}.

Auger peaks in an XP spectrum may be distinguished by changing the energy of the x-ray source. On the instrument used for this work, both an aluminium and a magnesium source were available. If the spectra are being displayed with binding energies along the x-axis, then changing the x-ray energy by switching to a different target material will have no effect on the positions of photoelectron signals (though their widths may change - see Section 3.4.12). However, on, say, switching from an aluminium to a magnesium source, Auger peaks will move to positions 233 eV (the energy difference between the two x-rays) lower. The decreased energy available in the x-ray will reduce the kinetic energies of all the photoelectrons produced from the sample. The Auger electrons, with energies dependent only on the atomic energy levels and independent of the energy of the source x-ray, will have higher-than-expected kinetic energies, compared to when aluminium is the excitation source, and, so, appear to have come from levels with lower binding energies.
Samples containing cobalt are particularly prone to Auger interference, with the Co $L_3M_{23}M_{45}$ Auger peak overlapping with the $2p_{3/2}$ signal\textsuperscript{31}. Comparison of the spectra obtained from both aluminium and magnesium can be used to eliminate this problem.

The presence of unpaired electrons in the valence orbitals of a core-ionised atom brings about multiplet (or exchange) splitting. This feature is particularly prominent in the spectra of the first row transition metals. The unpaired valence electron will interact with the unpaired core electron to give a photoelectron peak split into two components. These peaks may be readily apparent or show just as broadening of the primary peak, if the interaction is not very strong. The strongest interactions occur when the two electron shells involved both have the same primary quantum number, e.g. a $3s$ or a $3p$ electron interacting with an unpaired $3d$ electron.

Shake-up energy loss satellites arise from the transfer of some energy from the ionised atom to an electron, raising it to a higher, unoccupied orbital. This quantum of energy is, then, no longer available to the photoelectron, leaving it with a set reduced amount of energy, and, thus, creating on the spectrum a peak at a defined higher binding energy, the difference between the satellite and the parent line being equal to the energy given to the promoted electron. A shake-up satellite typically has an intensity 5 - 10\% of that of the parent peak. The presence of unpaired valence electrons in $d$ or $f$ orbitals, e.g. in some transition metals, rare earths and lanthanides, can increase this ratio. In general, shake-up lines appear when paramagnetic forms are present and are absent with elemental or diamagnetic species.

The shake-off process is similar to the shake-up one, though, this time, the energy given to the promoted electron is sufficient to excite it into the continuum. Shake-off satellites are rarely seen in spectra of solid samples as the large energy losses involved tend to place the peak somewhere in the region of the broad inelastic tail of the parent peak. Also, since the energy involved is not a discrete amount (the electron may enter the continuum with any amount of kinetic energy), broad shoulders result, as opposed to sharper peaks.

The transfer of some energy from the photoelectron to conduction band electrons is another mechanism by which energy loss peaks can arise. The amount of energy transferred is, again, variable, between zero and the width of the conduction band. This process tends to broaden the parent peak, giving a tail to the high binding energy side.

Plasmon loss signals appear when energy is lost to vibrations of the sample lattice. With insulating samples, these features are not particularly sharp, but some metals can produce a series of equally spaced peaks, decreasing in intensity at
the progressively higher binding energies.

The x-ray source, if no monochromator is used, will emit several discrete x-rays of differing energies. The principal line, for an aluminium target, is the unresolved Al $K\alpha_{1,2}$, where $2p_{3/2}$ and $2p_{1/2}$ electrons descend to fill the vacancy. Other x-rays emitted will arise from filling of the core vacancy in the target atom by electrons from other levels. Table 3.4.2 lists these satellite x-rays, their relative intensities and their separations from the $K\alpha_{1,2}$ line. All of these x-rays will give peaks shifted from their expected locations, towards lower binding energies, but of reduced intensities.

X-ray ghost lines are produced from x-rays other than from the target material. The aluminium or magnesium target is a coating on a copper substrate. If the coating is incomplete or wears thin with use, then copper may be exposed to the electron flux, and copper x-rays will arise. These can excite photoelectrons, but as the spectrometer will be set up to measure binding energies assuming a set x-ray energy (say, the aluminium $K\alpha$ frequency), the peaks created by these spurious x-rays will fall incorrectly on the binding energy scale. Copper $L\alpha$ radiation has an energy 556.9 eV less than Al $K\alpha$. Therefore, the photoelectrons will finish up with 556.9 eV less kinetic energy. To the spectrometer, this will appear to mean that they originate from levels with 556.9 eV greater binding energies. The peaks will be shifted 556.9 eV higher in binding energy relative to the parent, Al $K\alpha$ induced, peak. With a dual anode source, there is the possibility of generating x-rays from both target materials simultaneously. If working with the aluminium source, any peaks generated from magnesium $K\alpha$ x-rays will be 233.0 eV higher in binding energy than their aluminium parent line. Contamination of the source may allow oxygen $K\alpha$ x-rays to be produced, giving signals 961.7 eV higher than expected. Table 3.4.3 summarises these possible ghost signals for both aluminium and magnesium sources.

3.4.14 Sample Degradation

X-ray photoelectron spectroscopy is generally regarded as a non-destructive technique, which it is in comparison to such as those involving the use of high energy electrons (SEM, TEM, EPMA, AES, etc.) or ions (SIM, SIMS, etc.). However, some sample degradation can occur under the x-ray flux, giving, for instance, polymerisation, isomerisation, decomposition, reduction and redox reactions. The presence of UHV conditions often further facilitates these changes. It is also possible that low energy electrons emitted from the aluminium window across the face of the x-ray source will play a part in these reactions, especially reduction.

Ion bombardment, often used to clean samples prior to analysis, can bring about many changes. Different elements are likely to be sputtered away at different
rates (preferential sputtering), affecting the perceived composition, metal oxides can be reduced to lower oxides or the metal itself, the sample will be heated, allowing many processes to occur, and the surface topography is likely to be altered, with the production of features such as pyramids on the surface. The probability that a particular metal oxide will be reduced depends on the heats of formation of the oxides and the presence or otherwise of stable intermediate oxides. PbO$_2$, MoO$_3$ and Fe$_2$O$_3$ will reduce under a 400 eV argon ion beam while Ta$_2$O$_5$ and Al$_2$O$_3$ will not.

3.4.15 The Electron Analyser

There are several types of electron energy analysers. Cylindrical mirror analysers are most often found on Auger systems, where their increased counting efficiency is an advantage, making their reduced energy resolution a price worth paying.

The spectrometer used in this study utilised a 15 cm radius, 180° hemispherical electrostatic analyser. This discriminates between electrons of differing kinetic energy by passing them through an electric field, established between two concentric hemispheres. At any particular field strength, only electrons of one energy will be able to navigate the analyser and reach the detector. As the field strength is swept, so is the electron energy spectrum. A plot of detected signal against electron energy then gives us the XP spectrum. A Mu-metal shield surrounds the hemispheres to reduce the effect of any stray magnetic fields, including the Earth's, that may be present in the laboratory on the desired field. For a non dispersive instrument, such as the one used here, it is necessary$^{30}$ to reduce the field strength to 1x10$^{-2}$ - 1x10$^{-3}$ gauss. Figure 3.4.9 is a schematic of the analyser used in this study.

The energy resolution of the analyser depends on the diameter of the hemispheres and the width of the entrance and exit slits in to and out of the detector. The larger the radius of the hemispheres, the better the resolution, though the volume required to be pumped also increases. If the slits are reduced in width, the resolution improves, but at the expense of signal strength. This is illustrated in Table 3.4.4, where full width half maxima and total counts are recorded for the Ag 3d$_{5/2}$ peak using the four exit slit widths available on our Kratos XSAM 800 and both x-ray sources. These results also show the inherently narrower lines obtained using magnesium x-rays.

Only electrons with energies within the range of the pass energy are able to enter the analyser.

$$\frac{1}{P} = \frac{\Delta E}{E} = \frac{W}{2R}$$
where:  $P = \text{analyser resolving power};$
$E = \text{mean photoelectron pass energy /eV};$
$W = \text{sum of entrance and exit slit widths /m};$ and
$R = \text{mean hemispherical analyser radius /m}.$

The contribution of this resolution to the ultimate width of the detected spectral lines is small in comparison to that from the width of the incident x-ray source.

There are two modes in which to run an analyser such as this. The first decelerates all of the arriving electrons by a fixed proportion of their initial kinetic energy before they enter the hemispheres. The voltage across the hemispheres is then swept. This fixed retard ratio, or FRR, mode produces a differing resolving power at different points in the energy spectrum. This mode is mainly used for Auger analysis using a hemispherical analyser.

The fixed analyser transmission, FAT, mode involves the deceleration of the electrons to a fixed pass energy before analysis. The decelerating voltage is swept to scan the electron energy range. In this mode, the transmission efficiency of the analyser is constant across the energy range, at the expense of degrading signal-to-noise ratios towards the low kinetic energy (or high binding energy) end of the spectrum. Since the resolution is constant, quantification is simplified, and this mode is used for all the XPS work described here. In the Kratos XSAM 800 instrument used in this work, there is a lens system before the entrance slits to the analyser that not only decelerates the electrons but also focusses in photoelectrons towards the centre of the slits to improve detection efficiency. This allows the sample-to-analyser distance to be increased, which, in turn, allows the x-ray source to be positioned closer to the sample, to increase the x-ray flux experienced by the sample.

3.4.16 **The Electron Detector**

Most XP spectrometers use one, or more, channeltron-type electron detectors.multipliers. The XSAM 800 is no exception. An electron that has negotiated the analyser impinges on the inner surface of the channeltron, which consists of a lined glass tube. The electron causes emission from the channeltron lining of additional electrons. This cascade continues down the length of the detector, assisted by the high potential (2 - 3 kV) applied across the channeltron, until the end, where the current is measured. At this point, an amplification factor of some $1 \times 10^6 - 1 \times 10^8$ has been achieved.
Spectrometer Calibration

XPS reveals chemical information from the surface of the sample. It does this by the small chemical shifts that occur for a particular elemental peak in differing chemical environments. In order to accurately identify the binding energy value of a peak, and so the chemical nature of the sample, it is necessary for the spectrometer to be accurately calibrated, and for that calibration to be able to be related to the calibration of other spectrometers, so that comparisons with literature values may be made. The binding energy scale is generally referred to the Fermi level of the sample, which, by definition, is at the zero point of the scale.

The relationship given earlier between the binding and kinetic energies of a photoelectron included the work function of the sample. This may also be given in terms of the kinetic energy in the region of the analyser, and of the analyser work function:

$$E_B = h\nu - E_{Ka} - \phi_a$$

where:  
- $E_B = \text{binding energy /eV}$;  
- $h = \text{Planck's constant /eV.s}$;  
- $\nu = \text{frequency of incident x-ray /s}^{-1}$;  
- $E_{Ka} = \text{kinetic energy in the region of the analyser /eV}$; and  
- $\phi_a = \text{work function of the analyser /eV}$.

The photoelectron kinetic energy can be related to the voltage across the analyser hemispheres via the equation:

$$V = \frac{(E_{Ka})}{2} \cdot \left[ \frac{(R_2/R_1)}{-\frac{1}{R_1/R_2}} \right]$$

where:  
- $V = \text{applied voltage /eV}$;  
- $R_1 = \text{radius of the inner hemisphere /m}$; and  
- $R_2 = \text{radius of the outer hemisphere /m}$.

The binding energy scale zero point can be established by measuring the applied voltage at the Fermi edge of a sample in good electrical contact with the spectrometer. Then, the analyser work function can be calculated. As this is constant, it is then possible to relate measured kinetic energies from unknown samples back to the sample binding energies. Nickel and palladium are the two most frequently used metals for the determination of the zero point.

The linearity of the spectrometer then needs to be determined. This is achieved by looking at the positions of sharp, intense photoelectron peaks from metals, where the peak binding energies are well known. Copper and silver are good
for this. For the particular dual anode instrument used in this study, it was necessary to adjust potentiometers in the back to ensure that the silver $3d_{5/2}$ peak used for calibration fell at the correct binding energy for both sources, 368.3 eV $^{34}$. This method enables the determination, to $\pm 0.1$ eV, of binding energies from conducting samples in good electrical contact with the spectrometer. Many samples, including the oxides described here, charge up under the x-ray beam, as electrons are emitted from the sample, despite the large neutralising effect of the flood of low energy electrons produced in the aluminium foil at the front face of the x-ray source $^{15}$. Low energy ($< 1$ eV) electron flood guns may be used to enhance the neutralisation effect. Careful control has to be maintained to ensure that under- or over-compensation does not occur. The positive charging of the sample shifts peaks towards higher binding energy values (the positive charge requires electrons to expend more energy to escape from the surface) by up to 10 eV. It is then necessary to adjust the spectrum by the amount of this charging if accurate binding energy determinations are to be made. The presence of adventitious carbon, predominantly from the deposition of diffusion pump oil carbon out of the residual gas in the analysis chamber, on the sample surface provides a means of monitoring the extent of charging. If the contamination carbon signal is assumed to lie at 284.6 - 285.2 eV $^{15, 21}$, then its actual position, and the shift away from this expected value, shows us how far to shift the other peaks in the spectrum. This method assumes that the contamination is in good electrical contact with the sample, and that both are charged to the same extent.

A determination of the adventitious carbon $1s$ binding energy for the XSAM 800 used in this work was made by placing a clean piece of silver foil into the spectrometer. Measurements were taken before and after the foil was allowed to remain in the spectrometer for 48 hours. The contamination carbon peak was observed to grow, and to be located at 284.9 $\pm 0.1$ eV. All spectra in this thesis have been calibrated to C $1s = 285.0$ eV. It was found that samples tended to charge to a greater extent under aluminium x-ray irradiation than under magnesium x-rays. The aluminium source gave higher electron count rates, and, so, the sample might be expected to charge to a greater extent, as was observed.

3.4.18 Sample Preparation and Mounting

The surface sensitive nature of the technique and the UHV conditions under which it is performed dictate some requirements with regards to sample preparation.

In order to prevent unnecessary degradation of the vacuum, it is wise to outgas samples containing volatile material, perhaps solvent used to clean them or the solvents in the mounting dag or cement, prior to introduction into the analysis.
chamber. This can be achieved (on the type of instrument used in this study) by allowing the sample to sit for a while in the introduction chamber. If it is a volatile material on the sample that is of interest, then it may prove necessary to carry out the analysis at low temperature, using a cooled probe.

The effects of ion bombardment for cleaning (or depth profiling) a sample have already been mentioned (Section 3.4.14).

Silicon carbide papers may be used to abrade samples. The high temperatures generated can cause the formation of oxides or nitrides on the surface from interaction with atmospheric gases.

Fracturing or scraping a sample in the UHV chamber prevents atmospheric contamination. However, a sample may preferentially cleave along grain boundaries or a soft material may be spread over a harder component in a multiphase system.

Bulk materials may be ground to powders in a mortar and pestle. Again, high temperatures may be created with ensuing reaction problems.

Powder samples can be mounted in several ways. Pressing the powder into indium foil or onto conducting copper adhesive tape are the most commonly used techniques. Pressed pellets may be prepared (such as those used in this study for exposing the oxides in the gamma cell).

3.4.19 Instrumentation and Experimental

The x-ray photoelectron spectrometer used in this study was an XSAM 800, manufactured by Kratos Analytical of Manchester, England. Kratos DS800 software was used for the acquisition and off-line analysis of spectra. The main analysis chamber was attached to an Edward's E04 diffusion pump and liquid nitrogen cold trap, backed by an Edward's E2M5 direct drive rotary pump, while the entry lock area used an Edward's EXT 6/200 turbomolecular pump, again rotary backed. The entry lock could be evacuated to \(-1 \times 10^{-7}\) Torr. A gate valve between the analysis and sample introduction chambers allowed the analyser to remain below \(1 \times 10^{-9}\) Torr at all times, bar maintenance periods. The dual, aluminium / magnesium, x-ray source was additionally evacuated by an ion pump system. The target material coatings had been applied onto a copper substrate. A 2 \(\mu m\) aluminium foil window was present at the front of the source. The source was operated at a power rating of 300 W (20 mA emission current x 15 kV anode potential). The instrument was based around a 30 cm diameter hemispherical analyser. This was operated in the FAT mode. An analyser exit slit width of 4 mm was used, as a compromise between
spectral resolution and count rate. At this slit width setting, a FWHM of 1.3 eV was achieved for the silver $3d_{5/2}$ using the aluminium source, and 1.2 eV with magnesium x-rays. The position of the Ag $3d_{5/2}$ peak off clean silver foil was used to calibrate the energy scale of the spectrometer, and the alignment between spectra recorded using the two different energy x-rays. A pass energy of 20 eV was used.

Samples were mounted onto aluminium stubs. Powder samples were pressed into the sticky side of 3M conducting copper tape, previously doubled over and attached to a stub. A spectrum was recorded off the sticky side of the copper tape so as to allow recognition of any contribution from it to future sample spectra. Bulk samples were usually attached using Acheson silver or carbon dag, or Leit C conducting carbon cement. Pressed pellet samples were mounted using a hat arrangement to hold them in place on a standard aluminium stub without actually binding them in place. Figure 3.4.10 illustrates this arrangement. The sample area then available for analysis was circular and 5 mm in diameter, half that illuminated by the x-ray source. These sample holders were designed to shield from analysis the outer 0.5 mm of the pellets. This region, when the pellets were mounted for exposure in the gamma cell, was covered by the silica spacers, and, thus, not exposed to the reactant gases. Aluminium and Al$_2$O$_3$ signals were seen from the surrounding stub, but as aluminium did not feature in any of the samples investigated, this was not too great a problem. The aluminium stubs were actually made out of a Dural aluminium alloy, containing small amounts of nickel and copper. Ni $2p$ and Cu $2p$ peaks could be identified in XP spectra recorded off the stubs, though the atomic percentages for both elements were less than 0.5%. Copper wasn't present in any of the samples, and, so, its appearance in the spectra would not be a problem. Nickel was present in some of the samples, but always at much greater percentages than in the stub material. Its potential for interference was considered to be negligible. The samples were mounted at an angle of 20° to the entrance plane of the analyser.

In general, wide scans (1000 - 0 eV binding energy (BE); 20 eV pass energy; 1.00 eV step size) and region scans (variable BE range; 20 eV pass energy; 0.05 eV step size) usually took 15 - 30 minutes each to acquire, with wider regional scans taking longer to give the same total acquisition time at each energy channel. The wide scans were used to highlight the presence of any unexpected peaks. The C $1s$ region was used to determine the charging correction required to be applied to all the spectra off that sample. Shirley backgrounds were subtracted from beneath peaks prior to quantitative analysis.
<table>
<thead>
<tr>
<th>1</th>
<th>Symbol</th>
<th>Possible j values</th>
<th>Relative orbital populations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>s</td>
<td>((-1/2) \ 1/2)</td>
<td>-----</td>
</tr>
<tr>
<td>1</td>
<td>p</td>
<td>(1/2 \ 3/2)</td>
<td>1:2</td>
</tr>
<tr>
<td>2</td>
<td>d</td>
<td>(3/2 \ 5/2)</td>
<td>2:3</td>
</tr>
<tr>
<td>3</td>
<td>f</td>
<td>(5/2 \ 7/2)</td>
<td>3:4</td>
</tr>
</tbody>
</table>

Table 3.4.1. Relative orbital populations for s, p, d and f orbitals.

<table>
<thead>
<tr>
<th>X-ray line</th>
<th>Briggs and Seah(^{15})</th>
<th>Wagner et al(^{21})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation from (K\alpha_{1,2}) /eV</td>
<td>Relative intensity</td>
<td>Separation from (K\alpha_{1,2}) /eV</td>
</tr>
<tr>
<td>(K\alpha_{1,2})</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>(K\alpha_2)</td>
<td>-5.6</td>
<td>1.0</td>
</tr>
<tr>
<td>(K\alpha_3)</td>
<td>-9.6</td>
<td>7.8</td>
</tr>
<tr>
<td>(K\alpha_4)</td>
<td>-11.5</td>
<td>3.3</td>
</tr>
<tr>
<td>(K\alpha_5)</td>
<td>-19.8</td>
<td>0.4</td>
</tr>
<tr>
<td>(K\alpha_6)</td>
<td>-23.4</td>
<td>0.3</td>
</tr>
<tr>
<td>(K\beta)</td>
<td>-70.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 3.4.2. Positions of the aluminium x-ray satellites near to the \(K\alpha_{1,2}\) peak, on a binding energy scale.
<table>
<thead>
<tr>
<th>Contaminating radiation</th>
<th>Separation from Mg-induced peaks /eV</th>
<th>Separation from Al-induced peaks /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen $K\alpha$</td>
<td>+728.7</td>
<td>+961.7</td>
</tr>
<tr>
<td>Copper $L\alpha$</td>
<td>+323.9</td>
<td>+556.9</td>
</tr>
<tr>
<td>Magnesium $K\alpha$</td>
<td>----</td>
<td>+233.0</td>
</tr>
<tr>
<td>Aluminium $K\alpha$</td>
<td>-233.0</td>
<td>----</td>
</tr>
</tbody>
</table>

Table 3.4.3. Ghost x-ray lines resulting from a contaminated or damaged anode - binding energy shifts relative to the parent signal.

<table>
<thead>
<tr>
<th>X-ray source</th>
<th>Slit width /mm</th>
<th>Peak position /eV</th>
<th>FWHM /ev</th>
<th>Peak area /counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>0.1</td>
<td>368.1</td>
<td>1.2</td>
<td>32276</td>
</tr>
<tr>
<td>Al</td>
<td>1.5</td>
<td>368.1</td>
<td>1.3</td>
<td>107484</td>
</tr>
<tr>
<td>Al</td>
<td>4.0</td>
<td>368.1</td>
<td>1.3</td>
<td>793299</td>
</tr>
<tr>
<td>Al</td>
<td>8.0</td>
<td>368.1</td>
<td>1.4</td>
<td>685891</td>
</tr>
<tr>
<td>Mg</td>
<td>0.1</td>
<td>368.1</td>
<td>1.1</td>
<td>49428</td>
</tr>
<tr>
<td>Mg</td>
<td>1.5</td>
<td>368.1</td>
<td>1.1</td>
<td>233106</td>
</tr>
<tr>
<td>Mg</td>
<td>4.0</td>
<td>368.1</td>
<td>1.2</td>
<td>493018</td>
</tr>
<tr>
<td>Mg</td>
<td>8.0</td>
<td>368.1</td>
<td>1.2</td>
<td>775193</td>
</tr>
</tbody>
</table>

Table 3.4.4. The effect of slit width on the Ag $3d_{5/2}$ peak.
Figure 3.4.1. The regimes of surface analysis, thin film analysis and bulk analysis.

Figure 3.4.2. The XPS, AES and EDX processes.
Figure 3.4.3. Comparison of the Au 4f region as recorded by Robinson and Siegbahn.

Figure 3.4.4. C 1s region of ethyl trifluoroethanoate.
Figure 3.4.5. Energy dependence of the inelastic mean free path, $\lambda$.

Figure 3.4.6. The effect of take-off angle on surface sensitivity.
Figure 3.4.7. Subtraction of the inelastically scattered electron background under a photoelectron peak using: a) a linear; and b) a Shirley background.
Figure 3.4.8. Schematic of a dual anode x-ray source.

Figure 3.4.9. Hemispherical analyser and channeltron electron detector.
Figure 3.4.10. Pellet sample holder.
3.5 The Berkeley Nuclear Laboratories Gamma Irradiation Facility

3.5.1 Introduction

The gamma irradiation facility (or gamma cell) at Berkeley Nuclear Laboratories is a concrete- and lead-shielded room (see Figure 3.5.1) within which it is possible to safely expose samples of many kinds to gamma radiation, whilst, at the same time, if desired, also exposing them to an ambient or heated gas stream, supplied from any gas cylinder outside of the irradiated zone. The radiation provides a means of examining the effects of ionisation on a sample, or, as in the present work, of the effects of an irradiated gas (or gas mixture), where (in particular, radical) species, not normally produced by simply heating the gas, may be present. No creation of radioactive species takes place in the samples, so they are perfectly safe to handle, once removed from the cell.

3.5.2 Radiation Source

The gamma radiation is provided by stainless steel-encapsulated $^{60}$Co sources, which are driven into position out of their store once the samples have been loaded and the operator has retreated from the cell. There are, actually, two independent sets of sources, providing a range of irradiation geometries. For the work described here, an outer, lower dose rate, irradiation position was chosen (see Figure 3.5.2), giving dose rates of the order of 7 - 9 mW.g$^{-1}$.

3.5.3 Sample Capsules

Figure 3.5.3 illustrates the style of sample capsule used in these experiments. Depending on the temperatures to which they were to be exposed, the capsules were made of either a stainless steel (550°C) or an inconel (for the higher temperatures, 650°C). Figure 3.5.4 shows how the disc samples were held in the capsules. 5 mm silica ring spacers, with vents to allow ready flow of gas between the samples, held the discs upright inside a silica tube liner.

3.5.4 Gas Analysis

Gas chromatography is used to monitor the composition of the reaction gas, both before and after passing through the irradiated zone. These readings, along with the capsule temperature and gas flow rate, are logged on a computer every few hours for subsequent printout and analysis. In general, the CO concentration increases from the inlet towards the outlet of the gamma cell capsules. At the same time, CH$_4$ concentration falls. The overall flow rate is slightly higher at the outlet end of the capsules compared to the inlets. Problems with the chromatograph prevented gas analyses to be performed for the majority of the gamma cell experiments. With some
20% Cr / 25% Ni / Nb-stabilised fuel can stainless steel in one of the capsules during a run at 550°C, a rise of 830 vpm in CO concentration, fall of 290 vpm CH₄ and rise in flow of 0.01 - 0.02 ml.min⁻¹ were obtained. These changes in gas composition arise from the reaction:

\[ \text{CH}_4 + 3\text{CO}_2 \rightarrow 4\text{CO} + 2\text{H}_2\text{O} \]

This gives an overall increase in the number of gas molecules present, manifesting itself in the increase in flow rate, an increase in CO and decrease in CO₂ and CH₄.

3.5.5 Experimental

Use of the gamma cell was often hindered, by problems both directly related to the cell and not so closely related to it. At various times, routine services, taking longer than expected, malfunctioning gas pumps, computer faults, building works, gas leaks, etc. all played their part to hinder progress.

The gas mixture the samples were exposed to was prepared by mixing of the appropriate single, pure gases. This, and the day to day operation of the gamma cell, was carried out by Richard Parfitt and Ray Westbury of the CEGB (now Nuclear Electric plc.). The gas mixture used for all sample exposures was CO₂ based, with 1% CO, 800 vpm CH₄ and 15 vpm C₂H₆. A pressure of 40 bar (= 4x10⁶ Pa) and flow rates of 1 - 3 cm³.min⁻¹ were used. Exposure times of 18 - 24 days were employed. In commercial AGRs, pressures of 40 bar and coolant gas compositions approximating to 1 - 1.5% CO and 200 vpm CH₄ are found. The higher CH₄ level and addition of C₂H₆ bring about increased deposition rates in comparison to AGRs.
Figure 3.5.1. Plan of gamma cell.
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Figure 3.5.2. Arrangement of irradiation positions.
Figure 3.5.3. Types of irradiation capsule.
Figure 3.5.4. Arrangement of samples in gamma cell capsule.
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4 EXPERIMENTAL

4.1 Characterisation of the Spinel Starting Materials

4.1.1 Introduction

X-ray diffraction was used to confirm the state of the oxides, oxalates and carbonates used in the spinel preparation. Manganous oxalate (Mn(COO)\textsubscript{2}·2H\textsubscript{2}O), calcined ferric oxide (Fe\textsubscript{2}O\textsubscript{3}), ferrous oxalate (Fe(COO)\textsubscript{2}·2H\textsubscript{2}O), cobaltous carbonate (CoCO\textsubscript{3}) and nickel carbonate (NiCO\textsubscript{3}·2Ni(OH)\textsubscript{2}·4H\textsubscript{2}O), were the starting materials analysed.

4.1.2 Experimental

The reagents were mounted on a silicon disc using anhydrous methanol as a means of dispersing them. (With the methanol in place, the sample can be evenly distributed across the disc. When it evaporates, the sample only is left in place.)

The spectra acquired were compared to reference spectra stored with the analysis software, and based on the JCPDS database.

4.1.3 Results

All of the reagents produced spectra in good agreement with the JCPDS reference database. Table 4.1.1 gives the reference spectra which matched those off the samples.

4.1.4 Conclusion

It was seen that the starting materials were all as described, and suitable for use in the preparation of the spinels desired.
<table>
<thead>
<tr>
<th>Starting material</th>
<th>JCPDS reference spectrum number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manganous oxalate</td>
<td>25-544</td>
</tr>
<tr>
<td>Mn(COO)_2·2H_2O</td>
<td></td>
</tr>
<tr>
<td>Calcined ferric oxide</td>
<td>33-664</td>
</tr>
<tr>
<td>Fe_2O_3</td>
<td></td>
</tr>
<tr>
<td>Ferrous oxalate</td>
<td>23-293</td>
</tr>
<tr>
<td>Fe(COO)_2·2H_2O</td>
<td></td>
</tr>
<tr>
<td>Cobaltous carbonate</td>
<td>11-692</td>
</tr>
<tr>
<td>CoCO_3</td>
<td></td>
</tr>
<tr>
<td>Nickel carbonate</td>
<td>16-164</td>
</tr>
<tr>
<td>NiCO_3·2Ni(OH)_2·4H_2O</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1.1. Spinel starting material XRD analysis.
4.2 Spinel Preparation

4.2.1 Introduction

The spinel oxides prepared, characterised and exposed in the gamma cell for this work were made via solid solution reactions. Atmospheres of CO₂ or CO₂ / 2% CO and temperatures of 950°C were utilised.

4.2.2 Spinel Structure

Spinels of the form AB₂O₄, where A and B are transition metal cations (alike, to form a mixed valence compound, or dissimilar) can have one of two regular structures. Both are based on a close packed arrangement of oxygen atoms, with cations located in the octahedral and tetrahedral sites (see Figure 4.2.1). Normal spinels have a half of the octahedral sites occupied by B³⁺ ions and an eighth of the tetrahedral sites filled by A²⁺ cations. Inverse spinels have all of the A²⁺ and half of the B³⁺ ions occupying the octahedral sites, and the remainder of the B³⁺ ions in tetrahedral sites. For inverse spinels, with 2+ and 3+ ions both in octahedral sites, there exists the possibility for rapid electron exchange between these ions. Whether a particular spinel takes up one or the other of these two forms depends on a variety of factors, including the relative sizes of A and B, the Madelung constants for the two possible structures and the influence of ligand field stabilisation energies.

For the spinels studied in this work, all the members of the MnₓCo₁₋ₓFe₂O₄ series are inverse, due to the greater crystal field preference energy of Mn²⁺ and Co²⁺ compared to Fe³⁺, with the exception of MnFe₂O₄, which is best considered as an intermediate spinel and having the formula (octahedral ions in brackets):

\[ \text{Mn}_{0.8}^{2+}\text{Fe}_{0.2}^{3+}(\text{Mn}_{0.2}^{2+}\text{Fe}_{1.8}^{3+})\text{O}_4 \]

Manganese and cobalt locate themselves in the octahedral sites while the iron divides itself equally between octahedral and tetrahedral sites. All the members of the FeₓCo₁₋ₓFe₂O₄ and NiₓCo₁₋ₓFe₂O₄ series would be expected to adopt the inverse spinel structure.

4.2.3 Solid Solutions

A crystalline phase where a variable composition is possible is called a solid solution. In the case of AB₂O₄ spinels, the introduction of a cation is possible where it directly replaces another cation of like charge and similar size. The idea is to not form any vacancies or interstitial ions. It is also necessary that the two end members of the compound series have the same structure, e.g. both being normal
spinels or both being inverse spinels. As an example, Mn\(^{2+}\) can substitute for Fe\(^{2+}\) in FeCr\(_2\)O\(_4\) to give Mn\(_x\)Fe\(_{1-x}\)Cr\(_2\)O\(_4\). The probability of any particular tetrahedral site being occupied by Mn\(^{2+}\) or Fe\(^{2+}\) depends solely on the value of \(x\) as the ions will be randomly distributed amongst those sites. Other parameters will also have an average value, such as lattice size, which will change gradually from that of the starting material steadily towards the other end member of the series (Vegard's Law). Any deviations from this ideal behaviour can be spotted by plotting the lattice parameters of successive members of such as series, to create a calibration curve.

4.2.4 Solid State Reaction

In order to get two polycrystalline powders to react together on a suitable time scale, it is necessary to use high temperatures and to have the reactants in intimate contact, necessitating the use of finely ground powders. Reaction of the appropriate single oxides, AO and B\(_2\)O\(_3\), at temperatures approaching 1000°C, can yield the AB\(_2\)O\(_4\) spinel. The ease of formation varies with the spinel concerned.

The reaction is initiated by the formation of some of the spinel phase at the surfaces of two adjacent AO and B\(_2\)O\(_3\) crystals. The similarity in structure between the spinel product and AO reactant then helps the diffusion of ions required to complete the reaction. The ions are believed\(^1\) to diffuse via alternating octahedral and tetrahedral sites. Ions with no great preference for either octahedral or tetrahedral sites (e.g. Mn\(^{2+}\) and Fe\(^{3+}\)) can rapidly diffuse through the matrix. Those ions with a strong preference for being located in octahedral sites (e.g. Cr\(^{3+}\), Ni\(^{2+}\) and Fe\(^{2+}\)) will diffuse more slowly, as they struggle to pass through the tetrahedral sites.

It is the surface area dependence of the rate of reaction that dictates the use of fine powders, if the product is to be obtained within a reasonable period of time.

4.2.5 General Method for Spinel Preparation

This method of spinel preparation has been successfully used by other workers\(^2\), \(^3\), \(^4\).

Table 4.2.1 details the reactants and conditions used for each of the spinels prepared for this work.

Since FeO is unstable in air, it was necessary to produce it \textit{in situ} by decomposition of the iron(II) oxalate. Likewise, nickel carbonate, manganese oxalate and cobaltous carbonate were used in place of the respective oxides.

The appropriate oxides, carbonates and/or oxalates (general purpose
reagent grade, BDH Chemicals Limited) were carefully weighed, to obtain the desired cation ratio, thoroughly mixed, ground in an agate mortar and pestle to a fine powder, and then compacted into a silica boat. The oxides $M_xCo_{1-x}Fe_2O_4$, where $M = Mn$, Fe or Ni and $0 \leq x \leq 1$, were prepared with $x = 0, 0.25, 0.5, 0.75$ and 1. Obviously, with $x = 1$, no CoCO$_3$ was needed for the preparation, and with $x = 0$, no M-containing compound was required. The silica boat would then be placed into the hot zone of an electrically heated furnace (Figure 4.2.2). The appropriate gas mixture would then be set flowing through the furnace at a rate of approximately 15 ml per minute for 1 hr with the furnace at room temperature. Once the reactor tube had been purged, the furnace would be set to heat up to the desired temperature, with the gas flow kept constant. The 200°C step in the process was to drive off H$_2$O from the oxalates or hydrated carbonates. The mixtures were then left to react at temperature and with the gas flowing for the required reaction time. After the required reaction time, the furnace would be cooled back to room temperature, with the gas still flowing, before the products of reaction were removed for characterisation. The reaction products were ground again prior to analysis.

The hot zones of the furnaces used were determined by placing a thermocouple inside the furnace tube, and measuring temperatures along the length of the tube. It was found that there was sufficient hot zone within both furnaces to safely house up to three silica boats at a time in each. Figure 4.2.3 illustrates the temperature profile along one of the furnaces.

### 4.2.6 Pellet Pressing

For insertion into the gamma cell, the oxide powder samples were formed into pressed pellets. A Specac die holder and hand operated hydraulic press were used. The sample powder was sandwiched between the two 8 mm dies and the assembly then evacuated to $<5 \times 10^{-2}$ Torr for a period of two minutes. A pressure of 5 tons was then applied for a further two minutes. After removal from the press, the pellets (ideally -1 mm thick) were strong enough to survive future handling.
<table>
<thead>
<tr>
<th>Spinel, $0 \leq x \leq 1$</th>
<th>Reagents</th>
<th>Atmosphere, temperature and time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Mn_xCo_{1-x}Fe_2O_4$</td>
<td>$Mn(COO)_2\cdot 2H_2O + CoCO_3 + Fe_2O_3$</td>
<td>$CO_2$ gas $200^\circ C \times 16$ hr $+ 950^\circ C \times 150$ hr</td>
</tr>
<tr>
<td>$Fe_xCo_{1-x}Fe_2O_4$</td>
<td>$Fe(COO)_2\cdot 2H_2O + CoCO_3 + Fe_2O_3$</td>
<td>$CO_2 / 2% CO$ gas $200^\circ C \times 16$ hr $+ 950^\circ C \times 150$ hr</td>
</tr>
<tr>
<td>$Ni_xCo_{1-x}Fe_2O_4$</td>
<td>$NiCO_3\cdot 2Ni(OH)_2\cdot 4H_2O + CoCO_3 + Fe_2O_3$</td>
<td>$CO_2$ gas $200^\circ C \times 16$ hr $+ 950^\circ C \times 150$ hr</td>
</tr>
</tbody>
</table>

Table 4.2.1. Preparation conditions for the $M_xCo_{1-x}Fe_2O_4$ spinels.
Figure 4.2.1. The relationship between a simple fcc lattice and the spinel lattice structure: a) face centred cubic structure; b) diamond structure; and c) spinel structure, $\text{AB}_2\text{O}_4$. 
Figure 4.2.2. Furnace for spinel preparation.
Figure 4.2.3. Temperature profile along furnace.
4.3 Characterisation of the Spinels $M_xCo_{1-x}Fe_2O_4$ ($M = \text{Mn, Fe or Ni}; 0 \leq x \leq 1$)

4.3.1 Introduction

A range of analytical techniques was used to characterise the $M_xCo_{1-x}Fe_2O_4$ spinels prior to their exposure in the gamma cell.

4.3.2 Optical Observations

The spinels were all black in colour after leaving the furnace. The mixtures before treatment in the furnace tended to be brown, the colour being dominated by the brick red $Fe_2O_3$ component.

The pellets formed from these spinels required careful handling to avoid breakage. All were attracted to a permanent magnet, unlike any of the starting materials.

4.3.3 Energy Dispersive X-Ray Analysis

The beryllium window EDX system and its associated ZAF correction routines were used to determine the cation ratios in the three spinel series. Tables 4.3.1, 4.3.2 and 4.3.3 list the calculated values, all being given to two decimal places. The results obtained for the three series were all in reasonable agreement with the expected values.

4.3.4 X-Ray Diffraction

This technique quickly showed that the three batches of $CoFe_2O_4$ prepared were equivalent, giving identical spectra (see Figure 4.3.1).

X-ray diffraction showed that in all cases, the preparation had brought about 100% conversion from the starting materials to the desired product. Figures 4.3.2, 4.3.3, 4.3.4 and 4.3.5 show the shifts in the $[1020]$, $[951]$ and $[1022]$ reflections and the $a_0$ lattice parameter for the three sets of spinels as $x$ varies from 0 to 1. In all cases, it can be seen that there is a steady shift in peak positions as $x$ varies. The magnitude and direction of the lattice parameter changes reflect the different sizes of the ions involved. Replacing $Co^{2+}$ (75 pm $^5$) with the larger $Mn^{2+}$ (83 pm $^5$) forces an increase in the dimensions of the unit cell, and, so, $a_0$ lattice parameter. Conversely, the increasing presence of the smaller $Ni^{2+}$ ion (69 pm $^5$) contracts the structure and decreases the observed $a_0$ value. $Fe^{2+}$ (78 pm $^5$), being closest of the replacement ions to $Co^{2+}$ in size, gives the least effect, producing only a slight increase in lattice parameter. As all the spinels prepared adopt the inverse
structure, with the exception of MnFe$_2$O$_4$, which is best considered as an intermediate spinel$^4$ and having the formula:

$$\text{Mn}_{0.8}^2+\text{Fe}_{0.2}^3+(\text{Mn}_{0.2}^2+\text{Fe}_{1.8}^3+)\text{O}_4$$

where the octahedral sites are occupied by the ions in brackets, there would be expected to be a steady shift in lattice parameter with increasing substitution. If the increase in x had necessitated a change from inverse to normal (or vice versa) then a more complex relationship between x and $a_0$ might have been expected. Table 4.3.4 lists the $a_0$ lattice parameter values for the end points of the series.

4.3.5 X-Ray Photoelectron Spectroscopy

Table 4.3.5 summarises the Mn 2p$_{3/2}$, Fe 2p$_{3/2}$, Co 2p$_{3/2}$, Ni 2p$_{3/2}$ and O 1s peak positions obtained. The samples were all analysed in the form of powders pressed onto sticky copper tape. It can be seen in both the Al Kα and Mg Kα results for Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ that the Fe 2p$_{3/2}$ binding energies tend towards lower values as x increases. When x = 0, all the iron present in the sample will be as Fe(III). The iron added to replace cobalt does so as Fe(II). Therefore, as x increases, whereas the Fe(III) contribution to the Fe 2p$_{3/2}$ XPS peak envelope remains constant, the Fe(II) part increases. This will tend to shift the peak position towards lower binding energies, as seen. The value obtained for FeFe$_2$O$_4$, 710.5 eV, is a little low compared to previously reported values of the position of the combined Fe 2p peak$^6$, $^7$, $^8$. The manganese and nickel spinel series show no such shift in Fe 2p$_{3/2}$ binding energy. Previously reported values for Fe(III) in Fe$_2$O$_3$ range from 711.0 eV$^8$ to 711.4 eV$^{10}$ and 711.6 eV$^7$. The values obtained in this work for Fe(III), in the manganese and nickel spinels, generally fall within this range. This contrasts with a study of the Fe(III) binding energy values in MnFe$_x$Cr$_{2-x}$O$_4$ and NiFe$_x$Cr$_{2-x}$O$_4$ spinels$^{11}$, where Fe 2p$_{3/2}$ binding energies were lower than in Fe$_2$O$_3$. CoFe$_x$Cr$_{2-x}$O$_4$ gave binding energies around those for Fe$_2$O$_3$ at high iron contents, but tending to lower values with decreasing iron concentration. Tables 4.3.6 and 4.3.7 detail the results obtained from the Fe 2p XP spectra.

The Mn 2p$_{3/2}$ binding energy from MnFe$_2$O$_4$ of 640.9 eV is in good agreement with the literature value of 640.8 eV$^{11}$. The Mn 2p$_{3/2}$ peak position doesn't change with increasing x and is consistent with the presence of divalent manganese in an oxide lattice$^{11}$.

In disagreement with one set of similar data$^{12}$, but agreement with another$^{13}$, there is no increase in Co 2p$_{3/2}$ binding energy with decreasing cobalt content within the nickel series. However, there does appear to be an increase in Co 2p$_{3/2}$ binding energy with increasing x within the manganese series. All of the cobalt
spectra included the presence of a shake-up satellite, some 3.6 - 6.5 eV higher in binding energy than the $2p_{3/2}$ signal (see Section 3.4.13), indicative of Co(II) species. Low spin Co(III) gives much weaker satellite features$^{11, 12, 14}$ than does high spin Co (II), owing to the presence of unpaired valence electrons in the Co(II) 3d orbital. The cobalt present in the prepared spinels is expected to be in the Co(I) oxidation state. Figure 4.3.6, mentioned more fully below, shows these satellite structures in the spectra recorded off the Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ spinel series, while Tables 4.3.8 and 4.3.9 record the details of the Co 2p region. It can be seen that the Co 2p$_{3/2}$ FWHM from the aluminium x-ray spectra are greater than from the magnesium spectra, as expected. The FWHM, in both cases, tend to increase as the quality of the spectra decreases, with decreasing cobalt content.

Some care has to be taken in interpreting the XP spectra from these spinels. There are combinations of cations and exciting radiation that bring about overlaps of Auger peaks with the XPS signals of interest. In particular, when using Al Kα radiation to look at the iron- and cobalt-containing spinels, the Fe L$_3$VV Auger peak at 784.4 eV$^{15}$ falls just to the high binding energy side of the Co 2p$_{3/2}$ signal. The effect of this on the Co 2p envelope is illustrated in Figure 4.3.6, where, as x increases, the contribution of the Fe Auger signal increases in relation to that of the Co. With x = 1, only the Auger peak remains. Switching to the Mg Kα source, the peak shape stays more constant and the lack of the Auger signal is revealed in the CoFe$_2$O$_4$ spectrum. Another indication of this effect is seen in Tables 4.3.8 and 4.3.9. Whereas the ratio of satellite intensity to 2p$_{3/2}$ photoelectron peak intensity remains steady for the magnesium spectra (with the exception of the Ni$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$ result), it increases in the aluminium spectra as the cobalt content of the oxides decreases. This is an indication of the increasing prominence of the Fe L$_3$VV Auger signal. An additional complication is the overlap of the Co L$_3$M$_{23}$V Auger line at 776.4 eV$^{15}$, when using Al Kα radiation. This has been shown$^{16}$ to affect quantitative results on Co$_4$Ni alloy by up to 15%. The more oxidised the cobalt, the less the interference as the Co 2p$_{3/2}$ peak shifts to higher binding energies. Using Mg Kα x-rays to avoid this interference only succeeds in shifting the Auger peak to overlap with O 1s. One conclusion reached was the recommendation of using Al Kα when analysing Co-O systems.

There was no change in Ni 2p$_{3/2}$ peak position with increasing substitution of cobalt by nickel. The value of around 855.5 eV is in agreement with those found for nickel / iron / chromium spinels$^{11}$, being higher than the value for NiO. As with the cobalt spectra, intense satellite features were observed in the Ni 2p region. Tables 4.3.10 and 4.3.11 detail the results obtained. There is a decrease in 2p$_{3/2}$ photoelectron peak FWHM with increasing nickel content. This is likely to be due to the improved counting statistics in the higher nickel samples.
Tables 4.3.12 and 4.3.13 give quantitative estimates of the surface composition of the spinel oxides as determined from the XP spectra. The values given assume a stoichiometric spinel composition \( AB_2O_4 \) and do not take into account the oxygen concentrations. Only cation ratios were determined. The manganese spinels all appear to be depleted in iron within the surface region analysed by XPS. Cobalt concentrations are all higher than would be expected from the bulk compositions. The depletion of iron agrees with previous work on similar spinel oxides\(^{12}\). The \( Fe_xCo_{1-x}Fe_2O_4 \) spinels were also enhanced in surface cobalt concentration. The measured cobalt content fell, as expected, as \( x \) increased. With the exception of \( NiFe_2O_4 \), the iron concentrations determined for the nickel spinels using aluminium x-rays were also low. Cobalt gave high values. For the magnesium x-ray induced spectra, iron concentrations tended, if anything, to be a little on the high side. Only \( Ni_{0.25}Co_{0.75}Fe_2O_4 \) gave a stoichiometry of less than two for iron. Except for \( CoFe_2O_4 \), cobalt, again, gave higher than anticipated concentrations. \( NiFe_2O_4 \), in both cases, appeared surface depleted in nickel and enhanced in iron. This result agrees with one obtained elsewhere\(^{11}\).

An attempt may be made to attribute such surface segregation as this to the relative mobilities of the ions concerned through the bulk via tetrahedral and octahedral lattice sites, with the relative preferences for the two sites affecting rates of diffusion. The relative ion mobilities may be deduced to be\(^{11}\):

\[
Fe^{3+} > Mn^{2+} > Fe^{2+} > Co^{2+} > Ni^{2+}
\]

This would tend to suggest that the samples ought to be surface enriched in iron, at the expense of cobalt, which was not the case. The kinetic factors involved in this approach will not act alone, however. Thermodynamic considerations have to be made in cases of high temperature and low oxygen partial pressure, as present in the furnaces when the spinels were formed. In such cases, the more thermodynamically favoured oxide will tend to form on the surface of the material. With \( FeO \) and \( Fe_2O_3 \) having heats of formation\(^{17}\), \( \Delta H^\circ_{298} \), of -267 and -823 kJ.mol\(^{-1}\), respectively, compared to the -239 and -854 kJ.mol\(^{-1}\) of \( CoO \) and \( Co_3O_4 \), there would appear to be little to choose between the two elements with regards to thermodynamic stability of their oxides. The fact that \( CoFe_2O_4 \) appeared surface depleted in iron, whereas similar material in a previous study\(^{11}\) gave a surface composition like that of the bulk, suggests that the low surface iron concentrations found here may be a function of the peak regions chosen for quantification.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Cation ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mn</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$</td>
<td>——</td>
</tr>
<tr>
<td>Mn$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>0.22</td>
</tr>
<tr>
<td>Mn$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>0.50</td>
</tr>
<tr>
<td>Mn$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>0.74</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4.3.1. Cation ratios for the series Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ as determined by EDX.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Cation ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$</td>
<td>1.00</td>
</tr>
<tr>
<td>Fe$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>0.73</td>
</tr>
<tr>
<td>Fe$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>0.49</td>
</tr>
<tr>
<td>Fe$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>0.28</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>——</td>
</tr>
</tbody>
</table>

Table 4.3.2. Cation ratios for the series Fe$_x$Co$_{1-x}$Fe$_2$O$_4$, as determined by EDX.
### Cation ratios

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ni</th>
<th>Co</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$</td>
<td>-----</td>
<td>0.99</td>
<td>2.01</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>0.24</td>
<td>0.71</td>
<td>2.05</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>0.48</td>
<td>0.46</td>
<td>2.05</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>0.70</td>
<td>0.30</td>
<td>2.00</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>0.90</td>
<td>-----</td>
<td>2.10</td>
</tr>
</tbody>
</table>

Table 4.3.3. Cation ratios for the series Ni$_x$Co$_{1-x}$Fe$_2$O$_4$, as determined by EDX.

### Lattice parameter $a_0$ /Å

<table>
<thead>
<tr>
<th>Sample</th>
<th>Experimental</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (Mn)</td>
<td>8.391</td>
<td>JCPDS 22-1086 8.392</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>8.507</td>
<td>JCPDS 10-391 8.499</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Fe)</td>
<td>8.392</td>
<td>JCPDS 22-1086 8.392</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>8.400</td>
<td>JCPDS 19-629 8.396</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Ni)</td>
<td>8.393</td>
<td>JCPDS 22-1086 8.392</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>8.345</td>
<td>JCPDS 10-325 8.339</td>
</tr>
</tbody>
</table>

Table 4.3.4. Experimental and literature $a_0$ lattice parameter values for some spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Mn 2p&lt;sup&gt;3/2&lt;/sup&gt;</th>
<th>Fe 2p&lt;sup&gt;3/2&lt;/sup&gt;</th>
<th>Co 2p&lt;sup&gt;3/2&lt;/sup&gt;</th>
<th>Ni 2p&lt;sup&gt;3/2&lt;/sup&gt;</th>
<th>O 1s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al Mg</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>CoFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt; (Mn)</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Mn&lt;sub&gt;0.25&lt;/sub&gt;Co&lt;sub&gt;0.75&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Mn&lt;sub&gt;0.5&lt;/sub&gt;Co&lt;sub&gt;0.5&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Mn&lt;sub&gt;0.75&lt;/sub&gt;Co&lt;sub&gt;0.25&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>MnFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.6 711.3 780.8 781.0</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>CoFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt; (Fe)</td>
<td>711.2 711.5 780.8 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Fe&lt;sub&gt;0.25&lt;/sub&gt;Co&lt;sub&gt;0.75&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.2 711.5 780.8 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Fe&lt;sub&gt;0.5&lt;/sub&gt;Co&lt;sub&gt;0.5&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.2 711.5 780.8 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>Fe&lt;sub&gt;0.75&lt;/sub&gt;Co&lt;sub&gt;0.25&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.2 711.5 780.8 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>FeFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.2 711.5 780.8 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.2 530.5</td>
</tr>
<tr>
<td>CoFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt; (Ni)</td>
<td>711.3 711.6 780.6 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.3 530.7</td>
</tr>
<tr>
<td>Ni&lt;sub&gt;0.25&lt;/sub&gt;Co&lt;sub&gt;0.75&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.3 711.6 780.6 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.3 530.7</td>
</tr>
<tr>
<td>Ni&lt;sub&gt;0.5&lt;/sub&gt;Co&lt;sub&gt;0.5&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.3 711.6 780.6 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.3 530.7</td>
</tr>
<tr>
<td>Ni&lt;sub&gt;0.75&lt;/sub&gt;Co&lt;sub&gt;0.25&lt;/sub&gt;Fe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.3 711.6 780.6 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.3 530.7</td>
</tr>
<tr>
<td>NiFe&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;4&lt;/sub&gt;</td>
<td>711.3 711.6 780.6 780.9</td>
<td>641.6 641.3 711.5 711.9</td>
<td>640.7 641.3 711.6 711.9</td>
<td>641.5 641.3 711.5 711.9</td>
<td>530.3 530.7</td>
</tr>
</tbody>
</table>

Table 4.3.5. Binding energies in the prepared spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>BE $2p_{3/2}$/eV</th>
<th>PW0701/eV</th>
<th>$\Delta$ BE/eV $^a$</th>
<th>K/Cu KLL/1000/eV</th>
<th>BE $2p_{1/2}$/eV</th>
<th>$\Delta$ BE/eV $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu$_2$O$_4$ (N)</td>
<td>711.6</td>
<td>5.3</td>
<td>5.6</td>
<td>0.43</td>
<td>723.4</td>
<td>11.9 $^d$</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.5</td>
<td>4.8</td>
<td>5.6</td>
<td>0.47</td>
<td>724.2</td>
<td>12.7</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.6</td>
<td>4.8</td>
<td>6.0</td>
<td>0.37</td>
<td>724.8</td>
<td>13.2</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.8</td>
<td>4.4</td>
<td>5.0</td>
<td>0.40</td>
<td>725.1</td>
<td>13.2 $^d$</td>
</tr>
<tr>
<td>Mn$_2$O$_4$</td>
<td>711.5</td>
<td>4.1</td>
<td>5.3</td>
<td>0.38</td>
<td>725.1</td>
<td>13.6</td>
</tr>
<tr>
<td>Cu$_2$O$_4$ (Pa)</td>
<td>711.2</td>
<td>4.7</td>
<td>5.3</td>
<td>0.61</td>
<td>724.4</td>
<td>13.2</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.1</td>
<td>4.4</td>
<td>4.8</td>
<td>0.60</td>
<td>724.0</td>
<td>12.9</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.3</td>
<td>4.6</td>
<td>4.8</td>
<td>0.52</td>
<td>724.2</td>
<td>12.9</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.0</td>
<td>5.8</td>
<td>7.6</td>
<td>0.32</td>
<td>724.1</td>
<td>13.1</td>
</tr>
<tr>
<td>Mn$_2$O$_4$</td>
<td>710.6</td>
<td>5.4</td>
<td>5.7</td>
<td>0.32</td>
<td>723.7</td>
<td>13.1</td>
</tr>
<tr>
<td>Cu$_2$O$_4$ (N)</td>
<td>711.3</td>
<td>4.4</td>
<td>5.2</td>
<td>0.50</td>
<td>724.6</td>
<td>13.3</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.3</td>
<td>4.4</td>
<td>5.2</td>
<td>0.50</td>
<td>724.5</td>
<td>13.3 $^d$</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.2</td>
<td>4.3</td>
<td>4.6</td>
<td>0.50</td>
<td>724.3</td>
<td>13.1</td>
</tr>
<tr>
<td>Mg$<em>{0.5}$Cu$</em>{0.5}$$_2$O$_4$</td>
<td>711.3</td>
<td>4.2</td>
<td>4.6</td>
<td>0.49</td>
<td>724.5</td>
<td>13.3 $^d$</td>
</tr>
<tr>
<td>Mn$_2$O$_4$</td>
<td>711.0</td>
<td>4.1</td>
<td>4.3</td>
<td>0.43</td>
<td>724.2</td>
<td>13.2</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main $2p_{3/2}$ peak and its associated shake-up satellite.

b) Intensity ratio between the shake-up satellite and the $2p_{3/2}$ photoelectron peak.

c) The separation in eV between the $2p_{3/2}$ and $2p_{1/2}$ photoelectron peaks.

d) Rounding errors affect this value.

Table 4.3.6. Fe 2p details from the aluminium XP spectra of the prepared spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>BE $2p_{3/2}$ (eV)</th>
<th>PWDM (eV)</th>
<th>$\Delta_{Be}$ (eV)</th>
<th>$I_{Sat}/I_{spec}$</th>
<th>BE $2p_{3/2}$ (eV)</th>
<th>$\Delta_{p}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co$_3$P$_2$O$_4$ (Ma)</td>
<td>711.3</td>
<td>4.2</td>
<td>5.0</td>
<td>0.33</td>
<td>724.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.4</td>
<td>4.5</td>
<td>5.6</td>
<td>0.39</td>
<td>724.4</td>
<td>13.1 d)</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.6</td>
<td>4.2</td>
<td>4.7</td>
<td>0.40</td>
<td>724.7</td>
<td>13.0 d)</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.7</td>
<td>4.5</td>
<td>5.5</td>
<td>0.41</td>
<td>725.1</td>
<td>13.4</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.9</td>
<td>4.4</td>
<td>5.8</td>
<td>0.36</td>
<td>725.2</td>
<td>13.4 d)</td>
</tr>
<tr>
<td>Co$_3$P$_2$O$_4$ (Po)</td>
<td>711.5</td>
<td>4.4</td>
<td>5.4</td>
<td>0.34</td>
<td>724.7</td>
<td>13.2</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.3</td>
<td>4.4</td>
<td>5.4</td>
<td>0.35</td>
<td>724.8</td>
<td>13.5</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.4</td>
<td>4.8</td>
<td>5.7</td>
<td>0.26</td>
<td>724.4</td>
<td>13.0</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>710.5</td>
<td>5.3</td>
<td>6.2</td>
<td>0.28</td>
<td>723.6</td>
<td>13.1</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>710.4</td>
<td>5.1</td>
<td>4.8</td>
<td>0.38</td>
<td>723.5</td>
<td>13.1</td>
</tr>
<tr>
<td>Co$_3$P$_2$O$_4$ (Ni)</td>
<td>711.6</td>
<td>3.6</td>
<td>3.3</td>
<td>0.49</td>
<td>724.3</td>
<td>12.7</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.3</td>
<td>3.7</td>
<td>3.9</td>
<td>0.44</td>
<td>724.5</td>
<td>13.2</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.4</td>
<td>3.5</td>
<td>4.1</td>
<td>0.47</td>
<td>724.8</td>
<td>13.4</td>
</tr>
<tr>
<td>Mg$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.2</td>
<td>3.9</td>
<td>4.2</td>
<td>0.41</td>
<td>724.4</td>
<td>13.1 d)</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$P$_2$O$_4$</td>
<td>711.3</td>
<td>4.0</td>
<td>4.8</td>
<td>0.36</td>
<td>724.7</td>
<td>13.4</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main $2p_{3/2}$ peak and its associated shake-up satellite.
b) Intensity ratio between the shake-up satellite and the $2p_{3/2}$ photoelectron peak.
c) The separation in eV between the $2p_{3/2}$ and $2p_{1/2}$ photoelectron peaks.
d) Rounding errors affect this value.

Table 4.3.7. Fe 2p details from the magnesium XP spectra of the prepared spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>BE $2p_{3/2}$ /eV</th>
<th>PWDF /eV</th>
<th>$\Delta$ Rs (eV)</th>
<th>$\Delta$ Rs (obs)</th>
<th>BE $2p_{3/2}$ /eV</th>
<th>$\Delta$ Rs (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu$_2$O</td>
<td>780.8</td>
<td>4.2</td>
<td>5.2</td>
<td>0.51</td>
<td>796.5</td>
<td>15.7</td>
</tr>
<tr>
<td>Mg$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>780.8</td>
<td>4.1</td>
<td>5.3</td>
<td>0.53</td>
<td>796.5</td>
<td>15.7</td>
</tr>
<tr>
<td>Mg$<em>2$Co$</em>{0.5}$P$_2$O$_4$</td>
<td>781.2</td>
<td>5.0</td>
<td>5.5</td>
<td>0.77</td>
<td>794.0</td>
<td>12.8</td>
</tr>
<tr>
<td>Mg$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>781.5</td>
<td>4.8</td>
<td>5.1</td>
<td>0.94</td>
<td>796.2</td>
<td>14.7</td>
</tr>
<tr>
<td>Mg$_2$P$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Cu$_2$O$_2$ (F)</td>
<td>780.8</td>
<td>3.7</td>
<td>4.7</td>
<td>0.59</td>
<td>796.5</td>
<td>15.7</td>
</tr>
<tr>
<td>P$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>780.7</td>
<td>4.1</td>
<td>4.7</td>
<td>0.65</td>
<td>796.5</td>
<td>15.8</td>
</tr>
<tr>
<td>P$<em>2$Co$</em>{0.5}$P$_2$O$_4$</td>
<td>780.8</td>
<td>4.2</td>
<td>5.2</td>
<td>0.80</td>
<td>796.7</td>
<td>15.8 d)</td>
</tr>
<tr>
<td>P$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>781.1</td>
<td>4.7</td>
<td>5.2</td>
<td>0.81</td>
<td>796.2</td>
<td>15.2 d)</td>
</tr>
<tr>
<td>P$_2$P$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Cu$_2$O$_2$ (F)</td>
<td>780.6</td>
<td>3.8</td>
<td>4.9</td>
<td>0.72</td>
<td>796.4</td>
<td>15.8</td>
</tr>
<tr>
<td>Ni$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>780.5</td>
<td>3.9</td>
<td>5.0</td>
<td>0.68</td>
<td>796.2</td>
<td>15.7</td>
</tr>
<tr>
<td>Ni$<em>2$Co$</em>{0.5}$P$_2$O$_4$</td>
<td>780.6</td>
<td>4.0</td>
<td>4.7</td>
<td>0.87</td>
<td>796.3</td>
<td>15.7</td>
</tr>
<tr>
<td>Ni$<em>2$Co$</em>{0.5}$Zn$_{0.5}$P$_2$O$_4$</td>
<td>781.0</td>
<td>4.6</td>
<td>4.9</td>
<td>0.96</td>
<td>796.3</td>
<td>15.3</td>
</tr>
<tr>
<td>Ni$_2$P$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main $2p_{3/2}$ peak and its associated shake-up satellite.
b) Intensity ratio between the shake-up satellite and the $2p_{3/2}$ photoelectron peak.
c) The separation in eV between the $2p_{3/2}$ and $2p_{1/2}$ photoelectron peaks.
d) Rounding errors affect this value.

Table 4.3.8. Co 2p details from the aluminium XP spectra of the prepared spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>BE 2p3/2 (eV)</th>
<th>Photon (eV)</th>
<th>Δ BE (eV) 1)</th>
<th>ΔEA (Shake-up) 2)</th>
<th>BE 2p1/2 (eV)</th>
<th>Δ BE (eV) 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co9P2O4 (Mg)</td>
<td>781.0</td>
<td>3.8</td>
<td>5.2</td>
<td>0.44</td>
<td>796.7</td>
<td>15.7</td>
</tr>
<tr>
<td>Mg3Co9P10P2O4</td>
<td>780.9</td>
<td>3.7</td>
<td>5.1</td>
<td>0.40</td>
<td>796.5</td>
<td>15.7 d)</td>
</tr>
<tr>
<td>Mg5Co8P9P2O4</td>
<td>780.9</td>
<td>4.0</td>
<td>5.5</td>
<td>0.54</td>
<td>796.1</td>
<td>15.3 d)</td>
</tr>
<tr>
<td>Mg9Co7P8P2O4</td>
<td>781.0</td>
<td>4.6</td>
<td>6.5</td>
<td>0.48</td>
<td>796.8</td>
<td>15.7 d)</td>
</tr>
<tr>
<td>Mn2P2O4</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Co9P2O4 (Fe)</td>
<td>780.9</td>
<td>3.6</td>
<td>4.8</td>
<td>0.49</td>
<td>796.8</td>
<td>15.9</td>
</tr>
<tr>
<td>Fe3Co9P10P2O4</td>
<td>780.7</td>
<td>3.4</td>
<td>4.8</td>
<td>0.53</td>
<td>796.7</td>
<td>16.0</td>
</tr>
<tr>
<td>Fe5Co8P9P2O4</td>
<td>780.5</td>
<td>3.7</td>
<td>4.9</td>
<td>0.47</td>
<td>796.9</td>
<td>16.4</td>
</tr>
<tr>
<td>Fe9Co7P8P2O4</td>
<td>780.4</td>
<td>3.2</td>
<td>4.9</td>
<td>0.45</td>
<td>797.6</td>
<td>17.2</td>
</tr>
<tr>
<td>Fe9P2O4</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Co9P2O4 (Ni)</td>
<td>780.9</td>
<td>2.4</td>
<td>3.6</td>
<td>0.51</td>
<td>797.0</td>
<td>16.2 d)</td>
</tr>
<tr>
<td>Ni3Co9P10P2O4</td>
<td>780.7</td>
<td>3.2</td>
<td>4.2</td>
<td>0.48</td>
<td>796.7</td>
<td>16.0</td>
</tr>
<tr>
<td>Ni5Co8P9P2O4</td>
<td>780.7</td>
<td>3.1</td>
<td>4.7</td>
<td>0.29</td>
<td>796.7</td>
<td>16.0</td>
</tr>
<tr>
<td>Ni9Co7P8P2O4</td>
<td>780.7</td>
<td>4.2</td>
<td>5.6</td>
<td>0.45</td>
<td>796.6</td>
<td>15.9</td>
</tr>
<tr>
<td>Ni2P2O4</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main $2p_{3/2}$ peak and its associated shake-up satellite.  
b) Intensity ratio between the shake-up satellite and the $2p_{3/2}$ photoelectron peak.  
c) The separation in eV between the $2p_{3/2}$ and $2p_{1/2}$ photoelectron peaks.  
d) Rounding errors affect this value.

Table 4.3.9. Co $2p$ details from the magnesium XP spectra of the prepared spinels.
Table 4.3.10. Ni 2p details from the aluminium XP spectra of the prepared spinels.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BE 2p3/2 eV</th>
<th>PWHM eV</th>
<th>( \Delta \text{Be} ) eV</th>
<th>( \eta_{\text{Be}} ) (Mn)</th>
<th>BE 2p1/2 eV</th>
<th>( \Delta \text{Be} ) eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaPpyO4 (RE)</td>
<td>855.4</td>
<td>3.2</td>
<td>6.3</td>
<td>0.49</td>
<td>872.6</td>
<td>17.2</td>
</tr>
<tr>
<td>( \text{Ni}_6 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.2</td>
<td>2.9</td>
<td>6.4</td>
<td>0.39</td>
<td>873.0</td>
<td>17.8</td>
</tr>
<tr>
<td>( \text{Ni}_8 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.4</td>
<td>3.0</td>
<td>6.3</td>
<td>0.44</td>
<td>873.0</td>
<td>17.6</td>
</tr>
<tr>
<td>( \text{Ni}_9 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.3</td>
<td>2.8</td>
<td>6.0</td>
<td>0.36</td>
<td>872.8</td>
<td>17.5</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main \( 2p_{3/2} \) peak and its associated shake-up satellite.
b) Intensity ratio between the shake-up satellite and the \( 2p_{3/2} \) photoelectron peak.
c) The separation in eV between the \( 2p_{3/2} \) and \( 2p_{1/2} \) photoelectron peaks.

d) Rounding errors affect this value.

Table 4.3.11. Ni 2p details from the magnesium XP spectra of the prepared spinels.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BE 2p3/2 eV</th>
<th>PWHM eV</th>
<th>( \Delta \text{Be} ) eV</th>
<th>( \eta_{\text{Be}} ) (Mn)</th>
<th>BE 2p1/2 eV</th>
<th>( \Delta \text{Be} ) eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaPpyO4 (RE)</td>
<td>855.7</td>
<td>3.2</td>
<td>7.5</td>
<td>0.33</td>
<td>873.5</td>
<td>17.8</td>
</tr>
<tr>
<td>( \text{Ni}_6 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.4</td>
<td>3.2</td>
<td>6.8</td>
<td>0.43</td>
<td>873.2</td>
<td>17.8</td>
</tr>
<tr>
<td>( \text{Ni}_8 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.7</td>
<td>3.1</td>
<td>5.9</td>
<td>0.27</td>
<td>873.1</td>
<td>17.5 d)</td>
</tr>
<tr>
<td>( \text{Ni}_9 \text{Cr}_0.77 \text{PpyO4} )</td>
<td>855.5</td>
<td>2.9</td>
<td>6.6</td>
<td>0.38</td>
<td>873.3</td>
<td>17.8</td>
</tr>
</tbody>
</table>

a) Separation in eV between the main \( 2p_{3/2} \) peak and its associated shake-up satellite.
b) Intensity ratio between the shake-up satellite and the \( 2p_{3/2} \) photoelectron peak.
c) The separation in eV between the \( 2p_{3/2} \) and \( 2p_{1/2} \) photoelectron peaks.
d) Rounding errors affect this value.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Surface composition determined by XPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (Mn)</td>
<td>Co$<em>{1.55}$Fe$</em>{1.45}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.39}$Co$</em>{1.26}$Fe$_{1.35}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.31}$Co$</em>{0.93}$Fe$_{1.76}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.69}$Co$</em>{0.79}$Fe$_{1.52}$O$_4$</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>Mn$<em>{1.15}$Fe$</em>{1.85}$O$_4$</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Fe)</td>
<td>Co$<em>{1.55}$Fe$</em>{1.45}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Co$<em>{1.42}$Fe$</em>{1.58}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Co$<em>{1.22}$Fe$</em>{1.78}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Co$<em>{1.04}$Fe$</em>{1.96}$O$_4$</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>Fe$_3$O$_4$</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Ni)</td>
<td>Co$<em>{1.29}$Fe$</em>{1.71}$O$_4$</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.24}$Co$</em>{1.19}$Fe$_{1.57}$O$_4$</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.42}$Co$</em>{1.02}$Fe$_{1.57}$O$_4$ a)</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.53}$Co$</em>{0.84}$Fe$_{1.63}$O$_4$</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>Ni$<em>{0.84}$Fe$</em>{2.16}$O$_4$</td>
</tr>
</tbody>
</table>

a) Rounding errors affect this value.

Table 4.3.12. Surface composition of the spinels as determined by aluminium XPS.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Surface composition determined by XPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (Mn)</td>
<td>Co$<em>{1.71}$Fe$</em>{1.29}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.64}$Co$</em>{1.12}$Fe$_{1.24}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.70}$Co$</em>{0.33}$Fe$_{1.97}$O$_4$</td>
</tr>
<tr>
<td>Mn$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Mn$<em>{0.87}$Co$</em>{0.28}$Fe$_{1.84}$O$_4$ a)</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>Mn$<em>{1.16}$Fe$</em>{1.84}$O$_4$</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Fe)</td>
<td>Co$<em>{1.72}$Fe$</em>{1.28}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Co$<em>{1.51}$Fe$</em>{1.49}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Co$<em>{0.88}$Fe$</em>{2.12}$O$_4$</td>
</tr>
<tr>
<td>Fe$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Co$<em>{0.46}$Fe$</em>{2.54}$O$_4$</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>Fe$_3$O$_4$</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Ni)</td>
<td>Co$<em>{0.91}$Fe$</em>{2.09}$O$_4$</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.17}$Co$</em>{1.18}$Fe$_{1.65}$O$_4$</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.22}$Co$</em>{0.73}$Fe$_{2.05}$O$_4$</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>Ni$<em>{0.53}$Co$</em>{0.31}$Fe$_{2.16}$O$_4$</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>Ni$<em>{0.59}$Fe$</em>{2.41}$O$_4$</td>
</tr>
</tbody>
</table>

a) Rounding errors affect this value.

Table 4.3.13. Surface composition of the spinels as determined by magnesium XPS.
Figure 4.3.1. [1020], [951] and [1022] regional XRD spectra of the three CoFe$_2$O$_4$ batches.
Figure 4.3.2. [1020], [951] and [L022] regional XRD spectra of the Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ (0 ≤ x ≤ 1) series.
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Figure 4.3.3. ([1020], [951] and [1022]) regional XRD spectra of the FeCo2Fe2O4 
(0 ≤ x ≤ 1) series.
Figure 4.3.4. ([020], [051] and [022]) regional XRD spectra of the Ni$_x$Co$_{1-x}$Fe$_2$O$_4$ (0 ≤ x ≤ 1) series.
Figure 4.3.5. $a_0$ lattice parameters for the spinels $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$, $\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ and $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$. 
Figure 4.3.6. Co 2p XP spectra for the Mn_xCo_{1-x}Fe_2O_4 series: a) Al K radiation; and b) Mg K radiation.
Figure 4.3.6 (continued). Co 2p XP spectra for the $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ series: a) Al $K$ radiation; and b) Mg $K$ radiation.
4.4 Characterisation of the Manganese Oxides MnO, Mn$_3$O$_4$ and Mn$_2$O$_3$

4.4.1 Introduction

The three manganese oxides, MnO (99.5%), Mn$_3$O$_4$ (99.8%) and Mn$_2$O$_3$ (98%), used in this study, were obtained from Johnson Matthey GmbH., Karlsruhe, Germany.

At all temperatures above its Curie point, 122 K, MnO has the cubic structure of NaCl$^{18}$. Mn$_3$O$_4$ is an example of a mixed valence compound. Unlike magnetite, and all of the spinel oxides prepared for this study, it adopts the normal spinel structure$^{19}$. Mn$_2$O$_3$ has a structure related to that of CaF$_2$. The cubic arrangement is irregular, with each Mn$^{3+}$ having four close oxygen neighbours and two distant$^{20}$.

The oxides were characterised, prior to exposure in the gamma cell, by the range of analytical techniques used throughout this work.

MnO$_2$ was also initially investigated, with XRD and XP spectra being recorded. However, it was found impossible to successfully prepare pellets out of this material and no further work was carried out on this oxide.

4.4.2 Optical Observations

MnO, out of the jar, was green in colour. The Mn$_3$O$_4$ was brown while the Mn$_2$O$_3$ was black. Unlike the MnO$_2$, these oxides formed good pellets that were, also, less susceptible to breakage than cobalt spinel ones.

4.4.3 Energy Dispersive X-Ray Analysis

It was found that the quantitative beryllium window EDX results, with the oxygen concentrations calculated by the software, were closer to the expected values when the oxides were analysed as pressed pellets as opposed to powders held down with bex film. Pellets present a flatter surface to the system, and the software used assumes that the sample is flat. Thus, better results would be expected from the pellets. For all three oxides, higher than expected oxygen concentrations are calculated for the powder samples. The results of these analyses are presented in Tables 4.4.1 and 4.4.2. The pressed pellet spectra gave manganese : oxygen ratios in good agreement with the expected values, based upon their stated stoichiometries.

There were no impurities apparent in the EDX spectra of the three oxides.
4.4.4 X-Ray Diffraction

XRD spectra were recorded of both the oxide powders and pressed pellets. There were no differences between the two sets of spectra. MnO gave a spectrum in agreement with the 7-230 JCPDS manganese oxide / manganosite data. The Mn$_3$O$_4$ spectrum agreed with the 24-734 hausmannite JCPDS data. The Mn$_2$O$_3$ XRD spectrum was in agreement with the JCPDS standard spectra 31-825 and 24-508, for manganese oxide / bixbyite. Thus, the three oxides all gave the expected spectra, showing their bulk compositions to be stoichiometrically correct.

4.4.5 X-Ray Photoelectron Spectroscopy

Table 4.4.3 compares the Mn 2p$_{3/2}$ binding energies obtained from the oxides with literature values$^{21}$. The values from Reference 21 have been corrected to the C 1s = 285.0 eV value used throughout this thesis. All three samples gave peaks of similar shape and structure. There were no prominent satellite structures observed between the 2p$_{3/2}$ and 2p$_{1/2}$ peaks. Table 4.4.4 details the XPS data from the Mn 2p regions. It can be seen that the FWHM of the Mn 2p$_{3/2}$ peaks decreased as oxidation state increased, in agreement with a previous report$^{11}$. The 2p$_{3/2}$ binding energies did not follow the expected upward trend with increasing manganese oxidation state. However, as the FWHM values seemed to change as expected, it is likely to have been a C 1s calibration problem that gave erroneous Mn 2p$_{3/2}$ energies. These spectra were recorded from the powders dispersed on graphite slices. There was, therefore, a large carbon signal arising from the graphite, preventing accurate location of the position of the adventitious carbon signal from the sample itself.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Mn</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnO</td>
<td>0.70</td>
<td>1.30</td>
</tr>
<tr>
<td>Mn₃O₄</td>
<td>0.79</td>
<td>6.21</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>1.92</td>
<td>3.08</td>
</tr>
</tbody>
</table>

Table 4.4.1. Manganese and oxygen ratios, as calculated from beryllium window EDX spectra of the manganese oxide powders.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mn</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnO</td>
<td>1.07</td>
<td>0.93</td>
</tr>
<tr>
<td>Mn₃O₄</td>
<td>2.93</td>
<td>4.07</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>2.04</td>
<td>2.96</td>
</tr>
</tbody>
</table>

Table 4.4.2. Manganese and oxygen ratios, as calculated from beryllium window EDX spectra of the manganese oxide pellets.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Binding energy /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Present work</td>
</tr>
<tr>
<td>MnO</td>
<td>640.9</td>
</tr>
<tr>
<td>Mn₃O₄</td>
<td>640.9</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>640.6</td>
</tr>
</tbody>
</table>

Table 4.4.3. Mn 2p₃/2 binding energies of the manganese oxides.
<table>
<thead>
<tr>
<th>Sample</th>
<th>BE $2p_{3/2}$/eV</th>
<th>FWHM /eV</th>
<th>BE $2p_{1/2}$/eV</th>
<th>$\Delta 2p$ /eV a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnO</td>
<td>640.9</td>
<td>3.8</td>
<td>652.3</td>
<td>11.4</td>
</tr>
<tr>
<td>Mn$_3$O$_4$</td>
<td>640.9</td>
<td>3.6</td>
<td>652.5</td>
<td>11.6</td>
</tr>
<tr>
<td>Mn$_2$O$_3$</td>
<td>640.6</td>
<td>3.1</td>
<td>652.1</td>
<td>11.5</td>
</tr>
</tbody>
</table>

a) The separation in eV between the $2p_{3/2}$ and $2p_{1/2}$ photoelectron peaks.

Table 4.4.4. Mn 2p details from the XP spectra of the manganese oxides.
4.5 Characterisation of the Uranium Oxides $\text{UO}_2$, $\alpha$-$\text{U}_3\text{O}_8$ and $\gamma$-$\text{UO}_3$

4.5.1 Introduction

The uranium oxides used in this study were $\text{UO}_2$, $\alpha$-$\text{U}_3\text{O}_8$ and $\gamma$-$\text{UO}_3$. The $\text{UO}_2$ was 99.97% pure, depleted in $^{235}\text{U}$ and supplied by Koch-Light. The $\alpha$-$\text{U}_3\text{O}_8$ (natural) and $\gamma$-$\text{UO}_3$ (depleted) both derived from earlier work at BNL. They were pressed into pellets in the same way as the spinels (though a separate press and dies were used to prevent the spread of radioactive contamination).

$\text{UO}_2$ has a fluorite structure$^{22}$. Both the uranium and oxygen atoms occupy the ideal crystal sites. The mixed valence $\alpha$-$\text{U}_3\text{O}_8$ is orthorhombic and adopts a layer type structure. Planes of hexagonally packed uranium are stacked one on top of another, with U-O-U chains linking the layers. Other oxygens are coplanar with the uranium atoms. $\gamma$-$\text{UO}_3$ has a pseudo-tetragonal structure$^{23}$.

The oxides were characterised prior to exposure in the gamma cell by the majority of the range of analytical techniques used throughout this study.

4.5.2 Optical Observations

Both $\text{UO}_2$ and $\alpha$-$\text{U}_3\text{O}_8$ are black in colour, while the $\gamma$-$\text{UO}_3$ used in this study was a bright yellow. Pellets could readily be prepared which survived handling.

4.5.3 Energy Dispersive X-Ray Analysis

No EDX analyses were performed on the uranium oxides, in either powder or pellet forms, prior to their exposure in the gamma cell. EDX analysis was performed after the samples were exposed (see Section 4.10).

4.5.4 X-Ray Diffraction

XRD spectra were recorded off the $\alpha$-$\text{U}_3\text{O}_8$ and $\gamma$-$\text{UO}_3$ samples. The spectrum obtained off the $\alpha$-$\text{U}_3\text{O}_8$ powder before exposure was in agreement with the JCPDS reference spectrum 24-1172 for $\alpha$-$\text{U}_3\text{O}_8$.

The spectrum recorded off $\gamma$-$\text{UO}_3$ was complicated by being from the powder mounted on conducting copper adhesive tape (a powder sample previously analysed by XPS was being looked at). The copper signals dominated the spectrum. However, the main non-copper peaks did tally with the 15-201 JCPDS $\gamma$-$\text{UO}_3$ reference spectrum.
4.5.5 X-Ray Photoelectron Spectroscopy

Table 4.5.1 gives the U 4f$_{7/2}$ binding energies for the uranium oxides studied here. It can be seen that the U 4f$_{7/2}$ peak position shifts to higher binding energies as the mean oxidation state of the uranium in the compounds increases. The α-U$_3$O$_8$ spectrum ought to contain contributions from U(IV) and U(VI). Using the DS800 peak synthesis software, the U 4f$_{7/2}$ peak was separated into its two components. The U(IV) : U(VI) ratio was fixed at 1 : 2 and the peaks were set to have the same FWHM value. Values of U 4f$_{7/2}$ (U(IV)) = 380.6 eV and U 4f$_{7/2}$ (U(VI)) = 381.7 eV were obtained. These are the values included in Table 4.5.1. All of the binding energies are a little high compared to the literature, but do form a self consistent set. It would appear that the UO$_2$ was slightly surface oxidised, giving its high U 4f$_{7/2}$ binding energy. Actually, UO$_2$ left in the atmosphere at 25°C will oxidise, though very slowly.24
<table>
<thead>
<tr>
<th>Sample</th>
<th>Experimental</th>
<th>Literature(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO(_2)</td>
<td>381.2 (2.9)</td>
<td>380.3 (-----)</td>
</tr>
<tr>
<td>α-U(_3)O(_8)</td>
<td>380.6 (2.5)</td>
<td>380.2 (2.5)</td>
</tr>
<tr>
<td></td>
<td>381.7 (2.5)</td>
<td>381.5 (2.5)</td>
</tr>
<tr>
<td>γ-UO(_3)</td>
<td>382.8 (2.8)</td>
<td>382.0 (1.9)</td>
</tr>
</tbody>
</table>

\(^a\) Figures given in brackets are FWHM values, in eV units.

Table 4.5.1. U \(4f_{7/2}\) binding energies for the uranium oxides.
4.6 Magnetite, Fe$_3$O$_4$, Preparation

4.6.1 Slicing

After ultrasonic cleaning in propan-2-ol, the magnetite crystals were mounted in cold setting resin (Buehler SW). A diamond cutting wheel was used to slice the crystals parallel to the three principal planes, [100], [110] and [111]. The 1.5 mm thick slices were then polished down to $\frac{1}{4}$ $\mu$m with graded silicon carbide papers and diamond pastes. Oil based lubricants were used for these operations to minimise oxidation of the sample surfaces. After removal of the mounting medium, the prepared slices were given another ultrasonic clean before examination and subsequent exposure in the gamma cell. X-ray diffractometry was used to confirm the orientation of these slices to within 5°. Figure 4.6.1 shows the orientation of the different planes to the overall octahedral geometry of the crystals.

4.6.2 Etching

While some magnetite slices were exposed in the gamma cell in the polished state, a selection of etching solutions were investigated to see if it was possible to improve on the surfaces exposed by slicing, to leave behind purer versions of the desired crystallographic planes.

The dissolution of magnetite films on iron in citrate and ethylenediaminetetraacetate (EDTA) solutions has been studied by Shoesmith, Rummery, Lee and Owen$^{25}$. This work was carried out as part of a study looking at decontamination of water-cooled nuclear reactor coolant circuits. In general, the Fe$^{2+}$ ions are taken into solution by the cations, and the Fe$^{3+}$ is released as the surrounding ions are removed from the crystal lattice. Citrate brought about dissolution of Fe$^{2+}$ at a greater rate than did EDTA. Much of the discussion in this reference related to the relative dissolution rates of the oxide and the metal substrate. H$_2$SO$_4$(aq) did not dissolve Fe$_3$O$_4$. When this work was continued$^{26}$, it was shown that the Fe(II)/Fe(III) electron transfer was facilitated by the presence of a bridging ligand, and that the oxalate anion was more effective in this, increasing the dissolution rate. Also, the lower the pH, the faster the rate of dissolution.

Magnetite is effectively dissolved using oxalic acid$^{27}$. A mechanism for this process$^{27}$ involves the replacement of surface hydroxyl groups by oxalate. Dissolution of the Fe$^{2+}$ and Fe$^{3+}$ ions then takes place. Fe$^{3+}$ is only slowly taken into solution. Therefore, the Fe$^{2+}$ also only slowly accumulates. However, once enough Fe$^{2+}$ is in solution, reductive dissolution can occur, with the Fe$^{2+}$ in solution reducing the complexed bulk Fe$^{3+}$. The iron can then rapidly dissolve, the Fe$^{2+}$ complex being more readily soluble. The induction period, prior to the increase
to a rapid dissolution rate, is shorter than with EDTA.

Allen, Sellers and Tucker\textsuperscript{28} reported that potassium permanganate solutions oxidised the surface Fe\textsuperscript{2+} ions to Fe\textsuperscript{3+}, giving a passive Fe\textsubscript{2}O\textsubscript{3} layer on the surface of the Fe\textsubscript{3}O\textsubscript{4} single crystals under examination and stopping dissolution. There were no apparent surface morphological changes after this treatment. Tris-picolinatovanadium(II) solutions preferentially removed Fe\textsuperscript{3+} ions, via reduction to Fe(II), leaving the surface enhanced in Fe\textsuperscript{2+}. No Fe\textsuperscript{2+} arising from reduction was detected in the surface, suggesting that reduction and dissolution occurred concurrently. The surface became pitted and faceted, with the appearance of regular pits indicative of enhanced dissolution at the sites of screw dislocations. There appeared to be a preference for attack to occur perpendicular to the [111] plane. HCl(aq) dissolved both cations at an equal rate, with no preference for any specific direction. This paper also reported an enhancement in the Fe\textsuperscript{3+} contribution to XPS peaks following metallographic polishing. A continuation of this work\textsuperscript{29} gave etching rates for different magnetite faces in the tris-picolinatovanadium(II) solution of [111] > [100] ≥ [110]. The fastest rate was three times greater than the slowest. Fe\textsuperscript{2+} enhancement of the surface on treatment was shown to occur for all three planes. Conversion electron Mössbauer spectroscopy showed that it was the octahedral sites that were preferentially, if not exclusively, attacked. The [111] face became generally roughened, with approximate [100] faces bounding etch pits (the [100] plane dissolving more slowly than the [111]) and the formation of some small (-1 μm) pyramidal structures. The [110] surface also undergoes general roughening and pyramid formation. However, the [100] face remained smooth with some scalloping and furrows, terminating with pyramids on the walls of cracks, the reverse of the [111] behaviour. The enhanced dissolution rate for the [111] plane was explained by the close packed array of oxygen atoms that it is possible to have in this direction. These were said to be readily protonated.

In the present study, [100] slices were exposed, in an ultrasonic bath, to 0.5 M oxalic acid for periods of up to 240 min. The surfaces became generally rougher but there were no signs of preferential etching occurring in any direction. 12 M HCl(aq) gave more selective dissolution.

30 min etching of [100] slices in 12 M HCl\textsubscript{(aq)} (no ultrasonic bath) created eight sided dimples on the surface (Figure 4.6.2). The [111] edges of the slices etched in a similar manner to the [111] oriented slices (see later in this Section). At the edges of the slices, the dimples could be seen to be oriented parallel to the smoothed and triangular pitted [111] faces (Figure 4.6.3). Shorter etch periods saw the formation of proportionally fewer dimples on the surface of the slices. The use of an ultrasonic bath allowed shorter etch times to be used for the same effect on the
magnetite. In all cases, the solution became yellow in colour as Fe$^{3+}$ ions were released into solution.

Neither 18 M H$_2$SO$_4$(aq) nor 0.1 M Na$_2$H$_2$EDTA(aq) had any significant effect on the [100] magnetite surface.

[110] slices exposed to 0.5 M oxalic acid in an ultrasonic bath initially showed increased surface roughness. Extending the exposure to the acid to 240 min left regions of the slice, between rough areas, covered in angular projections (Figure 4.6.4).

Etching in an ultrasonic bath of [110] slices in 12 M HCl(aq) for 2½ min smoothed the surface, but not to a flat finish. Some slices had spines left proud of the surface (Figure 4.6.5) which were shown, using EDX, to be titanium rich. These arose from non etching of impurities in the magnetite. If no ultrasonic bath was used, and the etch time was increased to compensate, deposits were left behind on the slice face, though preferentially etched regions could be seen through gaps in the covering layer (Figure 4.6.6).

Neither 18 M H$_2$SO$_4$(aq) nor 0.1 M Na$_2$H$_2$EDTA(aq) had any significant effect on the magnetite surface.

[111] slices exposed to 0.5 M oxalic acid in an ultrasonic bath initially showed solely increased roughening of the surface. After longer etch times, some structure to the surface could be seen. Figure 4.6.7 shows the surface of a slice after a total of 240 min etching. The formation of some triangular pits can be observed, but a large proportion of the slice area is still rough.

Etching [111] slices in 12 M HCl(aq) and an ultrasonic bath for 5 min introduced facetting to the surface. Triangular pits and pyramids appeared. The magnetite was more rapidly dissolved at any cracks present in the slices. The triangular pits (see Figure 4.6.8) covered the majority of the slice face. Increasing the etch time to a total of 10 min increased the general roughness across the face of the slice (Figure 4.6.9). Longer etch times degraded the slice surface, creating deep fissures and a much rougher surface. Figure 4.6.10 shows the effect of not using an ultrasonic bath and compensating for this by increasing the etch time. Material removed from the bulk of the slice forms a skin over the surface. Lower acid concentrations increased the time required for the formation of any particular surface morphology. The [111] edges of [100] and [110] slices showed similar changes on etching as the larger [111] faces on the [111] slices.

Both 18 M H$_2$SO$_4$(aq) and 0.1 M Na$_2$H$_2$EDTA(aq) had no significant
effect on the surface during etches up to 390 and 240 minutes respectively. There was no yellowing of the solution.

Though it was not found possible to produce well defined crystallographic faces on the magnetite slices using the etchants investigated, it was decided to expose magnetite slices in the gamma cell that had been etched in an ultrasonic bath for periods of 2½ and 5 min. Accordingly, slices of each of the three orientations were prepared.
Figure 4.6.1. Relationship of the various crystallographic planes prepared for the present study.
Figure 4.6.2. SEI of a [100] magnetite slice: a) before; and b) after 30 min non ultrasonic etch in 12 M HCl(aq).
Figure 4.6.3. SEI of a [100] magnetite slice after 30 min non ultrasonic etch in 12 M HCl\textsubscript{(aq)}, edge region.

Figure 4.6.4. SEI of a [110] magnetite slice after 240 min ultrasonic etch in 0.5 M oxalic acid.
Figure 4.6.5. SEI of a [110] magnetite slice after 2½ min ultrasonic etch in 12 M HCl(aq).

Figure 4.6.6. SEI of a [110] magnetite slice after 30 min non ultrasonic etch in 12 M HCl(aq).
Figure 4.6.7. SEI of a [111] magnetite slice after 240 min ultrasonic etch in 0.5 M oxalic acid.

Figure 4.6.8. SEI of a [111] magnetite slice after 5 min ultrasonic etch in 12 M HCl(aq).
Figure 4.6.9. SEI of a [111] magnetite slice after 10 min ultrasonic etch in 12 M HCl(aq).

Figure 4.6.10. SEI of a [111] magnetite slice after 30 min non ultrasonic etch in 12 M HCl(aq).
4.7 Characterisation of Magnetite, Fe$_3$O$_4$

4.7.1 Introduction

The magnetite single crystals used in this study were natural, and obtained from Richard Taylor Minerals of Cobham, England. They exhibited an octahedral habit and ranged in size from 0.5 - 1.5 cm across. Some showed obvious Fe$_2$O$_3$ regions and others were too brittle to successfully slice. The importance of analysis of samples prior to exposure in the gamma cell was highlighted by the discovery that some of the octahedral crystals were, in fact, martite, and not magnetite, or a mixture of the two. Martite is a form of haematite, Fe$_2$O$_3$, which is a pseudomorph of magnetite. I.e., despite the chemical change (oxidation) the external appearance is retained$^{30}$. Examples were found among the crystals of ones containing both magnetite and Fe$_2$O$_3$ regions. When such crystals were sliced, the lubricant turned red in colour, instead of the usual black/grey found with genuine magnetite crystals, indicative of the presence of Fe$_2$O$_3$. Slicing also tended to take longer with these crystals. The XRD spectrum of a polished [110] slice of one of these Fe$_2$O$_3$ containing crystals showed not only a set of [220], [440] and [660] peaks but also a series of Fe$_2$O$_3$ signals, in particular a [300] peak that was the strongest in the spectrum (Figure 4.7.1). [111] slices also gave XRD spectra with both Fe$_3$O$_4$ and Fe$_2$O$_3$ contributions. The expected [xxx] peaks were present along with many Fe$_2$O$_3$ signals, with the most intense being [006] (Figure 4.7.2, recorded from an unpolished slice). Slices from such crystals tended not to conduct electricity (unlike magnetite ones). A banded structure was sometimes apparent, with magnetite strips in a martite matrix. Silica, SiO$_2$, inclusions were sometimes seen. Using the EDX software to calculate the oxygen content of a (beryllium window) spectrum recorded off one of these inclusions, the silicon : oxygen ratio was correct to within 1 at%. Analysing a region away from any obvious inclusions, an iron : oxygen atomic percentage ratio of 1 : 1.27 was obtained. After eighteen days in the gamma cell at 550°C, an almost pure Fe$_3$O$_4$ XRD spectrum was obtained off one of these slices, showing the effect of the reducing conditions on the sample. An Fe : O atomic ratio of 1 : 1.2 was found using EDX, again showing the reduction of the oxide. Fe 2$p_{3/2}$ XPS peaks shifted to lower binding energies on exposure in the gamma cell, indicating reduction of the surface of the magnetite / martite slices, supporting the bulk results of EDX. C 1$s$ signals increased in the XP spectra. The slices also tended to be cracked upon removal from the gamma cell due to the reduction of Fe$_2$O$_3$ to Fe$_3$O$_4$. Magnetite surfaces showed no ill effects of their exposure.

Fe$_3$O$_4$ adopts the inverse spinel structure, with Fe$^{2+}$ ions located in octahedral sites and Fe$^{3+}$ equally placed in octahedral and tetrahedral positions. The octahedral Fe$^{2+}$ and Fe$^{3+}$ ions undertake a rapid exchange of electrons at room
temperature (and above), with simultaneous oxidation and reduction, of Fe$^{2+}$ and Fe$^{3+}$ respectively\textsuperscript{31}.

### 4.7.2 Energy Dispersive X-Ray Analysis

EDX spectra often showed the presence of titanium and vanadium as impurities in the crystals, with concentrations < 0.1 at\%. In various slices, Al/Si/Ca, Mg/Al/Si, Ba/S and Mg/Al/Si/K particles were identified embedded in the magnetite. In magnetite regions, calculation of the oxygen content using the ZAF routines in the software gave atomic percentages close to those expected for Fe$_3$O$_4$ when sliced samples were analysed. Polished samples often gave results high in iron and low in oxygen. Table 4.7.1 gives Fe : O ratios recorded off various magnetite samples. Samples 5, 6 and 25 were analysed in a polished state while 15, 22 and 57 were looked at just after slicing.

### 4.7.3 X-Ray Diffraction

[100] slices gave peaks at the [400] and [800] positions (see Figure 4.7.3, recorded from an unpolished slice). It should be remembered that as the lattice spacing decreases, the Miller indices increase. Therefore, the [800] reflection derives from planes of atoms in the lattice that are half as far apart as those that give rise to the [400] signal. The [100] and [200] signals are absent from the spectrum as they would require 2\(\theta\) to be less than the starting value for the spectrum given here. Other reflections, e.g. [300] and [600], are missing since there are no planes of atoms at multiples of, in these cases, \(1/3\) and \(1/6\) of the unit cell dimension.

[110] slices give [220], [440] and [660] reflections. Figure 4.7.4 is a typical [110] XRD spectrum from an unpolished slice. For similar reasons to those given above, other [xx0] reflections are absent from the spectrum.

For the [111] slices, [111], [222], [333], [444], [555] and [666] peaks were seen in the spectra. It was noted that the signals generally peaked at the [333] position. With increasing gamma cell exposure, the peak in intensity shifted to the lower signals, [222] and [111]. Figure 4.7.5 illustrates a typical [111] XRD spectrum, this one recorded off an unpolished and unetched slice. The $K\alpha_2$ x-ray contribution becomes more apparent at higher 2\(\theta\) values. Figure 4.7.6 shows how the spectra off the three orientations compare to one another.

### 4.7.4 X-Ray Photoelectron Spectroscopy

The Fe$_3$O$_4$ unit cell contains eight Fe(II) ions and eight Fe(III) ions in the sixteen octahedral sites, and a further eight Fe(III) ions in the tetrahedral sites. At room temperature, there is ready electron exchange between the octahedral cations,
and we might, therefore, only expect to see one XPS signal from these ions. The Fe(III) ions in the tetrahedral sites, however, are not able to electron exchange with the octahedral Fe(II), and, so, might give a second, higher binding energy, signal in any XP spectra. However, distinct Fe(II) peaks have been seen in XP spectra of Fe₃O₄. This is explained in terms of the time scale of the XPS experiment in comparison to the time required for electron exchange. Reference 6 obtained an electron transfer time, tₑₑₑ, such that 10⁻¹⁶ s < tₑₑₑ < 10⁻⁸ s.

Literature values for the Fe 2p3/2 peak in Fe₃O₄ (not deconvoluting the peak into its two, overlapping, components) include, when referenced to C ls = 285.0 eV, 711.4 - 711.0 eV, 710.8 eV and 710.8 eV. When the two contributors have been separated, values for the Fe(II) component of 709.2 eV, 710.2 eV, 708.3 eV, 708.5 eV, 709.5 eV and 709.5 eV have been recorded, and 711.0 eV, 710.4 eV, 711.2 eV and 711.2 eV for the Fe(III) contribution. Literature values of FWHM(Fe(II)) = 2.4 eV, 2.2 - 2.9 eV and 4.5 eV and FWHM(Fe(III)) = 4.5 eV are given.

In the present study, the values obtained off the magnetite slices (prior to any gamma cell exposure) are summarised in Table 4.7.2. In all cases, experimentally determined peak shape envelopes, derived from pure Fe(II) and pure Fe(III) compounds, were used to fit the Fe 2p signals. Samples 5 and 6 were examined after polishing while the remaining samples were analysed in the as-sliced state. Looking at the overall Fe 2p3/2 peak envelope, the values obtained here, centred on 710.4 eV, fall lower than those quoted above, which average 710.9 eV. Good agreement between the values recorded here and the above literature values was obtained for both the Fe(II) and Fe(III) peaks. The area ratio values recorded here show no systematic effect of polishing on the Fe(II) : Fe(III) ratio at the surface of the slices. The FWHM values for Fe(III) were all greater than those for Fe(II).

For an unpolished [111] slice, there were no shifts in binding energies after leaving in a vacuum desiccator for several months, though the C ls intensity increased at the expense of the other sample signals. Neither were there any binding energy changes upon leaving a sample in the spectrometer for four days. Again, though, there was an increase in hydrocarbon contamination on the sample over this time, as would be expected.

XP spectra were recorded for a [110] slice before and after a 5 min etch in 12 M HCl (aq) (using an ultrasonic bath). Figure 4.7.7 illustrates how the etching process has slightly increased the intensity at the high binding energy side of the peak, akin to the results published in Reference 28. The Fe(II) : Fe(III) ratio has increased from 1:1.98 to 1:2.73. Both contributing peaks have broadened.
(FWHM_{Fe(II)} = 3.4 eV; FWHM_{Fe(III)} = 4.3 eV). There is also an increase in the high binding energy component of the O 1s peak, attributed (as in Reference 29) to an increase in hydroxyl groups on the surface of the sample (Figure 4.7.8).
Table 4.7.1. Iron and oxygen ratios, as calculated from beryllium window EDX spectra of magnetite slices.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 [100]</td>
<td>3.31</td>
<td>3.69</td>
</tr>
<tr>
<td>6 [111]</td>
<td>3.34</td>
<td>3.66</td>
</tr>
<tr>
<td>15 [110]</td>
<td>3.07</td>
<td>3.93</td>
</tr>
<tr>
<td>22 [100]</td>
<td>3.00</td>
<td>4.00</td>
</tr>
<tr>
<td>24 [111]</td>
<td>2.98</td>
<td>4.02</td>
</tr>
<tr>
<td>57 [111]</td>
<td>3.17</td>
<td>3.83</td>
</tr>
<tr>
<td>Sample</td>
<td>2p$_{3/2}$</td>
<td>Fe(II) 2p$_{3/2}$</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>------------------</td>
</tr>
<tr>
<td>5 [100]</td>
<td>710.5</td>
<td>709.5</td>
</tr>
<tr>
<td>6 [111]</td>
<td>710.3</td>
<td>709.2</td>
</tr>
<tr>
<td>9 [100]</td>
<td>----</td>
<td>709.0</td>
</tr>
<tr>
<td>10 [111]</td>
<td>----</td>
<td>709.5</td>
</tr>
<tr>
<td>14 [110]</td>
<td>----</td>
<td>709.4</td>
</tr>
<tr>
<td>15 [110]</td>
<td>----</td>
<td>709.0</td>
</tr>
<tr>
<td>22 [100]</td>
<td>----</td>
<td>709.3</td>
</tr>
<tr>
<td>57 [111]</td>
<td>----</td>
<td>709.3</td>
</tr>
</tbody>
</table>

Table 4.7.2. Fe 2p$_{3/2}$ XPS binding energy values obtained off Fe$_3$O$_4$ slices prior to gamma cell exposure.
Figure 4.7.1. XRD spectrum of a martite-containing [110] magnetic slice.
Figure 4.7.2. XRD spectrum of a martite-containing magnetic slice.
Figure 4.7.3. XRD spectrum of a [100] magnetite slice.

Figure 4.7.4. XRD spectrum of a [110] magnetite slice.
Figure 4.7.5. XRD spectrum of a [111] magnetite slice.

Figure 4.7.6. Comparison of [100], [110] and [111] XRD spectra.
Figure 4.7.7. Fe 2p XPS region of a [110] magnetite slice: a) before; and b) after ultrasonic etching for 5 min in 12 M HCl(aq).

Figure 4.7.8. O Is XPS region of a [110] magnetite slice: a) before; and b) after ultrasonic etching for 5 min in 12 M HCl(aq).
4.8 Characterisation of $M_xCo_{1-x}Fe_2O_4$ Spinels after Exposure

4.8.1 Introduction

Table 4.8.1 lists the exposure times for the spinel pellets at both temperatures. After exposure, the pellets were examined with the range of available techniques.

4.8.2 Optical Observations

At 550°C, there was little change to see in most of the spinel pellets. There were some less shiny regions (the smooth surfaces of the pressed pellets before exposure were quite shiny in appearance), but these were seen in both central and edge regions of different pellets. The $FeFe_2O_4$ pellet had a darker edge and a slight interference pattern of rainbow colours in the central region. The greatest change to occur was the disappearance of the $NiFe_2O_4$ pellet. In its place, there was a large amount of black material filling the capsule liner either side (upstream and downstream) of where the pellet had been originally located (Figure 4.8.1). There were no noticeable pieces of the pellet remaining. Samples were extracted from the liner of material either side of where the pellet had been (the silica spacers provided the location).

As at 550°C, the $650°C FeFe_2O_4$ pellet had dark edges and a shimmering centre. The $650°C NiFe_2O_4$ pellet was intact, but had cracked and warped during exposure.

The spinels were, as before exposure in the gamma cell, attracted to a permanent magnet. The deposit formed around the remains of the $NiFe_2O_4$ pellet during exposure at 550°C was also attracted to a magnet.

4.8.3 Energy Dispersive X-Ray Analysis

As was the case for all the samples exposed in the gamma cell and all the experimental techniques, the side facing the gas inlet of the gamma cell capsule was the one analysed. In the secondary electron images recorded off the SEM, it was seen that the outer edge of the pellets, shielded by the silica spacers when installed in the capsule, generally appeared more electron bright. Figure 4.8.2, of the $Mn_{0.75}Co_{0.25}Fe_2O_4$ pellet after 24 days exposure at 650°C, best illustrates this (the bright object towards the bottom right of the micrograph is the clamp holding the sample onto the stub). The surface of this sample also had on it some whiskers and nodules. Figure 4.8.3 shows some of these. EDX spectra recorded on these fibres and nodules (Figure 4.8.4) showed them to contain copper, along with sulphur and chlorine. The aluminium, silicon, manganese, iron and cobalt can be seen to be
present in the spinel, with copper only in the fibres. Similar features were not seen on any other spinel oxide samples, and no explanation for their appearance could be identified. Copper did not feature in any experiments, in either samples or apparatus, in any form that would be expected to produce such features.

EDX spectra were recorded on the windowless Kevex system. Spectra were acquired over 100 s time periods and the number of counts in the C K peak determined. Spectra were recorded from the central, exposed, region and outer edge (shielded by the spacers during gamma cell exposure) of each pellet. Two sets of spectra were recorded, at 10 kV and 20 kV accelerating voltage respectively. The 10 kV spectra are more surface specific than those recorded at 20 kV. An estimate of the electron penetration depth, and, so, the sampling depth of the technique, can be made for these two voltages using the equation given in Section 3.2.3. Assuming a density of 2.2 g.cm\(^{-3}\) for the pressed pellets, electron penetration depths of 0.7 and 3.1 \(\mu\)m are obtained for the 10 and 20 kV experiments respectively.

Table 4.8.2 gives the carbon counts obtained off the spinel pellets. Table 4.8.3 converts these to estimated carbon film thicknesses using the calibration charts in Reference 4. Figures 4.8.5, 4.8.6 and 4.8.7 show the variation in carbon counts in the central regions of the pellets as a function of \(x\), the degree of substitution.

The carbon count rates determined from the 10 kV spectra are almost always greater than those recorded using 20 kV electrons, as would be expected with the greater surface selectivity of the lower energy primary beam. Except for the \(\text{Ni}_{0.25}\text{Co}_{0.75}\text{Fe}_{2}\text{O}_{4}\) sample exposed at 650°C, all edge spectra gave higher carbon signals than their corresponding middle spectra, as expected if there is carbon deposition occurring in the exposed regions of the pellets. The material collected from either side of where the \(\text{NiFe}_{2}\text{O}_{4}\) pellet had originally been prior to exposure at 550°C gave high carbon count rates. The 20 kV results were higher than any obtained from the other spinels. The downstream deposit 10 kV result was only bettered by the \(\text{Ni}_{0.75}\text{Co}_{0.25}\text{Fe}_{2}\text{O}_{4}\) pellet, also exposed at 550°C. The downstream deposit gave carbon count rates around twice those obtained off the upstream (closer to the gas inlet of the capsule) deposit. Interestingly, both deposit samples gave increased carbon count rates with a 20 keV primary electron beam than with 10 keV electrons. This suggests that the material is not simply a carbon coating on an underlying substrate, where the increased surface sensitivity of the lower energy electron beam would bring about an increased proportion of carbon in the spectra, but, rather, a more bulk form of carbon. The original transition metal components of the pellet, nickel and iron, are still to be seen in the spectra, but the carbon signals are the most prominent seen during the present study.
The estimated carbon film thicknesses obtained from the 10 kV spectra are all less than those determined from the 20 kV carbon count rate results. This suggests that the calibration curves used\(^4\), which were determined from spectra recorded on the same SEM / EDX combination as the current results, are not equivalent over the range of carbon count rates found here. However, either set of results is still useful for determining any trends that may be present in the deposition results over the range of spinels investigated.

For the Mn\(_x\)Co\(_{1-x}\)Fe\(_2\)O\(_4\) spinels, there is a drop in carbon count rate with increasing manganese content in the 550°C 10 kV spectra. With the exception of the Mn\(_{0.25}\)Co\(_{0.75}\)Fe\(_2\)O\(_4\) sample, this trend is also apparent in the 20 kV results. However, the 650°C results show an increase in deposition with increasing \(x\).

The results off the Fe\(_x\)Co\(_{1-x}\)Fe\(_2\)O\(_4\) samples are more confusing. The 550°C 20 kV spectra give an overall downward trend in carbon deposition with increasing substitution of cobalt by iron. This, though, is not mirrored in the 10 kV results, where the deposition appears to peak at intermediate substitution values. The 650°C spectra, both 10 kV and 20 kV, show an inverse result, with carbon signal intensity being a minimum when \(x = 0.5\).

The Ni\(_x\)Co\(_{1-x}\)Fe\(_2\)O\(_4\) spinels exposed at 550°C show increasing deposition with increasing nickel content, until the point is reached where catastrophic carbon formation has occurred, destroying the NiFe\(_2\)O\(_4\) pellet. The 650°C samples also show the maximum carbon signal on the NiFe\(_2\)O\(_4\) pellets, though these were fully intact upon removal from the gamma cell. The lower substituted nickel spinels, however, gave a more even range of values, whereas the 550°C samples with the same degrees of substitution showed an unequivocal rise in deposition with increasing \(x\). The 650°C samples all gave lower carbon signals than the 550°C pellets.

4.8.4 X-Ray Diffraction

Table 4.8.4 lists the \(a_0\) lattice parameter values obtained from the spinels before and after exposure, as calculated using the Diffrac500 software. No value is listed for NiFe\(_2\)O\(_4\) after exposure at 550°C since, as mentioned previously, the disc was found to have disintegrated upon removal from the capsule. Large quantities of carbon deposit were found either side of the original location of the NiFe\(_2\)O\(_4\) disc. The spectra all showed similar shifts in the high order (e.g. [1020], [951] and [1022]) peaks to those recorded before loading the samples into the gamma cell. Figures 4.8.8, 4.8.9 and 4.8.10 show these high order peaks for the exposed spinels. The JCPDS \(a_0\) lattice parameter value for CoFe\(_2\)O\(_4\) (spectrum 22-1086) is 8.3919 Å, in good agreement with all six values obtained here. For Fe\(_3\)O\(_4\), JCPDS (19-629) = 8.396 Å, MnFe\(_2\)O\(_4\) JCPDS (10-319) = 8.499 Å and
NiFe$_2$O$_4$ JCPDS (10-325) = 8.339 Å. The largest deviations in $a_0$ lattice parameter from the expected values occur for the Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ samples exposed at 650°C. Here, as $x$ increases, the lattice parameter value increasingly becomes greater than that expected from the application of Vegard’s rule to the two expected end point values.

The 550°C Ni$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels have undergone some reduction, evidenced by the appearance of nickel metal peaks (JCPDS file 4-850), in the spectra after exposure. As $x$ increases, and, so, the concentration of nickel in the sample, the intensity of the nickel metal peaks in relation to the spinel signals increases. The 650°C spectra have undergone a greater degree of reduction, as seen in the increased intensity of the nickel peaks relative to the equivalent 550°C sample. Figure 4.8.11 labels the nickel peaks in the spectrum recorded off the Ni$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$ pellet after exposure at 650°C. All remaining peaks are due to the remaining spinel. The reduction is also apparent in the high lattice parameter values obtained off the exposed pellets (Table 4.8.4). Removal of nickel from the spinel will reduce the nickel content. As nickel is the smallest of the cations expected to be present in the lattice, increasing nickel content (i.e. increasing $x$) will tend to decrease the lattice parameter. With less than the expected content of nickel remaining in the lattice after exposure, the lattice parameter will be higher than anticipated. The unexposed nickel spinel spectra showed no evidence for the presence of any nickel metal. It is likely that reduction of the spinel in the gamma cell conditions present, producing catalytic nickel metal atoms / small particles, followed by deposition of carbon from the gas phase, brought about the destruction of the NiFe$_2$O$_4$ pellet when exposed at 550°C. This will be discussed further in Chapter 5.

4.8.5 X-Ray Photoelectron Spectroscopy

Tables 4.8.5 and 4.8.6 list the binding energies obtained off the exposed spinel pellets. In many cases where the original pellet contained a particular element, it was not possible to detect a signal for that element after exposure owing to the layer of carbon deposit covering the exposed sample face. This layer was often thick enough to prevent detection of the characteristic photoelectrons that would have been seen in the spectrum off an unexposed pellet. For example, the manganese oxides exposed at 550°C gave no metal 2p spectra. Where obliteration of the photoelectron peak had not occurred, reduction in intensity was seen, making determinations of peak position less accurate. All pellet signals were weaker after exposure. The C 1s peak intensities were higher than in those spectra recorded prior to exposure and their was growth, in particular, of the lower binding energy component. Figure 4.8.12 illustrates this for the Fe$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$ oxide. The increase in the lower binding energy component after exposure at 650°C, in this case, is there, but leads just to an
increase in the shoulder on the peak. The spectrum recorded after exposure at 550°C, however, shows a clear, if overlapping, second peak.

Samples of the material found either side of the decomposed NiFe$_2$O$_4$ pellet exposed at 550°C were examined, in the form of powders pressed onto conducting copper adhesive tape. The nickel and iron signals were more apparent in these samples than in the intact exposed pellets, and the intense satellite features seen in the Ni $2p$ region before exposure were, again, present. The lower binding energy C $1s$ signal was dominant.
<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (Mn)</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mn$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mn$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mn$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Fe)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Fe$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Fe$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Fe$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Ni)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Deposit upstream of NiFe$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Deposit downstream of NiFe$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Table 4.8.1. Gamma cell exposure times for the spinels.
<table>
<thead>
<tr>
<th></th>
<th>550°C</th>
<th></th>
<th>650°C</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Middle</td>
<td>Edge</td>
<td>Middle</td>
<td>Edge</td>
</tr>
<tr>
<td>Sample</td>
<td>20 kV</td>
<td>10 kV</td>
<td>20 kV</td>
<td>10 kV</td>
</tr>
<tr>
<td>CoFe₂O₄ (Mn)</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Mn₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>1066</td>
<td>3282</td>
<td>786</td>
<td>2208</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>987</td>
<td>1178</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>738</td>
<td>1153</td>
</tr>
<tr>
<td>Mn₀.₅Co₀.₅Fe₂O₄</td>
<td>1186</td>
<td>2888</td>
<td>703</td>
<td>2041</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1422</td>
<td>1892</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>814</td>
<td>1007</td>
</tr>
<tr>
<td>Mn₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>1103</td>
<td>2857</td>
<td>961</td>
<td>2060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1588</td>
<td>3019</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>798</td>
<td>1260</td>
</tr>
<tr>
<td>MnFe₂O₄</td>
<td>1046</td>
<td>2582</td>
<td>769</td>
<td>1707</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1679</td>
<td>2571</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>927</td>
<td>1230</td>
</tr>
<tr>
<td>CoFe₂O₄ (Fe)</td>
<td>1695</td>
<td>1683</td>
<td>1560</td>
<td>1272</td>
</tr>
<tr>
<td>Fe₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>1364</td>
<td>3467</td>
<td>1322</td>
<td>2858</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2012</td>
<td>2410</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1657</td>
<td>1802</td>
</tr>
<tr>
<td>Fe₀.₅Co₀.₅Fe₂O₄</td>
<td>1588</td>
<td>3701</td>
<td>1267</td>
<td>3295</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1886</td>
<td>2335</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1665</td>
<td>1735</td>
</tr>
<tr>
<td>Fe₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>1264</td>
<td>3884</td>
<td>1000</td>
<td>3027</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2023</td>
<td>2529</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1703</td>
<td>1920</td>
</tr>
<tr>
<td>FeFe₂O₄</td>
<td>1219</td>
<td>3025</td>
<td>1131</td>
<td>2099</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2084</td>
<td>3567</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1693</td>
<td>2951</td>
</tr>
</tbody>
</table>

Table 4.8.2. EDX carbon counts (counts.(100 s)^{-1}) off the exposed spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C Middle</th>
<th>550°C Edge</th>
<th>650°C Middle</th>
<th>650°C Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe₂O₄ (Ni)</td>
<td>1096</td>
<td>3014</td>
<td>1013</td>
<td>2662</td>
</tr>
<tr>
<td>Ni₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>1416</td>
<td>3667</td>
<td>1079</td>
<td>2479</td>
</tr>
<tr>
<td>Ni₀.₅Co₀.₅Fe₂O₄</td>
<td>2453</td>
<td>4594</td>
<td>811</td>
<td>928</td>
</tr>
<tr>
<td>Ni₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>5305</td>
<td>4025</td>
<td>1699</td>
<td>1840</td>
</tr>
<tr>
<td>NiFe₂O₄</td>
<td>11176</td>
<td>7820</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8.2 (continued). EDX carbon counts (counts (100 s)⁻¹) off the exposed spinels.
Table 4.8.3. Carbon film thickness, as determined from EDX carbon counts, on the exposed spinels.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Before</th>
<th>After 550°C</th>
<th>After 650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (Mn)</td>
<td>8.391</td>
<td>8.393</td>
<td>8.395</td>
</tr>
<tr>
<td>Mn$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>8.425</td>
<td>8.413</td>
<td>8.421</td>
</tr>
<tr>
<td>Mn$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>8.466</td>
<td>8.461</td>
<td>8.468</td>
</tr>
<tr>
<td>Mn$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>8.488</td>
<td>8.487</td>
<td>8.490</td>
</tr>
<tr>
<td>MnFe$_2$O$_4$</td>
<td>8.507</td>
<td>8.510</td>
<td>8.523</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Fe)</td>
<td>8.392</td>
<td>8.394</td>
<td>8.392</td>
</tr>
<tr>
<td>Fe$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>8.391</td>
<td>8.392</td>
<td>8.389</td>
</tr>
<tr>
<td>Fe$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>8.392</td>
<td>8.388</td>
<td>8.396</td>
</tr>
<tr>
<td>Fe$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>8.389</td>
<td>8.394</td>
<td>8.400</td>
</tr>
<tr>
<td>FeFe$_2$O$_4$</td>
<td>8.400</td>
<td>8.392</td>
<td>8.401</td>
</tr>
<tr>
<td>CoFe$_2$O$_4$ (Ni)</td>
<td>8.393</td>
<td>8.390</td>
<td>8.397</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td>8.379</td>
<td>8.381</td>
<td>8.385</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td>8.368</td>
<td>8.364</td>
<td>8.380</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td>8.353</td>
<td>8.351</td>
<td>8.362</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>8.345</td>
<td>----</td>
<td>8.348</td>
</tr>
</tbody>
</table>

Table 4.8.4. $a_0$ lattice parameter values for the spinels.
Table 4.8.5. Binding energies in the spinels exposed at 550°C.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$ (N)</td>
<td></td>
<td></td>
<td>710.7</td>
<td>710.9</td>
<td>779.8</td>
<td>780.2</td>
<td></td>
<td></td>
<td>531.9</td>
<td>532.0</td>
</tr>
<tr>
<td>Ni$<em>{0.25}$Co$</em>{0.75}$Fe$_2$O$_4$</td>
<td></td>
<td></td>
<td>710.9</td>
<td>710.5</td>
<td>780.1</td>
<td>780.0</td>
<td>855.1</td>
<td>854.7</td>
<td>532.0</td>
<td>532.0</td>
</tr>
<tr>
<td>Ni$<em>{0.5}$Co$</em>{0.5}$Fe$_2$O$_4$</td>
<td></td>
<td></td>
<td>710.5</td>
<td>710.8</td>
<td>779.9</td>
<td>780.0</td>
<td>854.7</td>
<td>854.6</td>
<td>532.0</td>
<td>532.1</td>
</tr>
<tr>
<td>Ni$<em>{0.75}$Co$</em>{0.25}$Fe$_2$O$_4$</td>
<td></td>
<td></td>
<td>710.6</td>
<td>710.8</td>
<td>781.3</td>
<td></td>
<td>854.7</td>
<td>854.4</td>
<td>532.1</td>
<td>532.1</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposit upstream of NiFe$_2$O$_4$</td>
<td></td>
<td></td>
<td>713.0</td>
<td></td>
<td></td>
<td></td>
<td>856.6</td>
<td></td>
<td>531.3</td>
<td></td>
</tr>
<tr>
<td>Deposit downstream of NiFe$_2$O$_4$</td>
<td></td>
<td></td>
<td>712.3</td>
<td></td>
<td></td>
<td></td>
<td>856.4</td>
<td></td>
<td>531.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8.5 (continued). Binding energies in the spinels exposed at 550°C.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
<th>Al</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe₂O₄ (Mn)</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Mn₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>640.5</td>
<td>640.6</td>
<td>710.6</td>
<td>710.7</td>
<td>780.0</td>
<td>779.7</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>531.8</td>
<td>531.8</td>
</tr>
<tr>
<td>Mn₀.₅Co₀.₅Fe₂O₄</td>
<td>640.8</td>
<td>640.5</td>
<td>710.3</td>
<td>711.0</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>531.9</td>
<td>532.1</td>
</tr>
<tr>
<td>Mn₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.3</td>
<td>532.2</td>
</tr>
<tr>
<td>MnFe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.2</td>
</tr>
<tr>
<td>CoFe₂O₄ (Fe)</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>531.8</td>
<td>531.9</td>
</tr>
<tr>
<td>Fe₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.0</td>
<td>532.3</td>
</tr>
<tr>
<td>Fe₀.₅Co₀.₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.1</td>
<td>532.3</td>
</tr>
<tr>
<td>Fe₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.1</td>
<td>532.3</td>
</tr>
<tr>
<td>FeFe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.3</td>
<td>532.4</td>
</tr>
<tr>
<td>CoFe₂O₄ (Ni)</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>532.1</td>
<td>532.0</td>
</tr>
<tr>
<td>Ni₀.₂₅Co₀.₇₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>780.3</td>
<td>780.2</td>
<td>855.0</td>
<td>---</td>
</tr>
<tr>
<td>Ni₀.₅Co₀.₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>709.8</td>
<td>709.8</td>
<td>780.3</td>
<td>779.8</td>
</tr>
<tr>
<td>Ni₀.₇₅Co₀.₂₅Fe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>710.9</td>
<td>710.9</td>
<td>781.0</td>
<td>---</td>
</tr>
<tr>
<td>NiFe₂O₄</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>710.4</td>
<td>710.7</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Table 4.8.6. Binding energies in the spinels exposed at 650°C.
Figure 4.8.1. SEI of deposit formed after exposure of NiFe$_2$O$_4$ pellet at 550°C for 23 days: a) upstream; and b) downstream.
Figure 4.8.2. SEI of $\text{Mn}_{0.75}\text{Co}_{0.25}\text{Fe}_2\text{O}_4$ pellet after 24 days at 650°C.

Figure 4.8.3. SEI of $\text{Mn}_{0.75}\text{Co}_{0.25}\text{Fe}_2\text{O}_4$ pellet after 24 days at 650°C - whiskers and nodules.
Figure 4.8.4. EDX spectra of $\text{Mn}_{0.75}\text{Co}_{0.25}\text{Fe}_2\text{O}_4$ pellet after 24 days at 650°C:
a) fibre; and b) adjacent to fibre.
Figure 4. Carbon deposition on the spinels Fe₃O₄, Co₃O₄, Fe₂O₄, after 23 days in the gamma cell: a) 550°C, 20 kV; b) 550°C, 10 kV; c) 650°C, 20 kV; and d) 650°C, 10 kV.
Figure 4.8.7. Carbon deposition on the spinels Ni$_x$Co$_{1-x}$-xFe$_2$O$_4$, after 23 days in the gamma cell: (a) 550°C, 20 kV; (b) 550°C, 10 kV; (c) 650°C, 20 kV; and (d) 650°C.
Figure 4.8. [Table 92] and [Table 92] represent XRD spectra of Mn{Co$_{x}$Fe$_{2}$O$_{4}$} pellets after 24 days at 550°C and 650°C.

For series a: (1) MnO.25CoO.75Fe$_{2}$O$_{4}$, and (b) MnO.5CoO.5Fe$_{2}$O$_{4}$.
Figure 4.8.8 (continued): [1120], [951], and [1022] regional XRD spectra of the Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ (0 ≤ x ≤ 1) series after exposure at: a) 550°C, and b) 650°C.
(0 ≤ x ≤ 1) series after exposure at: a) 550°C, and b) 650°C.
Figure 4.8.9 (continued). [1020], [951] and [1022] regional XRD spectra of the Fe \(x\)Co \(1-x\)Fe \(2\)O \(4\) (0 ≤ \(x\) ≤ 1) series after exposure at: a) 550°C, and b) 650°C.
Figure 4.8.10. (1020), (021) and (0122) Rietveld XRD spectra of the...

\[ \text{Ni}_{x} \text{Co}_{1-x} \text{Fe}_{2} \text{O}_{4} \quad (0 \leq x \leq 1) \] series after exposure at (a) 550°C, (b) 650°C.
Figure 4.8.10 (continued), [1020], [1022], [1022] regions XRD spectra of the Ni$_{x}$Co$_{1-x}$Fe$_2$O$_4$ series after exposure at: a) 550°C; and b) 650°C.

- Ni$_{0.75}$Co$_{0.25}$Fe$_2$O$_4$
- Ni$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$
- Ni$_{0.25}$Co$_{0.75}$Fe$_2$O$_4$
- Co$_2$Fe$_2$O$_4$
- Ni$_0$Co$_1$Fe$_2$O$_4$
- Ni$_0$Co$_1$Fe$_2$O$_4$

Intensity (CPS)
Figure 4.8.11. XRD spectrum of Ni$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$ after exposure at 650°C.

Figure 4.8.12. XP spectra of Fe$_{0.5}$Co$_{0.5}$Fe$_2$O$_4$ pellet: a) before exposure; b) after 23 days at 550°C; and c) after 23 days at 650°C.
4.9 Characterisation of Manganese Oxides after Exposure

4.9.1 Introduction

Table 4.9.1 gives the gamma cell exposure times for the manganese oxides. Pellets made out of the three oxides were exposed at both 550 and 650°C.

4.9.2 Optical Observations

All the manganese pellets after exposure were still strong and not readily breakable. All three oxides at both temperatures were green in colour, indicative of them all being MnO, the most reduced of the three manganese oxides examined. The higher oxidation state pellets had been reduced by the exposure conditions. When the pellets were split, they were found to be green in their interiors too. The reduction process had penetrated the 0.5 mm from the surface required to fully reduce the oxides. The edge regions of the Mn$_3$O$_4$ and Mn$_2$O$_3$ pellets, shielded from the direct effects of the gas mixture in the gamma cell, were, nevertheless, also reduced to MnO.

The 550°C MnO pellet had a mottled black surface (overlaying its green bulk) where the gas mixture had been able to contact with the pellet (i.e. the edges shielded by the spacers were still green). Likewise, the Mn$_3$O$_4$ and Mn$_2$O$_3$ pellets had green edges surrounding blackened centres.

The 650°C pellets also had darker centres to their faces and green edges, though not as prominent as with the 550°C samples. Both faces of the pellets, that facing the gas inlet end of the capsule and that facing the outlet, had similar appearances.

There was no evidence for any filamentary or fluffy carbon deposition on any of the samples when examined by scanning electron microscopy. Neither were there any major differences between the appearance of the middle and edges of the pellets.

4.9.3 Energy Dispersive X-Ray Analysis

Tables 4.9.2 and 4.9.3 list the carbon EDX counts and estimated carbon film thicknesses for the pellets after exposure. No data are available for the covered edge of the Mn$_3$O$_4$ pellet exposed at 550°C as, upon removal from the capsule, it was found to have been sideways on to the gas flow. Therefore, there was no covering of the edge by the silica spacers.

Figures 4.9.1 and 4.9.3 compare the spectra recorded at the middle and
edges of the MnO and Mn₂O₃ samples. Figure 4.9.2 shows the 650°C results for Mn₃O₄. These figures particularly highlight any increase in intensity of the C K signal in going from the shielded edge region of the pellets to the exposed central zones. The large peak to the higher keV side of the carbon signals is the O K signal (truncated by the expansion in the y direction imposed to show the carbon peak). The Mn Lα₁ signal can also be seen, giving a shoulder to the high energy side of the oxygen peak.

The MnO pellets show increased carbon in their middles compared to their edge regions. The 650°C sample has a less intense carbon signal (in both the 10 and 20 kV spectra, though, of course, the contribution from the surface carbon is enhanced in the lower energy spectrum, with its shallower average sampling depth), in agreement with the visual observations of the surface being less dark compared to the 550°C pellet. These results also manifest themselves in the C K peak area count rates, given in Table 4.9.2.

The 10 kV results from the Mn₃O₄ pellets show the expected enhanced carbon signal, compared to that obtained from the 20 kV spectra. As stated earlier, mispositioning of the sample in the gamma cell capsule liner prevented any "edge" information being obtained from the 550°C pellet. The spectra recorded from the pellet did, though, contain a clear carbon peak, above the expected background of the spectrum. The intensity was not as great as from any of the MnO pellets, but carbon was definitely present. The pellet exposed at 650°C gave higher carbon count rates at the edge than in the middle. However, it can be seen in Figure 4.9.2 that this must have been the result of noise in the spectra affecting the position of the baseline calculated by the software. The 10 kV spectra show slightly enhanced signals compared to the 20 kV ones, for both the middle and edge regions. There is no apparent difference in carbon peak intensity in the 20 kV spectra (there is no C K signal to be seen), but the 10 kV spectra might just indicate additional carbon to be present in the middle of the pellet. However, the evidence for any carbon deposition on the Mn₃O₄ pellet exposed at 650°C is not strong.

As with the MnO and Mn₃O₄ results, use of a 10 kV electron beam on the Mn₂O₃ samples increases the C K signal above that seen with a 20 kV accelerating potential. There are also enhanced carbon count rates in the central regions of the pellets, compared to their edges, though this is less pronounced than with the MnO pellets. The 650°C sample, as can be seen both from the figures given in Table 4.9.2 and in Figure 4.9.3, showed no additional carbon in the middle. The 550°C pellet did show enhanced carbon in its centre, particularly in the 10 kV spectrum.

As was seen with the spinel oxides (Table 4.8.3), the carbon film
thicknesses calculated from the 10 kV spectra, and given in Table 4.9.3, were all smaller than those obtained from the 20 kV results. The edge results were all similar, readily allowing the increased carbon signals, and, thus, deposition, on the MnO pellet exposed at 650°C and all three oxides exposed at 550°C to show through. It would appear from these results that only MnO brings about carbon deposition from the gas mixture at both temperatures, 550 and 650°C. The other two oxides, Mn₃O₄ and Mn₃O₅, only catalyse deposition at 550°C. At the lower temperature, the deposition rates on the two higher oxides, Mn₃O₄ and Mn₂O₃, were similar while MnO brought about carbon deposition at a rate some 2½ times greater.

The lack of any obvious structural carbon deposits on the pellet faces, but the presence of carbon signals in the EDX spectra, particularly in the 10 kV results, suggests that the carbon has been deposited as a thin film, covering the whole of the exposed pellet surface more or less evenly.

4.9.4 X-Ray Diffraction

All of the pellets, after exposure at both 550 and 650°C, gave only an MnO XRD spectrum, in good agreement with the JCPDS 7-230 manganese oxide / manganosite spectrum. No other peaks were seen. Figure 4.9.4 compares the spectra off an Mn₂O₃ pellet before and after exposure at 550°C.

4.9.5 X-Ray Photoelectron Spectroscopy

Table 4.9.4 lists the Mn 2P₃/₂ binding energy values obtained off the pellets after exposure. The Mn₂O₃ pellet exposed at 550°C gave a weak Mn 2P₃/₂ signal. The Mn₃O₄ pellet exposed at 550°C, likewise, gave an extremely weak response (both of these weak Mn 2P₃/₂ peaks were also broad) while that for MnO was nonexistent. These are signs in agreement with the EDX results, suggesting the presence of deposited carbon layers covering the pellets. The Mn 2P₃/₂ peak positions show a degree of scatter. Complex C Is spectra made it difficult to accurately determine the degree of charging for each sample, and, of course, any carbon deposits present need not necessarily charge to the same extent as the underlying manganese oxide. In this respect, the XRD results provide a more reliable determination of the oxidation state of the manganese in the exposed samples.
<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>MnO</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mn₃O₄</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>24</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 4.9.1. Gamma cell exposure times for the manganese oxides.

<table>
<thead>
<tr>
<th></th>
<th>C K peak area /counts.(100 s)⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>550°C</td>
</tr>
<tr>
<td></td>
<td>Middle</td>
</tr>
<tr>
<td>Sample</td>
<td>20 kV</td>
</tr>
<tr>
<td>MnO</td>
<td>5801</td>
</tr>
<tr>
<td>Mn₃O₄</td>
<td>2358</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>2469</td>
</tr>
</tbody>
</table>

Table 4.9.2. EDX carbon counts (counts.(100 s)⁻¹) off the exposed manganese oxides.
<table>
<thead>
<tr>
<th>Carbon film thickness /nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>550°C</td>
</tr>
<tr>
<td>Middle</td>
</tr>
<tr>
<td>Sample</td>
</tr>
<tr>
<td>MnO</td>
</tr>
<tr>
<td>Mn_3O_4</td>
</tr>
<tr>
<td>Mn_2O_3</td>
</tr>
</tbody>
</table>

Table 4.9.3. Carbon film thickness, as determined from EDX carbon counts, on the exposed manganese oxides.

| 550°C | 650°C |
|--------------------------|
| Sample | BE /eV | FWHM /eV | BE /eV | FWHM /eV |
| MnO | ----- | ----- | 639.9 | 3.2 |
| Mn_3O_4 | 639.2 | 5.0 | 643.3 | 2.9 |
| Mn_2O_3 | 640.5 | 3.9 | 642.6 | 3.3 |

Table 4.9.4. Mn 2p<sub>3/2</sub> binding energy values for the manganese oxides after exposure.
Figure 4.9.1. Comparison of edge and middle EDX spectra for MnO: a) 550°C, 20 kV; b) 550°C, 10 kV; c) 650°C, 20 kV; and d) 650°C, 10 kV.
Figure 4.9.2. Comparison of edge and middle EDX spectra for Mn$_3$O$_4$: (a) 650°C; 10 kV; (b) 650°C; 20 kV.
Figure 4.9.3. Comparison of edge and middle EDX spectra for MnO$_2$: a) 550°C, 20 kV; b) 550°C, 10 kV; c) 650°C, 20 kV; and d) 650°C, 10 kV.
Figure 4.9.4. XRD spectra of an Mn$_2$O$_3$ pellet: a) before; and b) after exposure at 550°C.
4.10 Characterisation of Uranium Oxides after Exposure

4.10.1 Introduction

Pellets of the three oxides were mounted in the silica holder, installed into the gamma cell and exposed at temperatures of 550°C and 650°C for 22 days (Table 4.10.1).

4.10.2 Optical Observations

After exposure in the gamma cell at 550°C, the UO₂ pellet was a shiny grey colour and no longer flat but, instead, curved. The α-U₃O₈ became a matt grey in colour, but remained flat. The γ-UO₃ had changed to shiny grey and was a little curved.

The 650°C UO₂ pellet was grey in the middle, but had brown regions at the edges. The α-U₃O₈ pellet was curved and grey in colour. The γ-UO₃ had also become grey.

All of the pellets were brittle and required careful handling. Cracks were present in all the pellets.

4.10.3 Energy Dispersive X-Ray Analysis

The only signs of possible carbon deposition seen in the SEI micrographs recorded of the uranium oxide pellets after exposure were the dividing lines between the edge and middle regions of the pellets. Figure 4.10.1 is an image taken from the U₃O₈ pellet after exposure at 550°C.

EDX spectra were recorded at 10 and 20 kV accelerating voltages using the windowless detector. In addition to the uranium M and oxygen K lines, large carbon K signals were seen off all the samples. Table 4.10.2 summarises the carbon count rates for the oxides and Table 4.10.3 the estimated carbon film thicknesses. Figure 4.10.2 shows the spectrum obtained off UO₂ after exposure at 550°C. The spectrum was recorded from a 3000x magnification area in the central region of the pellet using a 10 kV beam. The lowest energy peak on the left of Figure 4.10.2 is the carbon signal. As explained in Section 3.2.3, the lower the energy of the primary electron beam, the shallower is the depth into the sample from which the analysed x-rays originate. Since the surface of the pellets is relatively rich in carbon compared to the bulk, in all cases the use of a 10 kV electron beam increased the intensity of the C Is signal. In contrast to the situation with the manganese oxides, there were no major differences in the carbon intensities recorded from the edges and centres of the exposed uranium oxide pellets. This was surprising in view of the clear distinctions...
that could be made between the two regions visually and in secondary electron images. The C K peaks in all spectra were of much greater intensity than from either the spinel oxides or the manganese oxides. The three oxides gave similarly high carbon count rates, but in the descending orders UO₂ > γ-UO₃ > α-U₃O₈, for the 20 kV results, and γ-UO₃ > UO₂ > α-U₃O₈, for the 10 kV ones. The switching in order of the UO₂ and γ-UO₃ with changing primary electron beam energy suggests that carbon may have diffused more into the bulk of the UO₂ samples than into that of the γ-UO₃. γ-UO₃ shows a higher near-surface concentration of carbon, but with less penetration of carbon into the bulk.

4.10.4 X-Ray Diffraction

After exposure in the gamma cell, all the samples (obviously, still in pellet form), from both of the temperatures, gave spectra similar to the 5-550 JCPDS reference spectrum for UO₂, uranium oxide / uraninite. No other peaks were identified in the spectra apart from some calcium carbonate signals derived from the BluTack used to locate the pellets in place on the sample holder. The conditions present in the gamma cell had reduced the α-U₃O₈ and γ-UO₃ samples. This explains the colour change that occurred for the γ-UO₃.

4.10.5 X-Ray Photoelectron Spectroscopy

The U 4f⁷/₂ peak positions for the six samples are given in Table 4.10.4. The low values obtained are all indicative of reduction of the α-U₃O₈ and γ-UO₃ samples, in agreement with the XRD data. In all cases, the intensity of the uranium signals above the spectrum background was reduced in comparison with the spectra recorded before exposure. As with the manganese oxides, this is indicative of a carpeting layer of carbon being present on the surface of the samples.
Table 4.10.1. Gamma cell exposure times for the uranium oxides.

<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>α-U₃O₈</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>γ-UO₃</td>
<td>22</td>
<td>22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>11914</td>
<td>19336</td>
</tr>
<tr>
<td>α-U₃O₈</td>
<td>11295</td>
<td>18386</td>
</tr>
<tr>
<td>γ-UO₃</td>
<td>11487</td>
<td>19496</td>
</tr>
</tbody>
</table>

Table 4.10.2 EDX carbon counts (counts.(100 s)^{-1}) off the exposed uranium oxides.
<table>
<thead>
<tr>
<th>Sample</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>389</td>
<td>113</td>
<td>360</td>
<td>112</td>
<td>399</td>
<td>118</td>
</tr>
<tr>
<td>α-U₃O₈</td>
<td>368</td>
<td>107</td>
<td>372</td>
<td>104</td>
<td>300</td>
<td>87</td>
</tr>
<tr>
<td>γ-UO₃</td>
<td>375</td>
<td>114</td>
<td>373</td>
<td>106</td>
<td>376</td>
<td>125</td>
</tr>
</tbody>
</table>

Table 4.10.3 Carbon film thickness, as determined from EDX carbon counts, on the exposed uranium oxides.

<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>UO₂</td>
<td>378.5</td>
<td>379.2</td>
</tr>
<tr>
<td>α-U₃O₈</td>
<td>379.1</td>
<td>379.1</td>
</tr>
<tr>
<td>γ-UO₃</td>
<td>378.7</td>
<td>378.6</td>
</tr>
</tbody>
</table>

Table 4.10.4. U 4f_{7/2} binding energies for the uranium oxides after exposure.
Figure 4.10.1. SEI of U$_3$O$_8$ after 22 days at 550°C.

Figure 4.10.2. EDX spectrum of UO$_2$ after 22 days at 550°C.
4.11 Characterisation of Magnetite after Exposure

4.11.1 Introduction

Slices of the single crystal magnetite were prepared as described in Section 4.6. These were placed into the silica holder and exposed in the gamma cell. Table 4.11.1 summarises the samples and conditions used.

4.11.2 Optical Observations

The Fe$_3$O$_4$ slices 9.3 ([110], polished and etched for 2½ min in 12 M HCl(aq), exposed at 650°C for 22 days) and 14.3 ([110], polished and etched for 2½ min in 12 M HCl(aq), exposed at 650°C for 22 days) had noticeably darker central regions compared to their edges.

Slice 6.3 ([111], polished, 550°C, 18 + 28 days) showed the exposed and unexposed areas well in secondary electron images. Figure 4.11.1 contains secondary electron images both as acquired and after processing to contain just two grey levels, to enhance the distinction between the two regions.

Figure 4.11.2 shows a region on one [111] slice, that had been etched for 2½ min in 12 M HCl(aq) prior to exposure at 650°C. The smooth patch in the middle of one of the textured regions, towards the centre of the image, was produced by the electron beam during acquisition of an EDX spectrum. Both 10 and 20 kV beams were used, in the spot mode, to acquire 100 s spectra. The texture was present over the whole of the flat areas of the sample before this analysis. It appears that the energy of the beam has caused the material creating the texture to be removed from the surface of the specimen, or to withdraw back from the point of impact of the electron beam. This sample (10.3) didn't produce a prominent carbon peak. Surface texture like this was also found on a [110] slice, similarly prepared and, likewise, exposed at 650°C for 22 days (Figure 4.11.3). No other magnetite samples exhibited such features.

4.11.3 Energy Dispersive X-Ray Analysis

[100] slice 5.3 was examined using the beryllium window EDX analyser after 18 days in the gamma cell at 550°C. Obviously, it was not possible to directly analyse for carbon and oxygen. However, when the oxygen concentration was calculated by difference, a stoichiometric formula was obtained (Fe$_{3.02}$O$_{3.98}$) that was closer to that expected than the one calculated prior to exposure (Fe$_{3.31}$O$_{3.69}$). A similar effect of exposure was seen on the [111] slice, 6.3.

The magnetite slices, when examined using the windowless EDX detector,
usually showed greater carbon signals in the middle compared to the edges, where the silica spacers shielded the surface from the gas mixture. This was particularly apparent when using the more surface specific 10 kV accelerating potential. In contrast, the oxygen count rates were usually greater in spectra recorded at the edges of the samples. This will have been because of the effect of carbon on the central regions acting to absorb oxygen x-rays, reducing the signal intensity.

Because of the difficulty in obtaining flat specimens when using etched magnetite, there was always a choice in the area to analyse for carbon. The results given in Tables 4.11.2 and 4.11.3 relate to analyses taken off areas chosen to be as flat as possible, with respect to the intended orientation of the slice. However, spectra were recorded off different areas of many of the samples. The analyses will have been affected by the orientation of the area selected with respect to the x-ray detector, and on whether or not there was a direct line-of-sight path from the analysis area to the detector. When looking at faces with a ready line-of-sight to the detector the carbon and oxygen signals were enhanced in comparison to spectra recorded off, for instance, inner walls of etch pits or large areas covering a range of surface topography. Figure 4.11.4 compares the spectra recorded from the two locations indicated on the electron micrograph. The low energy signals are much reduced in intensity in the spectrum recorded off the face away from the detector. Because of such topographical influences on the EDX spectra acquired, it is not possible to make any comments on the relative deposition rates of the different samples from the results obtained. The polished samples giving much greater carbon count rates than the etched slices is another indication of the effect of topography on the spectra acquired.

4.11.4  X-Ray Diffraction

After exposure in the gamma cell, magnetite samples yielded spectra with narrower peaks. Figure 4.11.5 illustrates this in the case of a [111] slice, 6.3 (here, looking at the side facing away from the gas inlet). Figure 4.11.6 is the spectrum recorded off the other (facing gas inlet) side of this magnetite slice. The higher order reflections ([444], [555] and [666]) are more intense on the side of the slice that was mounted facing away from the gas inlet. The only difference in the XRD spectrum recorded off the [111] slice 57.7.2 after 23 days exposure in the gamma cell at 550°C, compared to that recorded before exposure, was the absence of Fe₂O₃ peaks, following reduction of haematite to magnetite in the gas conditions used. No peaks other than those due to Fe₃O₄, magnetite, were identified in the XRD spectra.

4.11.5  X-Ray Photoelectron Spectroscopy

All XP spectra recorded after exposure of a sample in the gamma cell showed much reduced Fe 2p₃/₂ peak intensities, presumably due to covering of the
sample surfaces with carbon. C Is signals show an increase. The gas and temperature conditions present in the gamma cell would be expected to cause magnetite to be the iron oxide produced / retained. Table 4.11.4 lists the Fe 2p$_{3/2}$ spectra details obtained off exposed samples, with two peaks being fitted, for the two oxidation states present in magnetite. Where data are given only for the Fe(III) state, the low intensity of the Fe 2p$_{3/2}$ peak prevented fitting of more than one contributor to the experimental data. Where no data are given, there was no Fe 2p$_{3/2}$ peak visible in the spectra. The peaks, due to their reduced intensity, are all broader than before exposure in the gamma cell and more difficult to accurately fit, but their positions appear to be little changed from before exposure. Figure 4.11.7 compares the wide scan spectra recorded off sample 6.3 before and after exposure for 18 days at 550°C.

There were changes in the C Is regional XP spectra on exposure of the samples in the gamma cell. For the polished samples, 5.3 and 6.3, the spectra recorded after exposure contained a C Is peak that was narrower than the "before" adventitious carbon signal, and centred at 284.6 eV. These samples both gave high carbon EDX count rates. For most of the other samples, which did not give so high carbon EDX count rates, exposure brought about the appearance of a higher binding energy carbon component. Figure 4.11.8 illustrates this for slices 5.3, 6.3, 9.4 and 10.3.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Orientation</th>
<th>Treatment (Polishing +)</th>
<th>Temperature °C</th>
<th>Time /days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2.1a)</td>
<td>[110]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>1.2.2a)</td>
<td>[110]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>1.3a)</td>
<td>[110]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>1.4a)</td>
<td>[110]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>5.2</td>
<td>[100]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>5.3</td>
<td>[100]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>5.4</td>
<td>[100]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>5.5</td>
<td>[100]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>6.3</td>
<td>[111]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>6.4</td>
<td>[111]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>6.5</td>
<td>[111]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>6.6</td>
<td>[111]</td>
<td>None</td>
<td>550</td>
<td>18 + 28</td>
</tr>
<tr>
<td>9.1</td>
<td>[100]</td>
<td>2½ min 12 M HCl(aq)</td>
<td>550</td>
<td>22</td>
</tr>
<tr>
<td>9.2</td>
<td>[100]</td>
<td>5 min 12 M HCl(aq)</td>
<td>550</td>
<td>22</td>
</tr>
<tr>
<td>9.3</td>
<td>[100]</td>
<td>2½ min 12 M HCl(aq)</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>9.4</td>
<td>[100]</td>
<td>5 min 12 M HCl(aq)</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>10.1</td>
<td>[111]</td>
<td>2½ min 12 M HCl(aq)</td>
<td>550</td>
<td>22</td>
</tr>
</tbody>
</table>

a) Crystal number 1 contained Fe₂O₃ regions.

Table 4.11.1. Magnetite samples exposed in the gamma cell.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Orientation</th>
<th>Treatment (Polishing +)</th>
<th>Temperature /°C</th>
<th>Time /days</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.2</td>
<td>[111]</td>
<td>5 min 12 M HCl(_{\text{aq}})</td>
<td>550</td>
<td>22</td>
</tr>
<tr>
<td>10.3</td>
<td>[111]</td>
<td>2½ min 12 M HCl(_{\text{aq}})</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>10.4</td>
<td>[111]</td>
<td>5 min 12 M HCl(_{\text{aq}})</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>14.1</td>
<td>[110]</td>
<td>2½ min 12 M HCl(_{\text{aq}})</td>
<td>550</td>
<td>22</td>
</tr>
<tr>
<td>14.2</td>
<td>[110]</td>
<td>5 min 12 M HCl(_{\text{aq}})</td>
<td>550</td>
<td>22</td>
</tr>
<tr>
<td>14.3</td>
<td>[110]</td>
<td>2½ min 12 M HCl(_{\text{aq}})</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>14.4</td>
<td>[110]</td>
<td>5 min 12 M HCl(_{\text{aq}})</td>
<td>650</td>
<td>22</td>
</tr>
<tr>
<td>15.2</td>
<td>[110]</td>
<td>Unpolished</td>
<td>650</td>
<td>24</td>
</tr>
<tr>
<td>15.3</td>
<td>[110]</td>
<td>Unpolished</td>
<td>550</td>
<td>24</td>
</tr>
<tr>
<td>15.4.2</td>
<td>[110]</td>
<td>Unpolished</td>
<td>550</td>
<td>24</td>
</tr>
<tr>
<td>15.5</td>
<td>[110]</td>
<td>Unpolished</td>
<td>650</td>
<td>24</td>
</tr>
<tr>
<td>57.2</td>
<td>[111]</td>
<td>Unpolished</td>
<td>550</td>
<td>23</td>
</tr>
<tr>
<td>57.5</td>
<td>[111]</td>
<td>Unpolished</td>
<td>650</td>
<td>23</td>
</tr>
<tr>
<td>57.7.2</td>
<td>[111]</td>
<td>Unpolished</td>
<td>550</td>
<td>23</td>
</tr>
<tr>
<td>57.8</td>
<td>[111]</td>
<td>Unpolished</td>
<td>650</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 4.11.1 (continued). Magnetite samples exposed in the gamma cell.
<table>
<thead>
<tr>
<th>Sample</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2.2</td>
<td>4102</td>
<td>32255</td>
<td>1745</td>
<td>19671</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>4683</td>
<td>30530</td>
<td>3347</td>
<td>11158</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>4233</td>
<td>33424</td>
<td>261</td>
<td>1125</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td>6058</td>
<td>28380</td>
<td>921</td>
<td>2505</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4</td>
<td>5025</td>
<td>33821</td>
<td>452</td>
<td>306</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5</td>
<td>6273</td>
<td>25643</td>
<td>403</td>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1</td>
<td>3079</td>
<td>5564</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.2</td>
<td>225</td>
<td>262</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1542</td>
<td>2199</td>
<td>2520</td>
<td>5604</td>
</tr>
<tr>
<td>9.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1755</td>
<td>3280</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) Crystal number 1 contained Fe$_2$O$_3$ regions.

Table 4.11.2. EDX carbon counts (counts/(100 s)$^{-1}$) off the exposed magnetite slices.
<table>
<thead>
<tr>
<th>Sample</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1 [111]</td>
<td>3987</td>
<td>5888</td>
<td>1955</td>
<td>4175</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.2 [111]</td>
<td>2214</td>
<td>5238</td>
<td>1550</td>
<td>2613</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.3 [111]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.1 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.2 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.3 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.4 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.2 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.3 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.4.2 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.5 [110]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.2 [111]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.5 [111]</td>
<td>510</td>
<td>4036</td>
<td>4191</td>
<td>8675</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.7.2 [111]</td>
<td>2513</td>
<td>2923</td>
<td>5382</td>
<td>7275</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.8 [111]</td>
<td>2513</td>
<td>2923</td>
<td>5382</td>
<td>7275</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.11.2 (continued). EDX carbon counts (counts.(100 s)$^{-1}$) off the exposed magnetite slices.
<table>
<thead>
<tr>
<th>Sample</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2.1 [110]a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2.2 [110]a)</td>
<td>134</td>
<td>188</td>
<td>57</td>
<td>115</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3 [110]a)</td>
<td>153</td>
<td>178</td>
<td>109</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4 [110]a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2 [100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3 [100]</td>
<td>138</td>
<td>195</td>
<td>9</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.4 [100]</td>
<td>198</td>
<td>166</td>
<td>30</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5 [100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3 [111]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4 [111]</td>
<td>164</td>
<td>197</td>
<td>15</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5 [111]</td>
<td>205</td>
<td>150</td>
<td>13</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6 [111]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1 [100]</td>
<td>101</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.2 [100]</td>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.3 [100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>13</td>
<td>82</td>
<td>33</td>
</tr>
<tr>
<td>9.4 [100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57</td>
<td>19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a) Crystal number 1 contained Fe₂O₃ regions.

Table 4.11.3. Carbon film thickness, as determined from EDX carbon counts, on the exposed magnetite slices.
<table>
<thead>
<tr>
<th>Sample</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
<th>20 kV</th>
<th>10 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.1 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10.2 [111]</td>
<td>130</td>
<td>34</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10.3 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>64</td>
<td>24</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10.4 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>51</td>
<td>15</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.1 [110]</td>
<td>72</td>
<td>31</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.2 [110]</td>
<td>17</td>
<td>24</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.3 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>137</td>
<td>51</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.4 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>58</td>
<td>17.4</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>15.2 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>53</td>
<td>14</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>15.3 [110]</td>
<td>119</td>
<td>38</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>15.4.2 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>15.5 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.2 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.5 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.7.2 [111]</td>
<td>82</td>
<td>17</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.8 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>176</td>
<td>42</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Table 4.11.3 (continued). Carbon film thickness, as determined from EDX carbon counts, on the exposed magnetite slices.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe(II) $2p_{3/2}$</th>
<th>Fe(III) $2p_{3/2}$</th>
<th>Fe(II) $2p_{3/2}$</th>
<th>Fe(III) $2p_{3/2}$</th>
<th>Area ratio Fe(II) : Fe(III)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.3 [100]</td>
<td>709.5</td>
<td>711.3</td>
<td>4.4</td>
<td>4.5</td>
<td>1:1.46</td>
</tr>
<tr>
<td>6.3 [111]</td>
<td>709.7</td>
<td>711.6</td>
<td>3.8</td>
<td>4.4</td>
<td>1:1.30</td>
</tr>
<tr>
<td>9.1 [100]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>9.2 [100]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>9.3 [100]</td>
<td>709.9</td>
<td>711.6</td>
<td>4.1</td>
<td>5.0</td>
<td>2.24</td>
</tr>
<tr>
<td>9.4 [100]</td>
<td>-----</td>
<td>710.1</td>
<td>-----</td>
<td>5.1</td>
<td>-----</td>
</tr>
<tr>
<td>10.1 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10.2 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10.3 [111]</td>
<td>-----</td>
<td>712.0</td>
<td>-----</td>
<td>5.1</td>
<td>-----</td>
</tr>
<tr>
<td>10.4 [111]</td>
<td>-----</td>
<td>711.6</td>
<td>-----</td>
<td>6.2</td>
<td>-----</td>
</tr>
<tr>
<td>14.1 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.2 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>14.3 [110]</td>
<td>-----</td>
<td>711.0</td>
<td>-----</td>
<td>5.0</td>
<td>-----</td>
</tr>
<tr>
<td>14.4 [110]</td>
<td>-----</td>
<td>711.7</td>
<td>-----</td>
<td>5.8</td>
<td>-----</td>
</tr>
<tr>
<td>15.2 [110]</td>
<td>-----</td>
<td>711.5</td>
<td>-----</td>
<td>5.1</td>
<td>-----</td>
</tr>
<tr>
<td>15.3 [110]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.7.2 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>57.8 [111]</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Table 4.11.4. Fe $2p_{3/2}$ XPS binding energy values obtained off Fe$_3$O$_4$ slices after gamma cell exposure.
Figure 4.11.1. SEI of [111] magnetite slice 6.3 after 46 days at 550°C: a) as acquired; and b) processed to two grey levels.
Figure 4.11.2. SEI of [111] magnetite slice (2½ min 12 M HCl\text{(aq)}) 10.3 after 22 days at 650°C.

Figure 4.11.3. SEI of [110] magnetite slice (2½ min 12 M HCl\text{(aq)}) 14.3 after 22 days at 650°C.
Figure 4.11.4. EDX spectra and SEI of [111] magnetite slice (2½ min 12 M HCl\textsubscript{(aq)}) 10.1 after 22 days at 550°C: a) SEI; b) EDX spectrum from point 1; and c) EDX spectrum from point 2.
Figure 4.11.5. XRD spectra of [111] magnetite slice 6.3: a) before; and b) after 18 days at 650°C.
Figure 4.11.6. XRD spectrum of [111] magnetite slice 6.3 after 18 days at 650°C, side facing gas inlet.
Figure 4.11.7. XP spectra of [111] magnetite slice 6.3: a) before; and b) after 18 days at 650°C.
Figure 4.11.8. C Is XP spectra before and after gamma cell exposure: a) sample 5.3; b) sample 6.3; c) sample 9.4; and d) sample 10.3.
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5 DISCUSSION

5.1 Spinels

The carefully prepared spinels proved to be the stable oxides produced in the CO$_2$ or CO$_2$/2% CO gas passing through the preparation furnaces. They were also, in the main, stable in the gamma cell reaction gas mixture. The Ni$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels, however, showed some reduction of Ni$^{2+}$ to nickel metal. XRD spectra from the nickel spinels after exposure, at both 550 and 650°C, showed the presence of both spinel oxide and nickel metal phases. Table 5.1.1 gives the height ratios of the most intense nickel XRD peak ([111]) to the spinel [311] signal (also, the most intense peak from its phase). It can be seen that, in all cases, a greater quantity of nickel was produced at the higher, 650°C, temperature and that the greater the initial concentration of nickel in the spinel, the greater the nickel:spinel ratio in the XRD spectra after exposure in the gamma cell.

Increased formation of carbon would be expected on metallic nickel rich regions of the samples. The x-ray photoelectron spectroscopy results provide evidence for this. Owing to the surface coverage of carbon on the pellets, nickel XPS peaks were weak, or non existent, after exposure. However, as can be seen from Tables 4.3.5, 4.8.5 and 4.8.6, there has been little apparent reduction in the Ni 2$p^3/2$ binding energies of the Ni$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels. There is no evidence in the XP spectra for the presence of metallic nickel on the sample surfaces. Since the XRD results show metallic nickel to be present in the pellets, the lack of nickel metal peaks in the XPS spectra must be explained by it being covered by carbon to a depth greater than the analysis depth of the technique.

The EDX results show that the formation of nickel metal coincides with an increase in carbon deposition. The increased carbon deposition arising from the presence of metallic nickel is less noticeable in the 650°C results. Nickel is known to catalyse the formation of carbon deposits from gas mixtures such as that used here (see Chapter 2), particularly when present in a finely divided form, like that produced from the spinel pellets. A catastrophic change to the NiFe$_2$O$_4$ pellet occurred on exposure at 550°C, where the nickel produced on reduction catalysed carbon formation to the point where the pellet disintegrated. Even with this sample, there was no evidence in the secondary electron micrographs of the presence of filamentary carbon formation. At 650°C, however, the pellet remained intact. The results show that deposition on the nickel spinels was greater at 550°C than at 650°C, despite the fact that the 650°C samples produced a greater quantity of metallic nickel during their gamma cell exposure. The increase in deposition on Ni$_x$Co$_{1-x}$Fe$_2$O$_4$ with increasing $x$ may have been due to the changing spinel composition, the increasing formation of
metallic nickel on the surface of the pellets or a combination of both factors. The increasing metallic nickel effect would, certainly, operate, but that does not mean that the spinel composition may not, also, play a rôle. However, consideration of the energies required for electron transfer to occur between the octahedral metal ions (see below) indicates that NiFe\textsubscript{2}O\textsubscript{4} ought to deposit less readily than CoFe\textsubscript{2}O\textsubscript{4}. Therefore, carbon deposition should decrease with increasing nickel substitution, in place of cobalt. The fact that the opposite was observed showed that the enhanced deposition was due to the metallic nickel, produced via reduction of a portion of the spinel phase, more than countering the effect of decreasing cobalt content. Also, Ni\textsuperscript{2+} had previously been ruled out as a catalytic species for carbon deposition on spinels\textsuperscript{1}. Temperature had a large effect, though, bringing about greater deposition on the 550°C samples, despite their lower metallic nickel production. The deposition trend results obtained are similar to those obtained from a series of Ni\textsubscript{x}Fe\textsubscript{1-x}Fe\textsubscript{2}O\textsubscript{4} spinel oxides exposed in the gamma cell\textsuperscript{1}. Here, too, metallic nickel was produced upon exposure and deposition at 550°C was greater than at 650°C. The reduced deposition at the higher temperature was also in agreement with the results of an investigation into the radiolytically induced reactions in AGR gas mixtures, which showed a dramatic fall off in deposition rate at temperatures above 630°C, when thermal oxidation of previously deposited material became significant\textsuperscript{2}.

Earlier work on the deposition of carbon on transition metal oxide surfaces has put forward arguments in favour of the octahedrally coordinated Fe\textsuperscript{2+} / Fe\textsuperscript{3+} couple, in materials such as magnetite, being a catalytic site\textsuperscript{1, 3, 4}. The mobile electron in this couple (present at temperatures above the Verwey transition temperature of 120 K\textsuperscript{5}) was said to be able to readily bond with ethyl radicals in the gas mixture. A mechanism was proposed where the lone electron of an ethyl, or similar, radical bonds with the Fe\textsuperscript{2+} / Fe\textsuperscript{3+} site delocalised electron, in either a σ (Figure 5.1.1) or π (Figure 5.1.2) fashion. The extraction of hydrogen from the resulting surface complex by a positive ion present in the gas, such as CO\textsubscript{2}CO\textsubscript{2}\textsuperscript{2+}, allows propagation to occur. The catalytic site would be expected to remain bound into the oxide surface, and this mechanism was said to be particularly relevant to the formation of dense layers of carbon deposit. Such deposits, with the notable exception of the 550°C NiFe\textsubscript{2}O\textsubscript{4} sample, were the only kind identified in the present study. It was possible to see, by eye, darker regions in the centres of pellets. No filamentary growths were identified when the samples were studied by scanning electron microscopy, suggesting that the catalytic species remained embedded in the surface of the oxides. The non radiation dependent Boudouard reaction is suppressed in the low CO gas mixtures used here by the high CO\textsubscript{2} content of the gas phase and will not play a significant part in the formation of the observed carbon deposits. CO : CO\textsubscript{2} ratios greater than 3 : 1 are required for the Boudouard reaction to occur at temperatures
In previous work, the extent of blanket deposition decreased as the number of Fe$^{2+}$/Fe$^{3+}$ sites decreased in the spinel oxides examined$^1,7$. Filamentary deposition was only observed on Fe$_3$O$_4$ pressed powder pellets exposed at 650°C. All other reacting samples produced thin carbon deposits. The present work produced, as mentioned earlier, purely dense blanket carbon deposition and no fluffy or filamentous growth, with the exception of the, already discussed, 550°C NiFe$_2$O$_4$ sample. None of the spinel series gave any change in the type of deposition produced at some particular value of x.

For the Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels studied here, there was no clear trend in deposition with changing value of x. In the inverse spinel structure adopted by the Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels, both the Co$^{2+}$ and Fe$^{2+}$ ions occupy the octahedral lattice sites. Substitution of Co$^{2+}$ by Fe$^{2+}$ maintains the total ion content of the octahedral lattice, but increases the number of Fe$^{2+}$/Fe$^{3+}$ couples. The Fe$^{3+}$ content remains constant. No filamentary growth was observed on FeFe$_2$O$_4$, after exposure at either 550 or 650°C. Magnetite pressed pellet samples have previously produced filamentary deposition at 650°C$^1$. The manganese spinels showed decreasing carbon deposition as x increased at 550°C, but the opposite at 650°C, carbon intensity increasing with increasing x.

The XRD spectra of the MnFe$_2$O$_4$ pellets exposed at both 550 and 650°C showed only signals originating from the spinel phase. MnFe$_2$O$_4$ was stable in the CO$_2$/CO/CH$_4$/C$_2$H$_6$ reaction gas mixture. A previous study noted that MnFe$_2$O$_4$ decomposed in the gamma cell, forming MnO and an iron enriched spinel$^1$. The spinel was, then, also found to be unstable in a CO$_2$/2% CO preparation gas mixture, necessitating the use of pure CO$_2$, as used for the present work. This sample showed an initially high deposition rate, attributed to the presence of the MnO. This effect was not observed in the present study. The MnFe$_2$O$_4$ was still present as a single phase after exposure at both of the temperatures. MnO was, however, shown separately to act on its own as a catalyst for the formation of dense carbon deposits (see Section 5.2).

One approach to an estimation of the expected relative carbon deposition rates off the exposed spinels is to look at the energies involved in the electron transfer reactions. Ionisation potentials for the ions concerned give us this information. Table 5.1.2 lists the ionisation potentials required while Table 5.1.3 lists the energies determined for the various spinels. The values listed are the ionisation potentials and energies for the ions in the gaseous state. The energy required for electron transfer will be less in a solid, compared to the gaseous state, as a result of reduced ionicity.
and electron correlation. The energy determined for the Fe$^{2+}$ + Fe$^{3+}$ ⇌ Fe$^{3+}$ + Fe$^{2+}$ case, 0 eV, clearly shows that something has been ignored. The electron hopping only occurs above 120 K, and, so, some energy is, obviously, required. Taking the simple approach of using ionisation potentials ignores the effect of creating, say, an Fe$^{3+}$ ion in a site previously occupied by an Fe$^{2+}$, with Fe$^{2+}$ type interatomic separations, between the metal ion and its neighbours. Energy will be required to create the ions in sites with different Madelung constants. An activation energy barrier to the electron transfer will also exist, but the free energy values determined from the ionisation potentials should provide an indication of the relative ease of electron transfer between the various transition metal ions present in the spinel oxides studied here. Figure 5.1.3 (taken from Reference 8) illustrates the situation where electron exchange between two different valency ions of the same element (e.g. Fe$^{2+}$ and Fe$^{3+}$) causes ions to be created in the incorrect environments. If the resonance interaction, $H_{\text{res}}$, between the two states, $X$, before exchange, and $Y$, after electron exchange, is greater than $E_{\text{Ad}}$, the trapping energy, then the mixed valence compound will exhibit class III$^5$ behaviour. On the other hand, if $H_{\text{res}} < E_{\text{Ad}}$ then valence trapping will exist (there will be no delocalised electron) and a class II mixed valence compound will result.

To a first approximation, we would expect deposition to be present in the order:

FeFe$_2$O$_4$ > CoFe$_2$O$_4$ > MnFe$_2$O$_4$ > NiFe$_2$O$_4$

Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ > Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ > Ni$_x$Co$_{1-x}$Fe$_2$O$_4$

Looking at the results obtained using EDX (Table 4.8.2 and Figures 4.8.5, 4.8.6 and 4.8.7), we can see that the spinels do indeed give carbon count rates in this expected order. The 20 kV, 650°C results for the spinels, over all values of $x$, give the expected order. The 10 kV results do likewise, with the exception of Mn$_{0.75}$Co$_{0.25}$Fe$_2$O$_4$, which gives a high value. The Mn$_{0.75}$Co$_{0.25}$Fe$_2$O$_4$ result, like the other Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ carbon deposition values after exposure at 650°C, which are discussed below, may show that the Mn$^{2+}$/Fe$^{3+}$ couple, given sufficient energy (in the form of the higher, 650°C, temperature), is efficient at the formation of laminar carbon deposits, more so, even, than the Fe$^{2+}$/Fe$^{3+}$ one. Mn$_{0.75}$Co$_{0.25}$Fe$_2$O$_4$ takes the deposition versus degree of substitution plot for the manganese spinels above that of the Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ oxides. The Fe$_x$Co$_{1-x}$Fe$_2$O$_4$ and Mn$_x$Co$_{1-x}$Fe$_2$O$_4$ spinels exposed at 550°C show the expected results, with the manganese spinels producing less carbon deposition. The nickel spinels gave higher than expected carbon count rates, due, as discussed above, to the reduction of Ni$^{2+}$ to metallic nickel, and, so, do not fit this trend. It
can, therefore, be seen that the spinels, with the exception of the nickel spinels exposed at 550°C, do indeed produce carbon in the expected relative quantities, based on the relative ease of electron transfer between their octahedrally coordinated mixed valence state metal ions.

The trends across the particular spinel series, as x varies, are not, however, in such good agreement with the expected results. We might expect to see that, for Fe_{x}Co_{1-x}Fe_{2}O_{4}, as x increases, deposition increases, while, for Mn_{x}Co_{1-x}Fe_{2}O_{4} and Ni_{x}Co_{1-x}Fe_{2}O_{4}, deposition decreases as x increases. In the case of the nickel spinels, the expected drop in deposition as x increases has been exceeded by the increase in carbon formation due to the production of metallic nickel in the sample. The increase in deposition with increasing x follows the increase in metallic nickel content of the spinels after exposure.

The Mn_{x}Co_{1-x}Fe_{2}O_{4} spinels show the expected drop in carbon deposition with increasing manganese content (and consequential drop in cobalt content) when exposed at the lower temperature of 550°C. As the Co^{2+} / Fe^{3+} octahedrally coordinated couples are replaced by Mn^{2+} / Fe^{3+} ones, which require more energy for their electron transfer to occur, there is a reduction in carbon deposition on the spinels as the total number of sites available on the surface of the pellets, for reaction with gas phase radical species, reduces. At the higher temperature of 650°C, there is more thermal energy available in the system, and the Mn^{2+} / Fe^{3+} couple electron exchange can more readily occur. The octahedral Co^{2+} / Fe^{3+} couple is still present in the Mn_{x}Co_{1-x}Fe_{2}O_{4} samples (unless x = 1) and is available for interaction with gas phase radical species alongside the Mn^{2+} / Fe^{3+} one. The observed increase in carbon deposition with increasing substitution of cobalt by manganese implies that the Mn^{2+} / Fe^{3+} couple is inherently more favourable for the deposition of carbon than the Co^{2+} / Fe^{3+} one, given sufficient energy in the system. The drop in carbon deposition for the MnFe_{2}O_{4} pellet exposed at 650°C (10 kV results), compared to that for Mn_{0.75}Co_{0.25}Fe_{2}O_{4}, will be due to the change away from a pure inverse structure. The Mn^{2+} content of the octahedral lattice in MnFe_{2}O_{4} is low (the ground state formula is Mn_{0.8^{2+}}Fe_{0.2^{3+}}(Mn_{0.2^{2+}}Fe_{1.8^{3+}})O_{4}, with the octahedral ions in brackets) compared to the previous member of the manganese spinel series, Mn_{0.75}Co_{0.25}Fe_{2}O_{4}, which adopts the inverse structure with all manganese ions in the octahedral lattice. Therefore, there is a much reduced possibility of rapid electron exchange occurring between octahedrally coordinated metal ions, in different oxidation states. The majority of the octahedral sites in the spinel lattice are occupied by Fe^{3+} ions. The reducing conditions present in the gamma cell during exposure, together with the presence of manganese in the spinel, may cause some enhancement in Fe^{2+} occupancy of octahedral sites, and, thus, allow Fe^{2+} / Fe^{3+} couples to operate, but this did not prove to have a major effect on the carbon deposition.
The surface compositions of the spinels, prior to exposure, were not necessarily equal to their bulk stoichiometries. For instance, as discussed in Section 4.3.5, the manganese and iron spinels appeared, in the x-ray photoelectron spectra, to be surface enriched in cobalt and depleted in iron. The overlayers of carbon present on the pellets after exposure, however, prevent accurate determination of the relative concentrations of the metal ion species on the surfaces of the exposed spinels. As an example, no identifiable metal 2p peaks were seen in the spectra recorded from the $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ pellets after exposure at 550°C. The conditions present within the gamma cell during exposure will affect the surface presented by the spinel pellets to the gas phase. The two temperatures used for the experiments, 550 and 650°C, may be expected to bring about different surface elemental and chemical state compositions. As an example, FeO is stable at temperatures greater than 570°C, but disproportionates, to give metallic iron and $\text{Fe}_3\text{O}_4$, at lower temperatures\(^4\), 10. No FeO will be present on the pellet surfaces at the 550°C but may be there during exposure at the higher temperature. The XPS peak position results detailed in Tables 4.8.5 and 4.8.6, recorded off the spinels after exposure, when compared to those given in Table 4.3.5, recorded prior to placement in the gamma cell, show that, indeed, reduction of the surfaces of the spinels, or, rather, those spinels for which XP peak position data were obtainable, has occurred. The $\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels, prepared in gas mixtures contained carbon monoxide and similar in reducing potential to those used for the deposition runs, have suffered reduction, as have the $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ and $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels, prepared in pure CO\(_2\). The possibility exists that, for instance, FeO is formed in areas on the surfaces of pellets, after reduction of Fe\(^{3+}\) to Fe\(^{2+}\) (at least, at temperatures above 570°C). An experimental difficulty that arises is the inability to monitor the actual surface elemental and chemical state compositions in situ in the gamma cell. X-ray photoelectron spectra may be recorded under ultra high vacuum conditions at elevated temperatures but not at high pressures of the gas mixtures used in the gamma cell. Any reduction of the spinel surfaces that occurred during exposure in the gamma cell did not, however, extend to the bulk of the pellets, as evidenced by the typical spinel XRD spectra obtained off the exposed samples. The only non spinel peaks seen in the sample XRD spectra were of metallic nickel in the $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ results.

### 5.2 Manganese Oxides

The manganese oxides were examined in this study in an attempt to throw further light on the Fe\(^{2+}\) / Fe\(^{3+}\) couple effect, shown previously to enhance carbon deposition from the gas phase\(^1\). Mn\(_3\)O\(_4\), unlike magnetite, Fe\(_3\)O\(_4\), adopts the normal spinel structure. This means that the 2+ and 3+ manganese ions occupy separate
lattices. In magnetite, there are both Fe$^{2+}$ and Fe$^{3+}$ ions present in the octahedral sites, and rapid electron exchange is possible between them at the temperatures involved in this study. This is not the case with Mn$_3$O$_4$. The Mn$^{3+}$ ions are to be found in octahedral sites, but the Mn$^{2+}$ ions are only present in tetrahedral locations. The lack of electron exchange makes Mn$_3$O$_4$ a much less intense colour compared to Fe$_3$O$_4$, with, above 120 K, its delocalised electron (light brown compared to black). If the electron exchange that is possible in Fe$_3$O$_4$ is a cause of carbon deposition, then its absence in Mn$_3$O$_4$ would be expected to diminish the extent of deposition on the latter. MnO (Mn$^{2+}$) and Mn$_2$O$_3$ (Mn$^{3+}$) were chosen to provide the opportunity to compare the mixed valence oxide, Mn$_3$O$_4$, with two single oxidation state manganese oxides, each with one of the manganese oxidation states present in the mixed valence compound.

X-ray diffraction analysis of the samples after exposure in the gamma cell showed that the Mn$_3$O$_3$ and Mn$_3$O$_4$ oxides had, during their time in the gamma cell, converted to MnO. They had been reduced by their treatment. This complicates comparisons made between the rates of carbon deposition on the different manganese oxides and of the effect of the presence or absence of the non interacting Mn$^{2+}$ / Mn$^{3+}$ mixed valency.

None of the samples gave any filamentary deposition. Carbon was seen to be deposited on the surfaces, evidenced by the increased carbon signals in the EDX and XP spectra. Dark regions were also optically visible on the pellets (which had all become green in colour, throughout their bulk, due to their being MnO). It would, therefore, appear that the carbon deposited in the form of a dense layer, evenly covering the pellet surfaces. The EDX results suggest that MnO is the most effective catalyst of the three manganese oxides examined, and the only one to operate at both temperatures. The other two oxides only catalysed carbon deposition at the lower temperature. Since the MnO pellets gave more carbon deposition than did the Mn$_3$O$_4$ and Mn$_2$O$_3$ ones (which gave roughly similar results), and, yet, the latter two oxides had, by the end of the exposure, reduced to MnO, it is clear that MnO is a more effective catalyst than either of the other two materials. The time taken for the conversion to MnO was such that the converted pellets had insufficient time remaining to accumulate as much deposition as the original MnO samples. In all cases, the MnO carbon deposition was greater than on the other oxides. The Mn$_3$O$_4$ did not give large amounts of deposition. The non interacting Mn$^{2+}$ / Mn$^{3+}$ mixed valency present did not enhance the deposition rate compared to the single valency oxide cases.

MnO has been produced upon exposure of MnFe$_2$O$_4$ in the BNL gamma cell under similar (reducing) conditions to those used for this work. In that study, the MnO produced was said to be the cause of the increased carbon deposition seen on
the manganese ferrite end members of the spinel series Mn\textsubscript{x}Fe\textsubscript{1-x}Fe\textsubscript{2}O\textsubscript{4} and MnFe\textsubscript{x}Cr\textsubscript{2-x}O\textsubscript{4}. In that case, MnO was believed to be acting as a promoter, a rôle it is known to play in iron containing systems\textsuperscript{11, 12}.

The efficiency of MnO as a carbon coupling catalyst in its own right has been demonstrated to be affected by the gas mixtures used\textsuperscript{13}. With a pure CH\textsubscript{4} gas phase, MnO gave no conversion of CH\textsubscript{4} to higher hydrocarbons, while Mn\textsubscript{3}O\textsubscript{4} gave significant conversion. However, with a 50% CH\textsubscript{4} / 2.5% O\textsubscript{2} / 47.5% N\textsubscript{2} gas mixture, both oxides showed activity, with MnO giving a conversion rate approximately a third that of Mn\textsubscript{3}O\textsubscript{4}. (The use of single pulses of gas prevented significant reduction of the Mn\textsubscript{3}O\textsubscript{4} to MnO from occurring during the time of the experiment.) For the present work, it is significant that the study described in Reference 12 found that MnO in the CH\textsubscript{4} / O\textsubscript{2} / N\textsubscript{2} gas showed a higher selectivity (almost twice so) for the formation of C\textsubscript{2} derivatives than did Mn\textsubscript{3}O\textsubscript{4}. This indicates that MnO, if less effective in reacting with CH\textsubscript{4} overall, is more efficient in the coupling of carbon species and, thus, more susceptible to the formation of carbon deposits, as opposed to gas phase products. Carbon deposits are the important product for the present work. This study has shown that for gas mixtures akin to those found in AGRs, MnO is the most effective catalyst for the formation of carbon deposits. FeO has, as was discussed in Section 2.3, been shown to be an effective catalyst for the formation of filamentous carbon from hydrocarbons\textsuperscript{14, 15}. It is more effective than pure iron metal. However, the increased catalytic activity is said to arise not from any intrinsic catalytic capability of the oxide but, instead, from the formation of a high surface area, porous iron structure when the oxide is reduced in the gas conditions present. It should be remembered, though, that FeO is a non stoichiometric compound. It is cation deficient and is usually represented as Fe\textsubscript{1-x}O. x typically takes on values between 0.04 and 0.12\textsuperscript{16}. In order to maintain overall charge neutrality, Fe\textsuperscript{3+} ions are present, in addition to Fe\textsuperscript{2+}. More than 25% of the iron in FeO, wüstite, may be in the 3+ oxidation state. FeO is, therefore, a mixed valence compound, and one in which the two types of metal ions are located in the same sites. Rapid electron exchange is possible between the Fe\textsuperscript{2+} and Fe\textsuperscript{3+} ions. The small size of the Fe\textsuperscript{3+} ion allows it to occupy not only rock salt lattice sites but, also, interstitial locations, but the lattice ions are still able to house delocalised electrons. The electron exchange will be expected to play a rôle in promoting carbon deposition out of the gas phase in systems such as that studied here.

Nickel has been shown to only produce deposits when present in the metallic state, and not as an Ni\textsuperscript{2+} oxide\textsuperscript{1, 3}. Nickel spinels were shown in this study to readily reduce to produce metallic nickel and produce carbon deposits. The type of metallic phase produced on reduction of, say, nickel spinels or FeO will be highly dispersed and well suited to the formation of deposits.
MnO, like FeO, is a non stoichiometric compound. Represented as \( \text{Mn}_{1-x}\text{O} \), \( x \) typically ranges between 0.001 and 0.15. Therefore, MnO is a mixed valence compound, with both Mn\(^{2+}\) and Mn\(^{3+}\) ions located on the same, rock salt type, lattice. As with Fe\(_{1-x}\text{O}\), there will also be a proportion of the manganese ions located in interstitial sites. Unlike Mn\(_3\text{O}_4\), the mixed valency is present on the same lattice, and rapid electron exchange will be possible between the two types of manganese ions. The ions are located in very similar environments, with regards to their neighbouring ions, so the energy required for the electron exchange will be low, as it is in magnetite, Fe\(_3\text{O}_4\). This type of mixed valency is believed to account for the observation that, of the three manganese oxides studied, MnO gave the greatest extent of carbon deposition upon exposure in the gamma cell.

In order to study better the differences in carbon deposition behaviour on the three manganese oxides it will be necessary to expose them for much shorter times in the gamma cell. Over very short exposure times, the different oxidation states will be able to impose themselves more uniquely on the deposition rate. In order for the heating up and cooling down sections of the gamma cell exposure profile not to then become dominant, it may be desirable to have an inert gas flowing through the system during these times, and to have the reaction gas only on stream when the capsule is at temperature. Normally, the gas mixture is allowed to flow through the capsule as the furnace temperature is increased. It is necessary to purge the capsule, and gas lines, of any residual air before exposing the samples at elevated temperatures.

### 5.3 Uranium Oxides

As with the manganese oxides, the uranium oxides examined in this study were selected to allow comparisons to be made between two compounds with single metal oxidation states and a mixed valence oxide containing both oxidation states. UO\(_2\) and \( \gamma\)-UO\(_3\) contain uranium in the single oxidation states +4 and +6, respectively. \( \alpha\)-U\(_3\)O\(_8\) is a class 1 (in the Robin and Day classification scheme) mixed valence, U(IV) and U(VI), uranium oxide, where the U\(^{4+}\) and U\(^{6+}\) ions are relatively non interacting, unlike the Fe\(^{2+}\) and Fe\(^{3+}\) ions in magnetite. If a delocalised mixed valence system is required for enhanced carbon deposition rates, then we ought not to see such an enhancement when \( \alpha\)-U\(_3\)O\(_8\) is exposed, in the same way as the non interacting mixed valence Mn\(_3\)O\(_4\) was shown not to enhance deposition.

As was noted in Section 4.10.2, several of the uranium oxide pellets had deformed during their exposure in the gamma cell. This is presumably due to carbon preferentially diffusing into the body of the pellets from one side. The consequent expansion of the oxide lattice would bring about the observed curvature in the
exposed pellets.

As with the manganese oxides, exposure of these uranium oxides resulted in them all converting to the same oxidation state. All three oxides, after exposure, gave XRD spectra similar to that of UO\textsubscript{2}. The $\gamma$-UO\textsubscript{3} and $\alpha$-U\textsubscript{3}O\textsubscript{8} had been reduced by their exposure in the gamma cell. Again, this prevents any conclusions to be readily drawn with regards to the effect of the mixed valency on carbon deposition, since the observed deposits will be due to all oxide forms that the pellets have been during their exposure. It, as for the manganese oxides, points towards the need for exposures of shorter duration if the effect of mixed valency is to be firmly defined. Along with the chemical changes in the pellets, some became physically distorted too during their exposure.

No filamentary carbon deposition was observed, though the laying down of deposits was seen to be happening by the increase in carbon signals in the EDX and XP spectra and the optically observable differences between the centres and edges of the pellets. As with the manganese and spinel oxide samples, this implies the formation of dense, laminar carbon deposits on the pellet surfaces. The reduction in intensity of the U 4\textit{f}/2 XP signals also points this way. There was no evidence for increased deposition on the class I (non interacting\textsuperscript{19, 20}) mixed valence $\alpha$-U\textsubscript{3}O\textsubscript{8} pellet. In fact, this material gave the lowest carbon signals in EDX spectra.

The XRD spectrum of UO\textsubscript{2} is very similar to that of U\textsubscript{4}O\textsubscript{9} \textsuperscript{21}. Table 5.3.1 compares literature UO\textsubscript{2} and U\textsubscript{4}O\textsubscript{9} XRD 2$\Theta$ values with those obtained experimentally off the exposed uranium oxide pellets. All six samples (three oxides each exposed at two temperatures) gave 2$\Theta$ values closer to those expected off U\textsubscript{4}O\textsubscript{9} than off UO\textsubscript{2}. It is, therefore, clear that the samples had not, as originally supposed, converted to UO\textsubscript{2} but had, instead, converged on the U\textsubscript{4}O\textsubscript{9} phase. The conditions present in the gamma cell during exposure had reduced the $\alpha$-U\textsubscript{3}O\textsubscript{8} and $\gamma$-UO\textsubscript{3}, while oxidising the UO\textsubscript{2}, to U\textsubscript{4}O\textsubscript{9}. Like uranium oxides with the stoichiometry UO\textsubscript{2}+$x$ ($0 < x < 0.3$), U\textsubscript{4}O\textsubscript{9} is a class II mixed valence compound\textsuperscript{5}. Thus, it exhibits rapid electron exchange between the U\textsuperscript{4+} and U\textsuperscript{5+} ions present in its lattice\textsuperscript{20}.

U\textsubscript{4}O\textsubscript{9} has an infrared absorption edge which starts at 850 cm\textsuperscript{-1} \textsuperscript{21}. This corresponds to the electron transfer between U\textsuperscript{4+} and U\textsuperscript{5+} and an energy of 0.1 eV. In general, the energy of electronic transitions is much greater than this and the low value is attributed to the mixed valency of this compound. The crystal environments of the U\textsuperscript{4+} and U\textsuperscript{5+} sites in U\textsubscript{4}O\textsubscript{9} are almost identical. Thus, the energy required to bring about the electron transfer is small. As with Fe\textsubscript{3}O\textsubscript{4}, there is an activation energy barrier to this transfer. This has been estimated from high temperature
conductivity measurements to be 0.3 eV, corresponding to an absorption of 2000 cm$^{-1}$ \cite{21}. The 850 cm$^{-1}$ absorption edge probably represents the mixed valence absorption of U$_4$O$_9$. Magnetite, Fe$_3$O$_4$, also shows a broad infrared absorption, extending down to 500 cm$^{-1}$. Fe$_3$O$_4$ is, like U$_4$O$_9$, a class II mixed valence compound and has been compared previously with U$_4$O$_9$ in connection with several of its physical and chemical properties \cite{22}.

As all three oxides (at both temperatures) converted, ultimately, to the same uranium oxide, any differences in deposition behaviour will be due to the initial oxides present, and the time taken for the oxidation or reduction to occur. The high carbon signals obtained off all three samples point to the fact that U$_4$O$_9$, an electron exchanging mixed valence compound, is a good catalyst for the deposition of carbon from gas phase species, and that conversion to this oxide was rapid in comparison to the total exposure time in the gamma cell for the samples.

5.4 Magnetite

Magnetite, in the form of a pressed powder pellet, was shown in an earlier study to produce filamentous carbon deposition when exposed in the gamma cell at 650°C \cite{1}. We set out in this work to see if it was possible to detect any differences in deposition rate on different crystallographic faces of magnetite single crystals.

The difficult task of preparing the desired crystallographically smooth magnetite surfaces was not achieved with complete success. Therefore, comparisons could not be made between the deposition rates on the three chosen Fe$_3$O$_4$ planes. However, some smooth surfaces and regular etch patterns were obtained, although these did not continue across the whole face of a slice. To compound the problem, topographical influences on the relative intensities of the detected EDX signals were significant. Therefore, our efforts were concentrated on the topographically smooth and oriented regions on the various slices exposed.

No filamentary carbon deposition was identified on any of the magnetite samples exposed in the gamma cell. Edge (shielded from the gas phase by the silica spacers) and centre regions of the slices could be identified, either visually or using a scanning electron microscope. This, together with the presence of carbon signals in the EDX and XP spectra, suggests that the carbon was laid down in the form of smooth sheets across the faces of the slices, the catalytic sites remaining embedded in the slice. Two samples, etched and exposed at 650°C, did show some regions where structure was present in a material laying on the surface. The SEM electron beam was able to interfere with this surface appearance. This surface structure was observed on two of the samples. One of these samples was a [111] slice (see Figure 4.11.2), and the structure was apparent on a flat etched face approximately parallel to the [111]
plane. The other slice showing such a surface feature was originally cut parallel to the [110] direction, but the deposit was present on a face at an angle to this (Figure 4.11.3). The [111] plane of magnetite has previously been shown to be the most rapidly etched, out of the [100], [110] and [111] planes, and it was expected that this face would give the greater amount of carbon deposition. It is able to present to the gas phase large arrays of octahedrally coordinated Fe$^{2+}$ and Fe$^{3+}$ ions, electronically coupled and able to interact with gas phase hydrocarbon radicals. The appearance of this structure on faces of approximately [111] orientation shows that we have identified preferential deposition on the [111] face of the single crystal magnetite. The preparation of larger surfaces of uniform orientation would allow this deposition effect to be better examined.

5.5 References


Table 5.1.1. Nickel [111]: spinel [311] XRD peak ratios for the exposed $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels.

<table>
<thead>
<tr>
<th>Sample</th>
<th>550°C</th>
<th>650°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoFe$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>$\text{Ni}<em>{0.25}\text{Co}</em>{0.75}\text{Fe}_2\text{O}_4$</td>
<td>0.02</td>
<td>0.21</td>
</tr>
<tr>
<td>$\text{Ni}<em>{0.5}\text{Co}</em>{0.5}\text{Fe}_2\text{O}_4$</td>
<td>0.04</td>
<td>0.25</td>
</tr>
<tr>
<td>$\text{Ni}<em>{0.75}\text{Co}</em>{0.25}\text{Fe}_2\text{O}_4$</td>
<td>0.08</td>
<td>0.28</td>
</tr>
<tr>
<td>NiFe$_2$O$_4$</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Table 5.1.2. Second ionisation potentials for the spinel metal ions.

<table>
<thead>
<tr>
<th>Ionisation</th>
<th>Potential /V 24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Mn}^{2+} \rightarrow \text{Mn}^{3+} + e^-$</td>
<td>33.69</td>
</tr>
<tr>
<td>$\text{Fe}^{2+} \rightarrow \text{Fe}^{3+} + e^-$</td>
<td>30.64</td>
</tr>
<tr>
<td>$\text{Co}^{2+} \rightarrow \text{Co}^{3+} + e^-$</td>
<td>33.49</td>
</tr>
<tr>
<td>$\text{Ni}^{2+} \rightarrow \text{Ni}^{3+} + e^-$</td>
<td>35.16</td>
</tr>
</tbody>
</table>

Table 5.1.3. Calculated electron hopping energies for the spinels.

<table>
<thead>
<tr>
<th>Electron transfer reaction</th>
<th>Energy /eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Mn}^{2+} + \text{Fe}^{3+} \rightleftharpoons \text{Mn}^{3+} + \text{Fe}^{2+}$</td>
<td>3.05</td>
</tr>
<tr>
<td>$\text{Fe}^{2+} + \text{Fe}^{3+} \rightleftharpoons \text{Fe}^{3+} + \text{Fe}^{2+}$</td>
<td>0</td>
</tr>
<tr>
<td>$\text{Co}^{2+} + \text{Fe}^{3+} \rightleftharpoons \text{Co}^{3+} + \text{Fe}^{2+}$</td>
<td>2.85</td>
</tr>
<tr>
<td>$\text{Ni}^{2+} + \text{Fe}^{3+} \rightleftharpoons \text{Ni}^{3+} + \text{Fe}^{2+}$</td>
<td>4.52</td>
</tr>
<tr>
<td>Sample</td>
<td>[111]</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------</td>
</tr>
<tr>
<td>UO₂₁₂</td>
<td>28.234°</td>
</tr>
<tr>
<td>U₄O₉₁₂</td>
<td>28.373°</td>
</tr>
<tr>
<td>UO₂ 550°C</td>
<td>28.459°</td>
</tr>
<tr>
<td>UO₂ 650°C</td>
<td>28.557°</td>
</tr>
<tr>
<td>α-U₃O₈ 550°C</td>
<td>28.441°</td>
</tr>
<tr>
<td>α-U₃O₈ 650°C</td>
<td>28.695°</td>
</tr>
<tr>
<td>γ-UO₃ 550°C</td>
<td>28.739°</td>
</tr>
<tr>
<td>γ-UO₃ 650°C</td>
<td>28.447°</td>
</tr>
</tbody>
</table>

Table 5.3.1. Comparison between literature UO₂ and U₄O₉ XRD 2θ values and those obtained experimentally off the exposed uranium oxides.
Figure 5.1.1. Carbon filamentary growth initiated at $\text{Fe}^{2+} / \text{Fe}^{3+}$ sites by $\sigma$ bonding with hydrocarbon radicals (typically $\cdot\text{C}_2\text{H}_3$).
Figure 5.1.2. Carbon filamentary growth initiated at Fe$^{2+}$ / Fe$^{3+}$ sites by π bonding with hydrocarbon radicals (typically ·C$_2$H$_3$).
Figure 5.1.3. Reaction coordinates for valence interchange (X,Y) ⇄ (Y,X): a) (---) energy surface for (X,Y), (Y,X) in the absence of resonance interaction between the sites; b) (- - -) energy surface with $H_{\text{res}} > E_{\text{Ad}}$; and c) (-----) energy surface with $H_{\text{res}} < E_{\text{Ad}}$. 
CONCLUSIONS

1. The intended $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$, $\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ and $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ ($0 \leq x \leq 1$) spinels were successfully prepared by solid state reaction of the relevant oxides, oxalates and / or carbonates.

2. The $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ and $\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels were stable in the conditions present within the gamma cell during exposure.

3. The $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels suffered some reduction upon exposure in the gamma cell, producing quantities of metallic nickel.

4. At $650^\circ\text{C}$, the spinels gave deposition in the order expected after consideration of the relative ease of electron transfer between the octahedrally coordinated metal ions:

$$\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4 > \text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4 > \text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$$

At $550^\circ\text{C}$, the iron spinels gave greater deposits than the manganese spinels, also as expected. (The $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels gave enhanced deposition due to their formation of metallic nickel.)

5. With the $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels, at $550^\circ\text{C}$, carbon deposition decreased as the substitution of cobalt by manganese increased, reducing the availability of octahedrally coordinated $\text{Co}^{2+} / \text{Fe}^{3+}$ couples for interaction with gas phase radical species and subsequent deposition of carbon.

6. With the $\text{Mn}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels, for $x \leq 0.75$, at $650^\circ\text{C}$, carbon deposition increased as the substitution of cobalt by manganese increased.

7. $\text{MnFe}_2\text{O}_4$ exhibited reduced carbon deposition compared to $\text{Mn}_{0.75}\text{Co}_{0.25}\text{Fe}_2\text{O}_4$, owing to the change in structure, from inverse spinel to intermediate spinel, with increasing manganese content.

8. There were no regular trends of increasing or decreasing carbon deposition behaviour with changing value of $x$ for the $\text{Fe}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels.

9. At both $550$ and $650^\circ\text{C}$, the $\text{Ni}_x\text{Co}_{1-x}\text{Fe}_2\text{O}_4$ spinels showed increasing deposition with increasing $x$. The deposition was greater at $550^\circ\text{C}$ than at $650^\circ\text{C}$. This deposition was due to the formation of metallic nickel, counteracting the expected drop in carbon formation with increasing nickel content of the spinels.

10. At $550^\circ\text{C}$, the $\text{NiFe}_2\text{O}_4$ pellet suffered catastrophic deposition, breaking up and forming a large mass of deposit material.
11. The manganese oxides gave relative carbon deposition rates in the order:

\[ \text{MnO} > \text{Mn}_3\text{O}_4 \approx \text{Mn}_2\text{O}_3 \]

The non interacting metal ions present in \( \text{Mn}_3\text{O}_4 \) did not yield enhanced deposition.

12. At both 550 and 650°C, \( \text{Mn}_3\text{O}_4 \) and \( \text{Mn}_2\text{O}_3 \) reduced to \( \text{MnO} \) during the time of exposure.

13. The interacting mixed valency present in \( \text{MnO} \) is believed to have brought about the enhanced carbon deposition seen on this oxide.

14. The uranium oxides all converted to \( \text{U}_4\text{O}_9 \) under the conditions present within the gamma cell during exposure, at both 550 and 650°C.

15. The 10 kV EDX spectra yielded uranium oxide relative carbon deposition rates in the order \( \gamma\text{-UO}_3 > \text{UO}_2 > \alpha\text{-U}_3\text{O}_8 \), while the 20 kV results gave \( \text{UO}_2 > \gamma\text{-UO}_3 > \alpha\text{-U}_3\text{O}_8 \). The non interacting metal ions present in \( \alpha\text{-U}_3\text{O}_8 \) did not yield enhanced deposition.

16. For both the manganese and uranium oxides, it would be desirable to expose the samples for shorter periods of time to more clearly study the effect of the different oxidation states on the rates of carbon deposition.

17. Selected \( \text{Fe}_3\text{O}_4 \) crystallographic planes could not be systematically prepared as wanted.

18. No filamentary deposition was observed on the magnetite slices. Instead, a thin, dense carbon deposit was formed on the samples.

19. Structured deposit was seen on two smooth magnetite faces, including one oriented approximately parallel to the [111] direction. The [111] plane was previously expected to give the highest deposition rate of the three faces studied.