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ABSTRACT

With the advent of wide-area submillimetre surveys, a large number of high-redshift gravitationally lensed dusty star-forming galaxies have been revealed. Because of the simplicity of the selection criteria for candidate lensed sources in such surveys, identified as those with $S_{500\mu m} > 100$ mJy, uncertainties associated with the modelling of the selection function are expunged. The combination of these attributes makes submillimetre surveys ideal for the study of strong lens statistics. We carried out a pilot study of the lensing statistics of submillimetre-selected sources by making observations with the Atacama Large Millimeter Array (ALMA) of a sample of strongly lensed sources selected from surveys carried out with the Herschel Space Observatory. We attempted to reproduce the distribution of image separations for the lensed sources using a halo mass function taken from a numerical simulation that contains both dark matter and baryons. We used three different density distributions, one based on analytical fits to the haloes formed in the EAGLE simulation and two density distributions [Singular Isothermal Sphere (SIS) and SISSA] that have been used before in lensing studies. We found that we could reproduce the observed distribution with all three density distributions, as long as we imposed an upper mass transition of $\sim 10^{13} M_\odot$ for the SIS and SISSA models, above which we assumed that the density distribution could be represented by a Navarro–Frenk–White profile. We show that we would need a sample of $\sim 500$ lensed sources to distinguish between the density distributions, which is practical given the predicted number of lensed sources in the Herschel surveys.
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1 INTRODUCTION

Photon travelling from a distant background source and through the vicinity of massive objects, such as galaxies or groups/clusters of galaxies, get deflected by the presence of their gravitational field. If the background source and the foreground object are well aligned with the observer, we have the creation of multiple images. This effect is called strong gravitational lensing (Schneider, Ehlers & Falco 1992).

For a sample of these lensed sources, the statistics of angular separations mainly depends on four factors: (a) the luminosity function of the source population (More et al. 2012); (b) the number density of dark matter haloes as a function of halo mass and redshift (Eales 2015); (c) the mass density distributions within the haloes (Kochanek & White 2001; Takahashi & Chiba 2001; Oguri 2002, 2006); and (d) the cosmological model (Li & Ostriker 2002, 2003; Chae 2003; Oguri et al. 2008, 2012). In principle, therefore, the statistics of image separations for a suitable sample of lensed sources is a powerful way of examining the mass density distribution of the total matter in the halo and halo mass functions predicted by simulations.

The two alternative methods for producing samples of strong lenses for statistical purposes are to start from either a population of objects that potentially act as lenses or from a population of potentially lensed sources. Follow-up observations are necessary in both cases to confirm the strong lensing nature. Examples of the first method are the Sloan Lens ACS (SLACS) Survey (Bolton et al. 2006) and the Baryon Oscillation Spectroscopic Survey (BOSS) Emission-Line Lens Survey (BELLS; Brownstein et al. 2012), in both of which the potential lensed systems were found by looking for galaxies with a spectrum that show two redshifts — with confirmation of the lensing provided by imaging with the Hubble Space Telescope. For our purpose of investigating the properties of haloes, the disadvantage of this approach is that it is prone to selection effects.

Examples of the second method were the Cosmic Lens All-Sky Survey (CLASS; Browne et al. 2003; Myers et al. 2003) and the Sloan Digital Sky Surveys Quasar Lens Search (QLS; Oguri et al. 2006). CLASS was the largest survey of strongly lensed quasars conducted at radio wavelengths. Starting from a well-defined statistical sample of ~9000 flat-spectrum radio sources, the CLASS team used high-resolution radio observations to produce a statistically well-defined sample of 13 lensed sources (Browne et al. 2003). The QLS selected potential lens candidates from the Sloan Digital Sky Survey (Oguri et al. 2006), producing a final catalogue (Inada et al. 2012) of 26 lensed quasars from an initial catalogue of ~50 000 quasars. It is worth pointing out that both optical and radio surveys require huge parent samples in order to identify a few strong lenses.

With the advent of wide-area extragalactic surveys undertaken with Herschel Space Observatory (Pilbratt et al. 2010) at submillimetre wavelengths on the other hand, a new method for discovering high-redshift gravitationally lensed dusty star-forming galaxies has been made possible with an almost 100 per cent efficiency. The number counts of unlensed submillimetre galaxies (SMGs) are very steep at bright flux densities (Blain 1996; Negrello et al. 2007). Therefore, the brightest sources after removing nearby galaxies and radio-loud active galactic nuclei (AGN) can be selected as candidate lensed sources, since there are very few high-redshift galaxies that are intrinsically so bright (effectively exploiting an extreme case of the magnification bias). Negrello et al. (2010) demonstrated this method for the first time, using the initial results from the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS; Eales et al. 2010). They showed that out of 10 extragalactic sources with flux S > 100 mJy at 500 μm, five were strongly lensed high-redshift galaxies, with the remainder being easily identified as local (z < 0.1) spiral galaxies and in one case a previously known radio-bright AGN. Exploiting the whole ~600 deg² area covered by H-ATLAS, Negrello et al. (2017) have identified a sample of 80 candidate strongly lensed SMGs using the same selection criteria. Follow-up observations with submillimetre interferometers or with the Hubble Space Telescope and W. M. Keck Observatory have confirmed so far that 20 of these extragalactic sources show a strong lensing morphology. Samples of lensed sources have now been produced using the same method from other Herschel surveys. A sample of 13 candidate strongly lensed galaxies was produced by Wardlow et al. (2013) from 95 deg² of the Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver et al. 2012), 11 of which have been confirmed by follow-up observations to be strongly lensed. More recently, Nayyeri et al. (2016) produced a list of 77 candidate gravitationally lensed galaxies from the HerMES Large Mode Survey (HeLMS; Oliver et al. 2012) and the Herschel Strip 82 Survey (HerS; Viero et al. 2014), which in total cover an area of 372 deg².

This uniform and simple selection technique that identifies potential candidates based on the emission from the source rather than the lens and so falls in the second category of methods. One of the main advantages of this technique is that submillimetre emission from the lens is usually negligible compared with the emission from the source. Therefore, the modelling of the lensed source emission in high-resolution submillimetre/millimetre imaging data does not suffer from uncertainties caused by the lens subtraction (Dye et al. 2014; Negrello et al. 2014).

Bussmann et al. (2013, hereafter B13) presented Submillimeter Array (SMA) 880 μm observations of a sample of 30 candidates strong gravitational lenses identified from the two widest Herschel extragalactic surveys, H-ATLAS and HerMES. In our previous paper (Eales 2015) we investigated whether the standard dark matter halo paradigm could explain the distribution of Einstein radii measured from the SMA observations. We tried three halo mass functions, all estimated from numerical simulations that only included dark matter, and two different methods for calculating the lensing magnification produced by each dark matter halo. In all cases we found that the model predicted a larger number of sources with large Einstein radii than we observed. In this paper, we have extended and improved our previous study in several ways. First, the SMA results we used in our previous paper had limited angular resolution and sensitivity, and we were concerned that we might have missed arcs of large angular size with low surface brightness, causing us to underestimate the number of sources with large image separations. For this reason, we started a project to map the lensed Herschel sources with Atacama Large Millimeter Array (ALMA), and in this paper we present the first results from this ALMA project. We compare the distributions of image separations measured from the ALMA images with the predictions of our models. Our second improvement is to use a halo mass function and density distributions from the haloes derived from a numerical simulation that includes baryons and dark matter.

The layout of this paper is as follows. In Section 2, we present the first results from our ALMA project. In Section 3 we describe the halo models and lay down the theoretical background for computing the lensing properties of the haloes. Section 4 describes the comparison between the observed and predicted Einstein radii. We discuss our results in Section 5. Throughout this paper, we assume a
projecting contaminants in this way, Negrello et al. (2010) achieved a significant improvement in the identification of radio-loud AGN. In almost all cases, the 500-\(\mu\)m flux densities of the sources are greater than 100 mJy, which is the flux limit used by Negrello et al. (2010). We checked that none of our candidates are a combination of large faint arcs.

### 2 THE PILOT SAMPLE AND THE ALMA OBSERVATIONS

ALMA has much better angular resolution and surface brightness sensitivity than the SMA, making it a much better instrument for mapping a strongly lensed submillimetre source. In our previous SMA study of the lensing statistics of strongly lensed Herschel sources (B13), the limited angular resolution of the SMA meant that it was often not clear whether the structure seen on the maps was actually due to lensing. There is also the possibility that large arcs were missed by their falling below the surface brightness limit of the SMA. Since the new ALMA observations would be so much better than the SMA observations, we defined a new sample of sources for our ALMA programme.

Negrello et al. (2010) showed that it is possible to select a sample of lensed sources from a Herschel survey with close to 100 per cent efficiency. Of the Herschel sources with 500-\(\mu\)m flux densities >100 mJy, roughly one-half are strongly lensed and half are a mixture of nearby galaxies and radio-loud AGN. Negrello et al. (2010) showed that it is actually very easy removing these contaminants, since nearby galaxies are easy to identify by inspecting optical surveys, such as the Sloan Digital Sky Survey, and radio-loud AGN are easy to spot because they are found in radio surveys. After rejecting contaminants in this way, Negrello et al. (2010) achieved a 100 per cent success rate for their initial sample.

A number of Herschel teams have used this method to select samples of sources that are probably lensed and then used molecular line spectroscopy to measure redshifts for the sources. A slight variant on the basic method followed by most of these teams is to use the ratios of fluxes in the Herschel bands to select sources that are likely to have redshifts in the wavelength range covered by their spectrometer (e.g. Harris et al. 2012; Lupu et al. 2012), which will create a slight bias towards certain redshift ranges.

An accurate lensing model for a source requires it to have an accurate redshift. Therefore, as the initial sample for our ALMA programme, we selected 42 sources from the H-ATLAS and HeLMS surveys with the highest 500-\(\mu\)m flux densities and with spectroscopic redshifts >1. We checked that none of our candidates are a combination of large faint arcs. In almost all cases, the 500-\(\mu\)m flux densities of the sources are >100 mJy, the flux limit used by Negrello et al. (2010). The lower redshift limit, of course, removes any nearby galaxies, and so we expect virtually all of the sources to be strongly lensed. For the reasons described above, the requirement that the sources have spectroscopic redshifts has probably introduced a slight bias towards certain redshift ranges, but the conditional probability statistics we use in this paper (see Section 4) ensures that our results will not be affected by this bias. Of the 42 sources, only 16 were finally observed by ALMA before the end of Cycle 2, but this should not introduce any bias because we did not rank the sources in priority.

Table 1 lists the sample of 16 sources.

We observed each source for approximately 2–4 min with ALMA at 873\(\mu\)m with a maximum baseline of 1 km, which gives an angular resolution of 0.12 arcsec. The final image products were produced by the standard ALMA pipeline. The lensed sources are shown in Fig. 1, all except one. The source H-ATLAS J083344.9+000109 is barely detected in the ALMA image and is the faintest 500-\(\mu\)m source in the sample. There are no obvious signs of lensing features, either on the ALMA image or on the optical image from the Sloan Digital Sky Survey. This source is coincident with a quasi-stellar object (QSO). In addition, the source H-ATLAS J141351.9–000026 does not seem to have any lensing structure. However, as seen from fig. 3 in Negrello et al. (2017) the ALMA image captures a small part of large faint arc.

For the remaining sources in the sample, there is clear evidence of strong lensing features in the ALMA images. Modelling of the submillimetre emission, by constructing detailed lensing models, will be presented in two upcoming papers (Dye et al. 2017; Negrello et al., in preparation). The Einstein radii were measured directly from the images and subsequently compared with the respective values that arise from preliminary lensing models of these systems, whereupon an agreement was confirmed. In cases where only an arc

---

**Table 1. The ALMA sample.**

<table>
<thead>
<tr>
<th>IAU name</th>
<th>Other name</th>
<th>500-(\mu)m flux density (mJy)</th>
<th>(z_l)</th>
<th>(z_s)</th>
<th>(\theta_E) (arcsec)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>HeLMS J001615.8+032435</td>
<td>HeLMS13</td>
<td>149 ± 7</td>
<td>0.663</td>
<td>2.765</td>
<td>5.22 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J001626.2+042612</td>
<td>HeLMS22</td>
<td>127 ± 7</td>
<td>0.2154</td>
<td>2.509</td>
<td>0.98 ± 0.05</td>
<td>M17, N16</td>
</tr>
<tr>
<td>HeLMS J004714.2+032453</td>
<td>HeLMS8</td>
<td>168 ± 8</td>
<td>0.478</td>
<td>1.195</td>
<td>0.58 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J004723.5+015750</td>
<td>HeLMS9</td>
<td>164 ± 8</td>
<td>0.3650</td>
<td>1.441</td>
<td>2.66 ± 0.05</td>
<td>M17, N16</td>
</tr>
<tr>
<td>HeLMS J005159.9+062240</td>
<td>HeLMS18</td>
<td>135 ± 7</td>
<td>2.392</td>
<td>6.54 ± 0.05</td>
<td>N16</td>
<td></td>
</tr>
<tr>
<td>H-ATLAS J083051.0+013225</td>
<td>G09v1.97</td>
<td>269 ± 9</td>
<td>0.626</td>
<td>3.634</td>
<td>0.85 ± 0.05</td>
<td>B13, MN17</td>
</tr>
<tr>
<td>H-ATLAS J083344.9+000109</td>
<td>–</td>
<td>96 ± 9</td>
<td>–</td>
<td>2.530</td>
<td>–</td>
<td>M17</td>
</tr>
<tr>
<td>H-ATLAS J085538.9+015537</td>
<td>G09v1.40</td>
<td>228 ± 9</td>
<td>–</td>
<td>2.089</td>
<td>0.55 ± 0.04</td>
<td>B13, MN16, M17</td>
</tr>
<tr>
<td>H-ATLAS J141351.9–000026</td>
<td>G15v2.335</td>
<td>176 ± 9</td>
<td>0.547</td>
<td>2.478</td>
<td>–</td>
<td>B13, H12, MN17</td>
</tr>
<tr>
<td>H-ATLAS J142413.9+022303</td>
<td>G15v2.779</td>
<td>193 ± 9</td>
<td>0.595</td>
<td>4.243</td>
<td>1.02 ± 0.04</td>
<td>C11, B13, MN17</td>
</tr>
<tr>
<td>H-ATLAS J142935.3–002836</td>
<td>G15v2.19</td>
<td>200 ± 8</td>
<td>0.218</td>
<td>1.027</td>
<td>0.71 ± 0.04</td>
<td>C14, M14, MN17</td>
</tr>
<tr>
<td>HeLMS J232439.5–043935</td>
<td>HeLMS7</td>
<td>172 ± 9</td>
<td>–</td>
<td>2.473</td>
<td>0.65 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J233255.4–031134</td>
<td>HeLMS2</td>
<td>263 ± 8</td>
<td>0.426</td>
<td>2.689</td>
<td>0.93 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J233255.6–053426</td>
<td>HeLMS15</td>
<td>147 ± 9</td>
<td>0.976</td>
<td>2.402</td>
<td>0.98 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J234051.5–041938</td>
<td>HeLMS5</td>
<td>205 ± 8</td>
<td>–</td>
<td>3.503</td>
<td>0.54 ± 0.05</td>
<td>N16</td>
</tr>
<tr>
<td>HeLMS J235331.9+031718</td>
<td>HeLMS40</td>
<td>111 ± 7</td>
<td>0.821</td>
<td>0.26 ± 0.05</td>
<td>N16</td>
<td></td>
</tr>
</tbody>
</table>

**Note.** Column \(\theta_E\) corresponds to the Einstein radius, which is half the image separation. The references, from which the lens and source redshift were obtained, are as follows: C11 – Cox et al. (2011); B13 – Bussmann et al. (2013); C14 – Calanog et al. (2014); N16 – Nayyeri et al. (2016); MN17 – Negrello et al. (2017); M17 – Marchetti et al. (in preparation).
Figure 1. The 873-µm continuum emission images of the 15 sources we observed with ALMA. The source H-ATLAS J083344.9+000109, which was part of the observing run, has been neglected because it does not reveal any lensing features. The flux axes are not shown on the same scale for all the lens systems, as the large arcs would appear very faint. North is up and east is left.
is visible (e.g. HeLMs J001615.8+032435) a rough estimate of the Einstein radius was performed by fitting a circle to the peaks of the emission ($>4\sigma$). A uniform weighting was applied to these pixels, alleviating any dependence on their fluxes and taking into account only on their positions.

For three sources (H-ATLAS J083051.0+013225, H-ATLAS J085358.9+015537, and H-ATLAS J125135.4+261457) there are also measurements of the Einstein radius from SMA observations (see Table 2). For these sources, the pairs of measurements, with the SMA measurement first are: 0.39 ± 0.02 and 0.85 ± 0.04 arcsec; 0.55 ± 0.04 and 0.55 ± 0.04 arcsec; 0.57 ± 0.01 and 1.02 ± 0.04 arcsec. This disagreement in the inferred values of the Einstein radii can be attributed to the complex structure of the submillimetre emission that cannot be fully resolved with the SMA observations, as well as the complexity of the foreground mass distribution (B13).

### Table 2. The SMA sample.

<table>
<thead>
<tr>
<th>IAU name</th>
<th>Name</th>
<th>$z_l$</th>
<th>$z_s$</th>
<th>$\theta_E$ (arcsec)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-ATLAS J083051.0+013225</td>
<td>G09v1.97</td>
<td>0.6260</td>
<td>3.6340</td>
<td>0.39 ± 0.02</td>
<td>B13</td>
</tr>
<tr>
<td>H-ATLAS J085358.9+015537</td>
<td>G09v1.40</td>
<td>–</td>
<td>2.0894</td>
<td>0.55 ± 0.04</td>
<td>B13, M17</td>
</tr>
<tr>
<td>H-ATLAS J090302.9−014127</td>
<td>SDP17</td>
<td>0.9435</td>
<td>2.3049</td>
<td>0.33 ± 0.02</td>
<td>N10, B13</td>
</tr>
<tr>
<td>H-ATLAS J090311.6+003906</td>
<td>SDP81</td>
<td>0.2999</td>
<td>3.0420</td>
<td>1.52 ± 0.03</td>
<td>N10, B13</td>
</tr>
<tr>
<td>H-ATLAS J090740.0−004200</td>
<td>SDP9</td>
<td>0.6129</td>
<td>1.5770</td>
<td>0.59 ± 0.04</td>
<td>N10, B13</td>
</tr>
<tr>
<td>H-ATLAS J091043.1−000321</td>
<td>SDP11</td>
<td>0.7930</td>
<td>1.7860</td>
<td>0.95 ± 0.02</td>
<td>N10, B13</td>
</tr>
<tr>
<td>H-ATLAS J091305.0−005343</td>
<td>SDP130</td>
<td>0.2201</td>
<td>2.6260</td>
<td>0.43 ± 0.07</td>
<td>N10, B13</td>
</tr>
<tr>
<td>H-ATLAS J114637.9−001132</td>
<td>G12v2.30</td>
<td>1.2247</td>
<td>3.2590</td>
<td>0.65 ± 0.02</td>
<td>B13, O13</td>
</tr>
<tr>
<td>H-ATLAS J121535.4+261457</td>
<td>NCv1.268</td>
<td>–</td>
<td>3.6750</td>
<td>1.02 ± 0.03</td>
<td>B13</td>
</tr>
<tr>
<td>H-ATLAS J125632.7+233625</td>
<td>NCv1.143</td>
<td>0.2551</td>
<td>3.5650</td>
<td>0.68 ± 0.01</td>
<td>B13</td>
</tr>
<tr>
<td>H-ATLAS J132427.0+284449</td>
<td>NBv1.43</td>
<td>0.9970</td>
<td>1.6760</td>
<td>–</td>
<td>G05, G13</td>
</tr>
<tr>
<td>H-ATLAS J132630.1+334410</td>
<td>NAv1.195</td>
<td>0.7856</td>
<td>2.9510</td>
<td>1.80 ± 0.02</td>
<td>B13</td>
</tr>
<tr>
<td>H-ATLAS J133649.9+291801</td>
<td>NAv1.144</td>
<td>–</td>
<td>2.2024</td>
<td>0.40 ± 0.03</td>
<td>B13, O13</td>
</tr>
<tr>
<td>H-ATLAS J133542.9+300401</td>
<td>–</td>
<td>0.980</td>
<td>2.6850</td>
<td>–</td>
<td>S14, R17</td>
</tr>
<tr>
<td>H-ATLAS J133846.5+255054</td>
<td>–</td>
<td>0.420</td>
<td>2.4900</td>
<td>–</td>
<td>N17</td>
</tr>
<tr>
<td>H-ATLAS J134429.4+303036</td>
<td>Nav1.56</td>
<td>0.6721</td>
<td>2.3010</td>
<td>0.92 ± 0.02</td>
<td>H12, B13</td>
</tr>
<tr>
<td>H-ATLAS J142413.9+022303</td>
<td>G15v2.779</td>
<td>0.5950</td>
<td>4.243</td>
<td>0.57 ± 0.01</td>
<td>B13</td>
</tr>
<tr>
<td>HERMES J021830.5−053124</td>
<td>HXMM02</td>
<td>1.350</td>
<td>3.9590</td>
<td>0.44 ± 0.02</td>
<td>B13, W13</td>
</tr>
<tr>
<td>HERMES J105712.2+565457</td>
<td>HLock03</td>
<td>–</td>
<td>2.7710</td>
<td>–</td>
<td>W13</td>
</tr>
<tr>
<td>HERMES J105750.9+573026</td>
<td>HLock01</td>
<td>0.600</td>
<td>2.9560</td>
<td>3.86 ± 0.01</td>
<td>B13, W13</td>
</tr>
<tr>
<td>HERMES J110163.3+571736</td>
<td>HLock12</td>
<td>0.630</td>
<td>1.6510</td>
<td>1.14 ± 0.04</td>
<td>C14</td>
</tr>
<tr>
<td>HERMES J142825.5+345457</td>
<td>HBoo2</td>
<td>0.414</td>
<td>2.8040</td>
<td>0.77 ± 0.03</td>
<td>B13, W13</td>
</tr>
</tbody>
</table>

Note. Column $\theta_E$ corresponds to the Einstein radius, which is half the image separation. The references, from which the lens and source redshift were obtained and the estimates for the Einstein radii, are as follows: G05 – Gladders & Yee (2005); N10 – Negrello et al. (2010); H12 – Harris et al. (2012); B13 – Bussmann et al. (2013); G13 – George et al. (2013); O13 – Omont et al. (2013); W13 – Wardlow et al. (2013); C14 – Calanog et al. (2014); D14 – Dye et al. (2014); M14 – Messias et al. (2014); S14 – Stanford et al. (2014); N16 – Nayyeri et al. (2016); M17 – Marchetti et al. (in preparation); R17 – Riechers et al. (in preparation).

### 3 METHODOLOGY

In this section we describe the methodology for predicting the distribution of image separations. In Section 3.1 we discuss the different density profiles that were considered in this work. In Section 3.2 we present the halo mass function model. In Section 3.3 we describe the standard approach for computing lensing properties assuming spherical symmetry, and finally in Section 3.4 we lay down the formalism for computing strong lensing statistics.

#### 3.1 The halo density profiles

In the dark matter halo paradigm, galaxies are forming in an evolving population of dark matter haloes. High-resolution pure dark matter N-body simulations have been used extensively to study this dark component of the Universe. These studies suggest that the spatial mass distribution of dark matter, inside the haloes identified in simulations, is well fitted by a single profile across a wide range of halo masses, the Navarro–Frenk–White (NFW) profile (Navarro, Frenk & White 1996, 1997). The NFW density profile is given by

$$
\rho(r) = \frac{\rho_s}{(r/r_s)(1 + r/r_s)^2},
$$

where $r_s = r_{200}/c$ is the scale radius with $c$ being the concentration parameter that is approximated by the formula

$$
c(M, z) = 5 \left( \frac{M_h}{10^{13} M_{\odot}} \right)^{-0.074} \left( \frac{1 + z}{1.7} \right)^{-1},
$$

and is derived from numerical simulations of Prada et al. (2012). However, the objects that we observe in the real universe are composed of both dark and baryonic matter. The difficulty is in producing density profiles for haloes that also include baryons, because the physics of how baryons accrete into the centre of the halo and the astrophysical processes that take place in these central regions are complex and poorly understood. Two different analytic approaches are considered in this study, in an attempt to describe the total mass density distribution in early-type galaxies.

The simplest approach that is frequently used in the literature is the Singular Isothermal Sphere (SIS) model. The SIS density profile is given by

$$
\rho(r) = \frac{\sigma_v^2}{2\pi G r^2},
$$

where $G$ is the gravitational constant and $\sigma_v$ is the velocity dispersion of the halo. The later can be determined from the circular
velocity of the halo, $V^2 = GM_\star/r_{vir}$, following the commonly used assumption that $\sigma_r \approx V/\sqrt{2}$. There are strong observational evidence that this power-law model provides a good description of the total mass distribution in field early-type galaxies. Joint gravitational lensing and stellar dynamical analysis of a sample of strong lenses from the SLACS Survey does indeed confirm that the average logarithmic slope for the total mass density is $\langle r \rangle \approx 2.0$ with some intrinsic scatter (Koopmans et al. 2006, 2009). Similar analysis was performed for the first five strong gravitational lens systems discovered in H-ATLAS (Dye et al. 2014), where the results found were in agreement with previous studies.

Recently, Lapi et al. (2012) adopted a rather theoretical approach by considering the contribution from baryons and dark matter, separately. They used an NFW profile to represent the mass density distribution for the dark matter component, and a Sèrsic profile for the stellar component. The three-dimensional functional form of the Sèrsic profile (Prugniel & Simien 1997) is given by

$$\rho(r) = \rho_\text{crit} \left( \frac{r}{R_c} \right)^{-\delta} \exp \left[ -\left( \frac{r}{R_c} \right)^{1/n} \right],$$

where $n$ is the Sèrsic index, $R_c$ is the effective radius, $\rho_\text{crit}$ is the critical density of the universe at redshift zero and $\rho_\text{crit,0}$ is its value at redshift zero and $R_e$ is used to determine the virial radius of the halo. The second parameter is the concentration parameter, $c$, which is expected to have a 20 per cent scatter. In our analysis we will omit the scatter in the $c-M$ relation and adopt a constant ratio of halo to stellar mass of 30. However, we show in Appendix how these parameters can affect our results.

An additional parameter that is introduced in the above-mentioned models is the virialization redshift $z_{vir}$. This parameter is used to determine the virial radius of the halo $r_{vir}$,

$$r_{vir} = \left( \frac{3M_h}{4\pi \Delta_c \rho_\text{crit}} \right)^{1/3},$$

where $\rho_\text{crit}(z) = \rho_\text{crit,0}E^2(z)$ is the critical density of the universe at redshift $z$, with $\rho_\text{crit,0}$ being its value at redshift zero and $E(z)$ is the scaled Hubble parameter,

$$E^2(z) = \frac{H^2(z)}{H_0^2} = \Omega_m,0(1+z)^3 + \Omega_{\Lambda,0}(1+z)^{3(1+w)}.$$  

Assuming a flat cosmology ($\Omega_m + \Omega_\Lambda = 1$) we can use an approximate expression for $\Delta_c$, which was derived from a fit to simulations of Bryan & Norman (1998),

$$\Delta_c = 18\pi^2 + 82x - 39x^2,$$

where $x = \Omega_m(z) - 1$ and the redshift evolution of the cosmological parameter of matter is

$$\Omega_m(z) = \frac{\rho_m}{\rho_\text{crit}} = \Omega_{m,0}(1+z)^3/E^2(z).$$

Lapi et al. (2012) suggested that the frequently made approximation that the observed redshift of a galaxy is equal to the virialization redshift $z_{\text{vir}} \approx z_{\text{vir}}$, leads to an overestimation of the halo size. Alternatively they propose a virialization redshift in the range $z_{\text{vir}} \sim 1.5–3.5$, which is much more in line with the ages of the stellar populations found in early-type galaxies.

Besides the analytic models presented above, we also now have results from cosmological hydrodynamical simulations that provide the means to examine how baryonic effects modify the structure of dark matter haloes in a more rigorous way. In recent studies, Schaller et al. (2015a,b) investigated the internal structure of haloes produced in the Evolution and Assembly of GaLaxies and their Environments (EAGLE) simulations, which include both baryons and dark matter (Schaye et al. 2015). Some of the baryonic effects that are included in these simulation runs are feedback processed from massive stars and AGN, radiative cooling, and contraction of the dark matter in the central halo regions due to the presence of baryons. The authors demonstrated that the following formula

$$\frac{\rho(r)}{\rho_{\text{crit}}} = \frac{\delta_i}{(r/r_i)(1 + r/r_i)^{3/2} + (r/r_i) \left( 1 + (r/r_i)^3 \right)}$$

provides a good fit to the data. From the above functional form we clearly see that the first term is the NFW profile that provides a fairly good description of the outer part of the halo. The second term is an NFW-like profile with a steeper slope to account for the concentration of baryons in the central region of the halo. The parameters of this model as a function of mass, namely $\delta_i$, $r_i$, and $r_c$, are determined by fitting third-order polynomials to the values found in table 2 of Schaller et al. (2015a). The halo mass range probed in this study ranges from $M_h = 10^{10}$ to $10^{14} M_\odot$.

### 3.2 Halo mass function

The halo mass function describes the comoving number density of dark matter haloes as a function of redshift and per comoving mass interval. In our earlier paper (Eales 2015), we used analytic functions, obtained by fitting to the results of numerical simulations of the evolution of dark matter, of Sheth & Tormen (1999) and Tinker et al. (2008; hereafter T08). We found very little difference between the results predicted from the two halo mass functions. Both these analytic functions were based on numerical simulations containing only dark matter. In this paper, we use the analytic function for the halo mass function that was derived by Bocquet et al. (2016) by fitting to the results of a numerical simulation that contains both baryons and dark matter, using the same formalism as T08. The comoving number density of haloes of mass $M$ is given by

$$\frac{dn}{dM} = f(\sigma) \frac{\rho_m \ln \sigma^{-1}}{M} \frac{dM}{d\sigma},$$

where $\rho_m$ is the mean number density at the current epoch and $\sigma$ is the square root of the variance of the mass density field,

$$\sigma^2 = \left[ \left( \frac{\delta M}{M} \right)^2 \right] = \frac{1}{2\sigma^2} \int P^{10}(k,z)\hat{W}^2(k)k^2dk,$$

which is smoothed on a scale of comoving radius $R = (3M/4\pi\rho_m)^{1/3}$, using the Fourier transform of the real-space top-hat filter,

$$\hat{W}(k) = 3\sin(kR)/(kR)\cos(kR)/(kR).$$

The function $f(\sigma)$ is parametrized as

$$f(\sigma) = A \left[ \left( \frac{\sigma}{b} \right)^{-\alpha} + 1 \right] e^{-c/\sigma^2},$$

where the parameters $A$, $\alpha$, $b$, and $c$ are all expressed as functions of redshift $A(z) = A_0(1+z)^\alpha$, $\alpha(z) = \alpha_0(1+z)^\alpha$, $b(z) = b_0(1+z)^\beta$, and $c(z) = c_0(1+z)^\gamma$, respectively.
3.3 Lensing properties

In our analysis we consider the typical lensing configuration that is composed of a point-like source located at redshift \( z_s \), an object acting as a lens located at redshift \( z_l \), and an observer, in order to derive the lensing properties (Schneider et al. 1992). We always assume that the lens is spherically symmetric, since ellipticity does not significantly affect the statistics of image separations (Huterer, Keeton & Ma 2005).

3.3.1 Surface density

The surface density \( \Sigma \) can be computed by integrating the 3D density profile of the halo \( \rho(r) \) over the parallel coordinate along the line of sight, and expressed as a function of the perpendicular coordinate in the lens plane (thin lens approximation):

\[
\Sigma(R) = 2 \int_R^\infty dr \frac{r}{\sqrt{r^2 - R^2}} \rho(r).
\]  

The condition for strong lensing to occur is that the surface mass density exceeds the critical threshold (critical surface density),

\[
\Sigma_c = \frac{c^2}{4\pi G D_l D_o}.
\]

which solely depends on the angular diameter distances from the observer to the lens and source plane, corresponding to \( D_l \) and \( D_o \), respectively, as well as the angular distance between lens and source plane \( D_h \). The angular diameter distance is given by

\[
D_h = \frac{1}{(1+z_s)} \int_0^{z_l} \frac{cdz}{H(z)}.
\]

This expression holds in the case where a flat cosmology is assumed.

Fig. 2 shows the radial dependence of the surface mass density for the various halo density profiles that were considered in this work. The critical surface density, when the source is at redshift \( z_s = 2.0 \) and the lens at \( z_l = 0.5 \), is also shown in the figure as the grey solid line. The different panels of the figure correspond to different halo masses (shown in their upper-left-hand corner). Note that the maximum resolution of the EAGLE simulation is \( \sim 1 \) kpc, below which there is no guarantee their fit is realistic. Each panel has an inset plot showing the mass enclosed within a certain radius.

\[
b(z) = b_0(1 + z)^{b_1},
\]

and

\[
c(z) = c_0(1 + z)^{c_1}.
\]

The best-fitting values of these parameters are obtained from table 2 of Bocquet et al. (2016) for the Hydro simulation.

In low-mass haloes \( M_h < 10^{11.5} M_\odot \) the predictions from the EAGLE simulation agrees very well with the NFW profile. This range of halo masses corresponds to dwarf galaxies, where the baryon fraction of stellar to halo mass is very low and the dark matter dominates the mass budget. The critical surface density indicated that haloes in this range are very inefficient lenses, not being able to produce multiple images. The SISSA model still predicts that there are baryons in these haloes, but concentrated in lower radial scales beyond the probed range of the EAGLE simulation.

In intermediate-mass haloes \( 10^{11.5} < M_h < 10^{13.5} M_\odot \) the EAGLE density profile gradually departs from the NFW model as baryons start to play an important role. This range of halo masses corresponds to typical early-type galaxies, where the baryon fraction peaks causing baryonic effects to be more prominent. The dense central regions in these objects, which result from the contribution of baryons, makes them very efficient lenses. There is a fairly good agreement between the EAGLE model and both the SIS and SISSA models in this range.

In high-mass haloes \( M_h > 10^{13.5} M_\odot \) the EAGLE model agrees fairly well with the NFW model for radii larger than about \( \sim 10 \) kpc, while their central regions are still dominated by the presence of baryons. This range of halo masses corresponds to groups/clusters of galaxies, where the baryon fraction gradually decreases until it reaches the universal mean value \( f_b = \Omega_b/\Omega_m \). The SISSA model in this range produces much denser central regions as expected, since it is not intended for the description of groups/clusters of galaxies (does not account for the increase in the ratio of halo to stellar mass as the halo grows).

3.3.2 Image separation

Assuming that light rays are coming from a distant point-like source and crossing the lens plane at an angular position \( \theta \), they will get deflected by an angle \( \alpha(\theta) \) that is given by

\[
\alpha(\theta | z_l, z_s, M_h) = \frac{2}{\theta} \int_0^\theta d\theta \frac{\Sigma(D_h | z_l, M_h)}{\Sigma_c(z_l, z_s)}.
\]

This property strongly depends on the mass enclosed within the radius \( R = D_h \theta \). The true and observed positions of the source in the sky are related through the simple transformation from the lens to the source plane,

\[
\beta(\theta) = \theta - \frac{\theta}{|\theta|} \alpha(\theta),
\]
referred to as the lens equation. The solutions of the lens equation \( \theta_i \),
given the position of the source \( \beta \) in the source plane, will give the
positions of the lensed images in the lens plane. The magnification
of individual images can then be computed from

\[
\mu(\theta_i|z_l, z_s, M_h) = \frac{1}{\lambda_{i,t}},
\]

with

\[
\lambda_{i,t} = 1 - \kappa(\theta_i) \pm \gamma(\theta_i),
\]

where the quantities \( \kappa(\theta) = \Sigma(\theta)/\Sigma_c \) and \( \gamma(\theta) = \alpha(\theta)/\theta - \kappa(\theta) \)
are the convergence and shear, respectively, given as a function of
the angular position in the lens plane. Therefore, the total magnification
of the source, at position \( \beta \) in the source plane, is computed
by summing up the absolute values of the magnifications of the individual
images \( \mu_i \) that are formed.

The quantities \( \lambda_{i,t} \) in the denominator of equation (19) define
the radial and tangential critical curves in the lens plane, where
the magnification diverges (when \( \lambda_{i,t} \) become zero). The Einstein
radius for a specific halo density profile corresponds to the radius
tangential critical curve, from which we compute the image separation
for a set of lens and source parameters as twice its value. Fig. 3 shows how the image separation changes as a function of
the halo mass for the different halo models. We can see that EAGLE predicts far smaller image separations for lenses with a mass \( 10^{11.5} < M_h < 10^{12.5} M_\odot \) compared to the SIS and SISSA models, while in the range \( 10^{12.5} < M_h < 10^{13.5} M_\odot \) there is a good agreement.

### 3.3.3 Cross-section

The most important quantity for studies of strong lens statistics is the cross-section. This is defined as the area in the source plane
where the source has to lie in order to have a total magnification
of \( \mu \). For a spherically symmetric mass distribution the cross-section can be easily computed by

\[
\sigma(\geq \mu, z_l, z_s, M_h) = \pi \beta^2(\mu),
\]

where \( \beta(\mu) \) is the radius in the source plane corresponding to a magnification \( \mu \).

We calculated the cross-section using a minimum magnification factor of \( \mu_{\text{min}} = 2 \). For the SIS model, this corresponds to the strong-lensing regime in which multiple images are produced. We used the same minimum magnification factor for the other density profiles, even though this is not the magnification at which multiple images start to be seen. This was partly for consistency but also because we did not originally select our sample of lensed sources because they had multiple images but because their flux densities were amplified enough to be detected in a sample of bright 500-\( \mu \)m sources.

Fig. 4 shows the behaviour of the cross-section as a function of the halo mass for the different halo models, only for the range of galaxy-scale lenses. As illustrated in the figure, for the range of masses relevant to galaxy-scale lenses \( 10^{11.5} < M_h < 10^{12.5} M_\odot \), there is an agreement between the SIS, SISSA, and EAGLE models. As the halo mass grows above \( 10^{12.5} M_\odot \) the EAGLE’s cross-section behaviour starts to divert from these and slightly becomes similar to that of the NFW model.

#### 3.3.4 Magnification bias

‘Magnification bias’ leads to lensed systems being over-represented in a flux-limited or magnitude-limited sample because there are more low-luminosity sources in the universe, which lensing can boost over the flux limit, than high-luminosity sources (e.g. Eales 2015; Mason et al. 2015). Our study is immune to this effect because our statistical methodology (Section 3.4) is based on the assumption that we have found (it does not matter in what way) a sample of lensed sources, and we then consider the conditional probability of the Einstein radius given a particular source redshift. However, because shallower density distributions produce larger magnifications, magnification bias could potentially distort the distributions of Einstein radii that we measure. We have modelled this bias in the following way.
is the comoving volume element per unit of \( z_i \) interval and solid angle, while \( d^3N/dM_d dV \) is the number density of deflectors per units of \( M_h \) interval at different redshifts.

The total lensing probability \( P(z_s, \geq \mu) \) can be computed by integrating equation (23) over the lens redshift and halo mass ranges. To calculate the probability distribution of image separations we insert a selection function in the integral in order to select only the combination of parameters that produce image separations in the interval \( \theta \pm d\theta \). The probability distribution as a function of the image separation then becomes

\[
P(\theta \mid z_s, \geq \mu) = \int_0^{z_s} d\zeta_1 \int_{r_0}^{\infty} dM_h \frac{dP}{d\zeta dM} \delta[\theta - \tilde{\theta}(\zeta_1, z_s, M_h)].
\]

where \( \tilde{\theta}(\zeta_1, z_s, M_h) \) is calculated for each model as twice the Einstein radius (tangential critical curve) and the Dirac \( \delta \) function is unity if the combination of parameters corresponds to image separation \( \tilde{\theta} \) in the interval \( (\theta - d\theta, \theta + d\theta) \).

The amplitude of the image separation distribution in equation (25) increases with increasing source redshift independently of the angular scale, since we sample a larger volume of the universe. The normalized image separation distribution on the other hand,

\[
p(\theta \mid z_s, \geq \mu) = \frac{P(\theta \mid z_s, \geq \mu)}{\int_0^{\infty} d\theta P(\theta \mid z_s, \geq \mu)},
\]

is quite insensitive to the source population and the cosmological parameters (Oguri 2002). Comparing the predicted normalized distribution with the observed one, we therefore probe the combination of the halo mass function and density profiles of haloes that affect the shape of the distribution.

In our analysis we assume a two-transition mass model, following the methodology adopted in previous studies (Porciani & Madau 2000; Kochanek & White 2001; Oguri 2002; Kuhlen, Keeton & Madau 2004). This approach was introduced in order to account for baryons, which probably affect the shape of halo’s density profile by means of adiabatic contraction (Blumenthal et al. 1986) and cooling (White & Rees 1978) when the baryon fraction is relatively high. In our model, haloes below the mass \( M_{\text{min}} \) (corresponding to dwarf galaxies) and above \( M_{\text{max}} \) (corresponding to clusters of galaxies) are described by the NFW profile to account for the expected low baryon fraction. In the intermediate-mass range (corresponding to early-type galaxies) haloes are described by either the SIS or SISSA model, where the baryon fraction is expected to reach the peak.

Another quantity that was introduced in the analytic description of the SIS and SISSA models in Lapi et al. (2012) is the virialization redshift of the lens \( z_{\text{vir}} \). According to their study, the frequently made approximation \( z_{\text{vir}} \approx z_1 \) leads to an underestimate of the lensing probability. This is because a lower value of the virialization redshift leads to an overestimation of the halo size and therefore to an underestimate of the halo’s density. As a result, a higher upper transition mass would be necessary in order to match the observed distribution of image separations. We examine the effect of the virialization redshift on the transition masses of our model by considering both a \( z_{\text{vir}} = z_1 \) and \( z_{\text{vir}} = 2.5 \) (see Lapi et al. 2012 for details) when computing the theoretical distribution of image separations.

4 RESULTS

In this section we follow the methodology described in Section 3, to derive the theoretical distributions of image separations. We then compare our model predictions with the normalized histogram of the

\[
\frac{d^3V}{dz_\Omega} = \frac{c (1 + z_i)^2 D_{\text{L}}^2(z_i)}{H_0 E(z_i)} ,
\]

Figure 5. The magnification function bias as a function of the image separation, computed for a luminosity function \( \Phi(L) \propto L^{-2.1} \). The calculation is performed for different lens model: SIS (green), NFW (blue), SISSA (red), and EAGLE (black). The various red lines correspond to the SISSA model adopting different choices for the ratio of stellar to halo mass. The inset plot shows a zoom in to the smaller angular scales.

The magnification bias causes sources that are fainter than the limiting magnitude of the survey to be detected in the sample. We define this bias factor as

\[
B(L|z_s) = \frac{2}{\beta^2} \int_0^\beta \frac{\Phi(L/\mu(\beta)|z_s)}{\mu(\beta)} d\beta,
\]

where \( \Phi(L|z_s) \) is the luminosity function. We calculate how the bias factor depends on image separation for the different density distributions. We assume that the luminosity function follows a power law with the form \( \Phi(L|z_s) \propto L^{-2.1} \), which is a good approximation to the form of the submillimetre luminosity function at high luminosities (Gruppioni et al. 2013), and we assume this is the same for all source redshifts.

Fig. 5 shows the computed magnification bias as a function of the image separation for the different lens models. Although, in principle, we could use our models to correct for this effect, we have decided not to do this because the luminosity function for submillimetre sources is still very poorly constrained, and so the model is very uncertain. Fig. 5 shows that there will be no effect for the SIS model, because the magnification bias is independent of angular image separation, but the effect for the other density profiles may be significant.

3.4 Formalism of strong lens statistics

We adopt the standard formalism for computing lensing statistics (Turner, Ostriker & Gott 1984), where we consider a population of dark matter haloes that act as deflectors located at redshift \( z_i \) and can be characterized by their mass \( M_h \). The differential probability that a source at redshift \( z_s \) is strongly lensed with total magnification \( \geq \mu \) by that population of deflectors is given by

\[
\frac{dP}{dz_i dM_h} = \frac{d^3N}{dM_h dV} \frac{d^3V}{dz_\Omega} \delta(\geq \mu, z_i, z_s, M_h),
\]

where

\[
\frac{d^3V}{dz_\Omega} = \frac{c}{H_0} \frac{(1 + z_i)^2 D_{\text{L}}^2(z_i)}{E(z_i)}.
\]
observed image separations for two samples of Herschel-selected lensed sources. We emphasize that the use of the conditional probability distribution means that our analysis is independent of the properties of the source population. We carry out the analysis separately for the sample of sources observed with ALMA and SMA.

4.1 Comparison with observations

We derive the values of our two transition-mass models, described in Section 3.4, by performing a standard $\chi^2$ minimization method:

$$\chi^2 = \sum_i \frac{(P(\theta_i|\geq \mu) - P'(\theta_i|\geq \mu))^2}{\sigma^2(\theta_i)}.$$  

(27)

where $P(\theta)$ and $P'(\theta)$ are the observed and theoretical normalized image separation distributions, respectively. The quantity $\sigma(\theta)$ is the standard deviation of each bin of the observed histogram of image separations, which is derived from Poisson statistics.

Fig. 6 shows a comparison of the observed and predicted distributions of image separations. The black solid line shows the predicted distribution using the analytic mass density distribution obtained from the EAGLE simulation (equation 9). This agrees fairly well with the observations, and does not require the imposition of transition masses. The other lines show the predictions of our analytic models with two transition masses. The graphs show our predictions adopting a virialization redshift $z_{\text{vir}} = z_l$ and $z_{\text{vir}} = 2.5$ as straight and dashed lines, respectively.

The grey histograms in each graph correspond to the observed distributions for the sample of sources observed with ALMA on the left-hand side, and with the sample of sources observed with SMA that was used in our previous study (Eales 2015), on the right-hand side. The best-fitting values of the two transition masses are shown in Table 3 for the two different choice of virialization redshift along with the different choices of halo density profiles and observed sample. In order to account for the uncertainty on the measured image separations, we perform 100 simulations for each measurement by resampling each value at random from a Gaussian distribution with a standard deviation equal the value’s error. For each realization of the observed distribution we perform the above fitting procedure and we end up with a distribution for the upper transition mass from which we derive its errors.

In our analysis we decided to exclude the object J141351.9−000026, which as discussed in Section 2 has a very large Einstein radius as a result of lensing by a galaxy cluster. If we were to include this object in the analysis there would not be any significant difference in the constrained value of the maximum transition masses. This is because the constrain is more sensitive to the contribution from the galaxy scale lenses. Increasing the maximum transition mass will shift the kink of the distribution to larger scales and the lack of objects in that range constrains its value. Including an object with significantly larger Einstein radius than where the kink is observed will not significantly contribute to the fitting method. Furthermore, no proper modelling has been performed for this object to extract the value of its Einstein radius.

Predictions adopting either of the analytic profiles, SIS and SIS, as well as the density profile derived from the EAGLE simulation, seem to be in good agreement with observations. Furthermore, comparing the fitted values of the upper transition mass that were obtained for the different samples of lenses, we find a slight difference that is not significant (i.e., $<1\sigma$). As mentioned in Section 2, the observed distribution of image separations, for the SMA sample, is biased towards lower angular separations, which leads to an underestimate of the upper transition mass. Concerning the lower transition mass, we are still not in a position to set good constrains because our fitting method cannot distinguish models with $M_{\text{min}} \lesssim 10^{12.5} M_\odot$. Finally, the virialization redshift strongly affects the resulting transition masses, pushing them to lower values. However, there is still no evidence to support such a low-transition mass between galaxies and clusters.

5 DISCUSSION AND CONCLUSIONS

Wide-area extragalactic surveys conducted at submillimetre wavelengths have allowed us to discover a new population of strongly lensed galaxies (Negrello et al. 2010, 2017; Nayyeri et al. 2016). Their potential to produce very large samples of strong lenses (Gonzalez-Nuevo et al. 2012) and the simplicity of the selection function (Blain 1996; Perrotta et al. 2002, 2003; Negrello et al. 2007) will greatly benefit the study of strong lens statistics, a subject that has previously been studied by optical (Bolton et al. 2006; More et al. 2012) and radio surveys (Browne et al. 2003; Oguri et al. 2006). Extragalactic surveys undertaken with Herschel Space Observatory have demonstrated the potential of this method by producing large samples of candidate strong lenses (Wardlow et al. 2013; Nayyeri et al. 2016; Negrello et al. 2017). We carried out follow-up observations with ALMA of 16 candidate strongly lensed Herschel sources, selected from the H-ATLAS and HeLMs surveys, expecting that based on their bright 500-μm flux densities that they should be lensed. Out of these sources, 15 show clear evidence of lensing features.

In this study we predict the distribution of image separations of strongly lensed systems produced by a population of dark matter haloes parametrized by the halo mass function derived from hydrodynamical cosmological simulations (Bocquet et al. 2016). The largest uncertainty that enters the calculation of the theoretical image separation distribution is the total mass distribution of these haloes, which is the primary focus of this study. For the first time we used a halo density profile that was derived from the EAGLE simulation (Schaller et al. 2015a,b), which is calibrated so that it provides a good fit across a wide range of halo masses. We showed that the combination of mass density distributions and the halo mass function predicted by cosmological numerical simulations can reproduce the observed distribution of image separation of strong lenses found in submillimetre surveys.

We also consider a different approach adopting analytical recipes for the description of the total mass distribution in dark matter haloes. Since there is not a single analytic model to describe halo density profiles across the whole range of halo masses we introduce two transition masses between dwarf to early-type galaxies and early-type to cluster of galaxies, respectively. For the description of early-type galaxy haloes we consider two approaches, the SIS and SIS, models, while for dwarfs and cluster of galaxies we adopt the NFW model. We utilize our samples of strong lenses from which we derive the observed distribution of image separation, in order to constrain the values of the transition masses. We were able to set good constrains on the maximum transition mass (see Table 3). Our results agree with previous studies of strong lens statistics using the CLASS (Browne et al. 2003; Myers et al. 2003) sample of strong lenses, where they place the value of the upper transition mass at $\sim 10^{13} M_\odot$ (Porciani & Madau 2000; Kochanek & White 2001; Li & Ostriker 2002; Oguri 2002; Kuhlen et al. 2004). A complementary approach was adopted by Oguri (2006) in which the author used a two-component halo density profile, composed of an NFW dark matter halo and a Hernquist model for the central galaxy, that also
ALMA observations of lensed Herschel sources

The predicted distribution of image separations adopting either the SIS (green) or SISSA (red) profiles for galaxy-scale lenses and following the procedure described in Section 4.1. The predicted distribution of image separation, which was derived assuming a halo model calibrated from the EAGLE simulation results, is shown with black dashed lines. Left- and right-hand panels correspond to the fits with the two samples of lenses followed-up with ALMA and SMA, respectively. The grey-scale histograms are the observed distributions of our samples. The figure insets show the distribution of the upper mass-transition parameter after performing ~100 realizations. The predictions adopting a virialization redshift \( z_{\text{vir}} = 2.5 \) are shown as dashed lines.
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Table 3. Best-fitting value of the two transition masses that were used in our analytic model, adopting either the SIS or SISSA model for the description of galaxy-scale lenses. These values were derived assuming a virialization redshift \( z_{\text{vir}} = 2.5 \) for the first two rows and \( z_{\text{vir}} = 2.5 \) for the last two.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \log(\text{M}_{\text{min}}) \text{SIS} )</th>
<th>( \log(\text{M}_{\text{max}}) \text{SIS} )</th>
<th>( \log(\text{M}_{\text{min}}) \text{SISSA} )</th>
<th>( \log(\text{M}_{\text{max}}) \text{SISSA} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALMA ( z_{\text{vir}} = 2.5 )</td>
<td>( \leq 12.4 )</td>
<td>( 13.25 \pm 0.10 )</td>
<td>( \leq 12.3 )</td>
<td>( 13.20 \pm 0.11 )</td>
</tr>
<tr>
<td>SMA ( z_{\text{vir}} = 2.5 )</td>
<td>( \leq 12.2 )</td>
<td>( 13.19 \pm 0.07 )</td>
<td>( \leq 12.0 )</td>
<td>( 13.20 \pm 0.06 )</td>
</tr>
<tr>
<td>ALMA ( z_{\text{vir}} = 2.5 )</td>
<td>( \leq 12.1 )</td>
<td>( 12.56 \pm 0.13 )</td>
<td>( \leq 12.1 )</td>
<td>( 12.48 \pm 0.10 )</td>
</tr>
<tr>
<td>SMA ( z_{\text{vir}} = 2.5 )</td>
<td>( \leq 11.9 )</td>
<td>( 12.54 \pm 0.07 )</td>
<td>( \leq 11.9 )</td>
<td>( 12.42 \pm 0.10 )</td>
</tr>
</tbody>
</table>

considers the effect of adiabatic contraction of dark matter. This profile has a smooth transition between galaxy and cluster scale lenses and does not require the assumption of a transition mass and has the potential to better account for the contribution from group-scale lenses. This profile seems to provide a relatively good fit to radio (Oguri 2006) and optical data (More et al. 2012). However, as our sample is still limited in numbers to make such distinctions between models, we have not considered this approach.

A larger sample is also required in order to distinguish between models with a minimum transition mass \( < 10^{12} M_\odot \) (Ma 2003). However, our candidate sample selection does not have any completeness issues at low angular resolutions as optical surveys do (More et al. 2016). This is because our selection is purely flux based and does not require the identification of individual multiply lensed images. Since our sample has no biases at small angular separation, follow up observations with ALMA can in fact probe the subarcsec scale of the image separation distribution (see e.g. HeLMS J235331.9+031718).

We also examined the effect of varying the virialization redshift of the lens \( z_{\text{vir}} \), which is one of the parameters of our analytic models. Previous studies of strong lens statistics have ignored its effect and always assumed that it coincides with the actual redshift of the halo \( z_{\text{vir}} = z_l \). Lapi et al. (2012) argue that this approximation leads to an overestimate of the halo’s size and, subsequently, to an underestimate of the lensing probability. We showed that adopting the value suggested by Lapi et al. (2012), \( z_{\text{vir}} = 2.5 \), the constrained value of the maximum transition mass significantly decreases (see Table 3).

This approach of predicting the distribution of image separation based on the population of dark matter haloes selected on the basis of their halo mass provides a confirmation of the standard cold dark matter paradigm. However, the current samples of strong lenses are still not large enough in order to able to distinguish between the different models that attempt to describe the internal structure of these haloes. Scaling from the errors in Fig. 6 we estimate that a sample of \( \sim 500 \) would be required for this distinction to be made possible.

Is it practical to produce such a large sample of lensed sources. González-Nuevo et al. (2012) have proposed a method for finding at least 1000 lensed sources from the Herschel surveys. However, their method is based on finding galaxies that lie close to the position of a Herschel source, and therefore have a high probability of being associated with it, but which have much lower estimated redshifts than the Herschel source. This method will therefore be biased towards lensing systems with small image separations and so is not suitable for our purpose.
The most promising method is a variant of the method used by Negrello et al. (2010). There are only ~150 probable lensed sources with the $500\mu$m flux densities $>100$ mJy (Nayyeri et al. 2016; Negrello et al. 2017), the cut-off used by Negrello et al. (2010). However, Negrello et al. (2010) estimate that the fraction of high-redshift *Herschel* sources that are strongly lensed is >50 per cent down to a $500\mu$m flux density of $>50$mJy. We have shown in this paper that observations with ALMA with exposure times of only a few minutes are enough to show that a bright *Herschel* source is lensed. Therefore, a programme to obtain short ALMA continuum observations of 500–1000 bright *Herschel* sources seems a practical way of assembling the required sample of 500 lensed systems. The most challenging part of the programme would be to obtain redshifts for the sources. However, 15-min ALMA observations are often enough to obtain a redshift for a bright *Herschel* source. Therefore, even this part of the project seems practical in an ALMA Large Program. In the slightly longer term, continuum surveys with the Square Kilometre Array will contain tens of thousands of lensed sources (Mancuso et al. 2015).
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APPENDIX: UNDERSTANDING THE SISSA MODEL

In this section we show the effects of the various ingredients that enter the calculation of cumulative image separation distribution (see Fig. A1). This is calculated from equation (25) by substituting the Dirac \( \delta \) function by the Heaviside step function. For this particular calculation only we use the standard method for computing cross-sections as \( \sigma = \pi \beta_{cr}^2 \), where \( \beta_{cr} \) is the radial caustic within which multiple images are formed.

A1 Variation in \( z_s \)

The source redshift, \( z_s \), predominantly affects the amplitude of the distribution. This is to be expected since a higher source redshift corresponds to a larger volume of the Universe being considered. However, the predicted distributions of image separations in Section 4 are normalized and therefore this additional factor cancels out.

A2 Variation in halo mass function

The use of different halo mass functions models has very little effect on the distribution of image separations. The T08 and Bocquet mass functions assume the same formalism but their parameters are calibrated from dark matter only and Hydro cosmological simulations, respectively. We also make use of the halo mass function by Jenkins et al. (2001). Comparing the halo mass functions themselves we find that the effect of baryons is to suppress only slightly the creation of massive haloes but only at small redshifts. At higher redshifts they tend to agree fairly well.

A3 Variation in \( M_{\text{max}} \)

The upper transition mass \( M_{\text{max}} \) parametrizes the change from galaxy-sized SISSA to group- and cluster-sized NFW lenses. This parameter determined the position of the kink in the image separation distribution. For an upper transition mass of \( \log M_{\text{max}} = 13.50 \) this transition occurs at \( \theta = 7 \) arcsec. Lowering the transition mass to \( \log M_{\text{max}} = 13.25 \) shifts this transition down to \( \theta = 4 \) arcsec, while increasing it to \( \log M_{\text{max}} = 13.75 \) this transition shifts up to \( \theta = 10 \) arcsec.

A4 Variation in \( M_{\text{vir}}/M_* \) ratio

The ratio between the halo and stellar mass, \( M_{\text{vir}}/M_* \), is an important parameter in the SISSA model and its effect on the distribution of image separations is twofold. First, we see that increasing this ratio from 10 to 50, the abundance of arcsec-scale lenses decreases by almost a factor of \( \sim 5 \). Secondly, it affects the kink of the distribution by shifting it from \( \theta = 5 \) to 10 arcsec.

A5 Variation in \( \sigma_{\text{log}c} \)

The parameter \( \sigma_{\text{log}c} \) controls the standard deviation of the distribution of concentration parameters. This distribution is expected to have a scatter that is well described by a lognormal distribution:

\[
    p(c) = \frac{1}{\sqrt{2\pi\sigma_{\text{log}c}}} \exp \left[ -\frac{(\log c - \log \bar{c})^2}{2\sigma_{\text{log}c}^2} \right],
\]

where the \( \bar{c} \) is given by equation (2). The SIS model does not depend on this parameter and therefore arcsec-scale lenses produced by galaxies adopting this model are not affected by any changes (Takahashi & Chiba 2001; Kuhlen et al. 2004; Oguri 2006). However, this parameter does enter in the SISSA model through the NFW component. Although, its effect is not as drastic as it is for the

\[\text{SISSA + NFW}\]
wide-separation lenses produce by galaxy groups and cluster adopting a pure NFW model, it’s still affects the resulting distribution of image separation by shifting the kink by a few arcsec.

**A6 Variation in $z_{\text{vir}}$**

As described in Section 3.1 the commonly made approximation that the virialization redshift in equal to the observed redshift lead to an overestimation of the halo size and therefore a decrease of the halo’s density, making haloes less efficient. Adopting a virialization redshift $z_{\text{vir}} = 2.5$ drastically shifts the kink of the distribution to larger angular scales, as well as it increases the abundance of galaxy-scale lenses. In this case the virialization redshift is introduced only for the SISSA model, as it would be unrealistic to assume that group- and cluster-scale lenses had been virialized at such high redshift.
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