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Abstract

Studying citation patterns of scholarly articles has been of interest to many researchers from various disciplines. While the relationship of citations and scientific impact has been widely studied in the literature, in this paper we develop the idea of analyzing the semantic distance of scholarly articles in a citation network (citation-distance network) to uncover patterns that reflect scientific impact. More specifically, we compare two types of publications in terms of their citation-distance patterns, seminal publications and literature reviews, and focus on their referencing patterns as well as on publications which cite them. We show that seminal publications are associated with a larger semantic distance, measured using the content of the articles, between their references and the citing publications, while literature reviews tend to cite publications from a wider range of topics. Our motivation is to understand and utilize this information to create new research evaluation metrics which would better reflect scientific impact.
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1. Introduction

With the enormous and ever-growing number of research articles being published every year (Jinha, 2010) and (Laakso and Björk, 2012), researchers more and more often resort to using research evaluation metrics such as journal and publication citation indexes, as a proxy to quality and importance. Research metrics have been applied in various scenarios, from search and recommendation (Carevic and Schaar, 2014) to grant and tenure awards (Meho, 2007). Due to many drawbacks and limitations of the purely citation-based methods (Seglen, 1992) and (Seglen, 1997), recent years have seen the emergence of many new approaches and alternatives to the traditional bibliometrics, most notably metrics often referred to collectively as altmetrics (Priem et al., 2010) and webometrics (Almind and Ingwersen, 1997), which rely on data collected from the Web, such as download counts and social and news media mentions, and semantometrics (Knoth and Herrmannova, 2014), which measure how far each discovery takes us by utilizing publication full texts.

While citation networks have been widely studied in the literature, a number of works have recently developed the idea of studying citation patterns in combination with content similarity. In this paper we further explore this area and study how these citation-distance patterns reflect scientific impact. Our motivation is to explore whether certain patterns could be utilized in research evaluation to create new research evaluation metrics which reflect scientific impact more accurately than the widely used citation counts. We argue that measuring just the number of interactions in the scholarly communication network does not provide enough information for a sufficient understanding of the contributions a publication had, and posit that publication manuscript, in addition to the number of interactions, is needed to assess the value of a publication. For example, literature review publications are known to be highly cited, yet their main aim is to educate rather than influence a research area the way seminal publications do.

To this end we study the differences between citation-distance patterns of seminal publications and literature reviews. In this sense, these two types of papers represent extreme cases, as literature reviews, by definition, do not provide new ideas, while seminal publications greatly influence later developments. We believe research evaluation metrics, especially those focused on research impact, should be able to distinguish between these publication types. Our motivation is to understand and utilize information about the citation-distance patterns of these publications to create new research evaluation metrics which would better reflect scientific impact.

2. Related Work

A number of researchers have recently explored the idea of studying citation patterns in terms of content similarity, and utilizing these patterns for various tasks related to research evaluation. (Gerrish and Blei, 2010) have used a dynamic topic model to model thematic changes of content of documents, which was then used to create a Document Influence Model for measuring the importance of individual documents within a collection. (Yan et al., 2012) have used similarity between a publication and its references, which was calculated using Kullback-Leibler divergence of the content, to assess novelty. (Knoth and Herrmannova, 2014) have used semantic distance between publications...
which have cited a given publication and the publications cited by the publication to assess research contribution. In their case, distance was calculated using cosine similarity between \( tf-idf \) term-document vectors. \cite{Whalen2015} have used distance between a publication and publications that cite it, which was also calculated as cosine similarity, to predict future citations. In this paper we further explore the idea of studying citation patterns in terms of content similarity. To do this, we use the recently released TrueImpactDataset \cite{Herrmannova2017} which contains publications of two types, seminal publications and literature reviews, and compare the citation patterns of these two types of publications in terms of content distance.

3. Methodology

Our greatest interest lies in understanding how can we take into account publication content to improve automated research evaluation. We investigate citation networks in terms of content distance and study how the uncovered patterns can be used for identifying highly influential publications. Specifically, we investigate the relations in a citation network studied in \cite{Yan2012}, \cite{KnothHerrmannova2014} and \cite{Whalen2015}, which are depicted in Figure 1.

![Figure 1: Neighborhood of a single publication P and relations between publications in the neighborhood which we investigate.](image)

In the figure, node \( P \) represents the publication of interest, the yellow nodes (set \( X \)) represent publications cited by \( P \) (its references), and the blue nodes (set \( Y \)) represent publications that cited \( P \). The relations between these publications, which are studied in this paper, are labeled \( A, B \) and \( C \) in the figure. In addition to the relations mentioned above, we also study the relations between the cited papers (regardless of whether there is a direct citation edge between them, these relations are labeled \( D \)), and between the citing papers (\( E \)).

The idea of studying the citing and cited publications is based on the process of how research builds on the existing knowledge in order to create new knowledge. In citation networks, the nodes, which are scholarly publications, are connected by citation relations which represent knowledge flows between the publications. While the cited papers are representative of the state-of-the-art in the domain of the publication in question (the publication itself contains only a fraction of the knowledge on which it is built, while the cited publications represent this knowledge more completely), the citing publications represent areas of application of the publication in question. Incorporating content into the analysis of citation behavior enables us to distinguish articles which draw on or influence diverse research areas from those which work within one specific discipline. Furthermore, the assumption, and a hypothesis made by both \cite{KnothHerrmannova2014} and \cite{Whalen2015}, is that useful innovation will propagate in the form of new knowledge to the citing publications leading to a higher distance between the cited and citing publications.

To measure the distance we use the cosine similarity measure on \( tf-idf \) term-document vectors created from the publications’ abstracts. We then calculate the distance of two publications as \( \text{dist}(p_1, p_2) = 1 - \text{sim}(p_1, p_2) \), where \( \text{sim}(p_1, p_2) \) is the cosine similarity between the \( tf-idf \) term vectors. Each set of relations \( A-E \) described above is represented as a set of distances (for example a set of distances between a publication and each of its references).

We define a set of metrics applied on the distributions induced by the distances. An example of what characteristics we aim to distinguish is whether literature review publications typically cite a wider range of topics than seminal publications and whether seminal publications tend to work within a narrower area. The metrics we use to describe the distance distributions are: (1) minimum, (2) maximum, (3) range (difference between maximum and minimum), (4) sum of the distances, (5) mean distance, (6) standard deviation, (7) variance of the distances, (8) 25\(^{th}\) percentile, (9) 50\(^{th}\) percentile (median), (10) 75\(^{th}\) percentile, (11) skewness, which is a measure of the asymmetry of the distribution, negative skew means the left tail is longer, positive skew means the right tail is longer, and (12) kurtosis, which is a measure of whether the data are heavy- or light-tailed, higher value means sharper peak. Because we describe each of the 5 distance distributions with 12 metrics, we have 60 features (features F1-F60) describing a publication’s neighborhood.

4. Data

To collect all data needed for studying the relations introduced in the previous section, we have used three data sources:

1. TrueImpactDataset\footnote{http://trueimpactdataset.semantometrics.org/} \cite{Herrmannova2017}, which provides us with seminal publications and literature reviews (i.e. the \( P \) node in Figure 1).

2. Microsoft Academic (MA) API\footnote{http://aka.ms/academicgraph/} \cite{Sinha2015} which we use to collect metadata (authors, year, venue, DOI, etc.) of the citing and cited publications (blue and yellow nodes in Figure 1).

3. Mendeley API\footnote{http://dev.mendeley.com/} which we use to collect abstracts (since MA does not contain abstracts).
Table 1 shows the size of the dataset. After collecting all needed data the size of the dataset was reduced to 276 publications (i.e. publications with at least one reference or at least one citation) – 126 literature reviews and 150 seminal publications.

<table>
<thead>
<tr>
<th>Publications in TrueImpactDataset</th>
<th>314</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrueImpactDataset publications in MA</td>
<td>298</td>
</tr>
<tr>
<td>Pubs with at least one citation in MA</td>
<td>269</td>
</tr>
<tr>
<td>Pubs with at least one reference in MA</td>
<td>215</td>
</tr>
<tr>
<td>At least one cit. and one ref. in MA</td>
<td>209</td>
</tr>
<tr>
<td>Total number of citing papers</td>
<td>154,056</td>
</tr>
<tr>
<td>Total number of references</td>
<td>13,599</td>
</tr>
</tbody>
</table>

Table 1: Dataset size. The table shows for how many of the TrueImpactDataset publications we managed to get the needed metadata and how many additional publications we collected.

5. Experiments and Results

We begin by comparing the properties of seminal publications and literature reviews. We investigate how these two types of papers are situated with regard to the extracted features. To understand which features might assist with the task we calculate an independent one-tailed t-test for each feature. The t-test is a measure commonly used to assess whether two sets of data are statistically different from each other. In other words, it helps to determine the features that can distinguish literature reviews from seminal papers.

To test the significance, we set the significance threshold at 0.05. Out of the 60 features, 27 result in p-value higher than 0.05. In this case we accept the null hypothesis of equal means. As the t-test tells us the values of these features are not significantly different for the two sets of papers, we remove these features from further analysis. The removed features are crossed out in Table 2.

From Table 2 it is obvious that there is not a single type of feature which describes well all five distributions. Furthermore, as most of the features describing the distribution \( E \) (distances between papers citing a publication) were removed, it seems this distribution does not offer much information for this task.

Next, we create a histogram for each feature and by comparing these histograms for the two publication types we gain insight into norms and placement of seminal publications and literature reviews in terms of their citation patterns. Figure 2 shows histograms of the remaining features, with seminal publications and literature reviews distinguished by color. In all of the histograms literature reviews are represented with dashed lines with circle points, while seminal publications with full lines with square points. The numbers in the legend of each plot show how many publications were used to produce each histogram (the numbers differ in case our data was incomplete and we could not calculate the given feature for all publications). To preserve space we do not show here histograms of all of the remaining features F1-F60, but instead we select 15 features with interesting properties.

Table 2: The columns in the table represent the five distance distributions studied here, the rows represent the 12 metrics used to describe each of the distance distributions, and the cells represent individual features. The second row of the header provides an explanation for which distance each column represents, e.g. \( C-R \) means the distance between citing papers and references, \( P-R \) means the distance between the publication and its references, \( C-P \) means the distance between the citation papers and the publication in question, and so forth. The crossed-out features are those which we removed from further analysis.

In general, various metrics seem quite consistent across both groups. However, these metrics also reveal some important differences in citation patterns of seminal publications and literature reviews. First, one of our expectations and a hypothesis made by both \( \text{Knoth and Herrmannova, 2014} \) and \( \text{Whalen et al., 2015} \) is that useful innovation introduced by a publication will propagate in the form of new knowledge to the citing publications, leading to a higher distance between the publication and the citing publications (distance \( C \)) as well as between the references and citing publications (distance \( A \)). This is confirmed by higher average distances of both distributions in case of seminal publications (features F5 and F29). This is further supported by a lower standard deviation of the \( A \) and \( C \) distance distributions for seminal papers (features F6 and F30).

Secondly, the distribution of distances between a publication and its references seems consistent with our expectations. In the case of literature reviews, the minimal distance between the publication and its references is on average smaller than for seminal papers (F13). At the same time, the difference between the most similar and most dissimilar reference is higher for literature reviews (F15). Furthermore the sum of distances between the publication and its references is higher for literature reviews than for seminal papers (F16), which is likely because reference lists of literature reviews are typically long.

5.1. Citation Patterns and Publication Importance

In this section we explore the relation between the perceived impact of publications and the different metrics used to measure it. Although the above analysis of the separate
features revealed distinct differences between the citation behavior of seminal and literature reviews, we are interested in analyzing whether the revealed patterns help in distinguishing important seminal publications from literature reviews better than current research evaluation methods. To be able to compare features in terms of accuracy we approach this question as a classification task.

After testing different classifiers (specifically SVM, logistic regression, decision tree and Naïve Bayes), we have selected Naïve Bayes (NB) classifier as a classifier which works well on our dataset and our task across different setups. In our classification experiment we use a leave-one-out cross-validation setup, that is we repeatedly train on all but one publication and then test the performance of the model on the publication we left out of the training. The performance is evaluated using accuracy, considering seminal papers as the positive class. We compare the results against a baseline which always predicts the most frequent label (a seminal publication).

To understand the contribution of each feature, we trained and tested the NB classifier using a single feature at a time and calculated accuracy using each feature. This is again done in a leave-one-out cross-validation setup. For comparison we also train a classifier using citation counts as a single feature (specifically citation counts of each seminal and literature review publication obtained from MA). We are interested in analyzing whether some content-based features distinguish between these two types of publications better than citation counts. Table 3 shows results for top 10 features according to classification accuracy, as well as for citation counts, which were the 22. best feature out of the 27 features used in this experiment. All 27 features achieve better performance than the baseline.

<table>
<thead>
<tr>
<th>#</th>
<th>Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F16: B sum</td>
<td>0.6897</td>
</tr>
<tr>
<td>2</td>
<td>F15: B range</td>
<td>0.6502</td>
</tr>
<tr>
<td>3</td>
<td>F13: B min</td>
<td>0.6453</td>
</tr>
<tr>
<td>4</td>
<td>F40: D sum</td>
<td>0.6355</td>
</tr>
<tr>
<td>5</td>
<td>F37: D min</td>
<td>0.6059</td>
</tr>
<tr>
<td>6</td>
<td>F31: C variance</td>
<td>0.6010</td>
</tr>
<tr>
<td>7</td>
<td>F39: D range</td>
<td>0.5911</td>
</tr>
<tr>
<td>8</td>
<td>F47: D skewness</td>
<td>0.5911</td>
</tr>
<tr>
<td>9</td>
<td>F32: C p25</td>
<td>0.5911</td>
</tr>
<tr>
<td>10</td>
<td>F48: D kurtosis</td>
<td>0.5813</td>
</tr>
<tr>
<td>22</td>
<td>Citations</td>
<td>0.5616</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>0.5025</td>
</tr>
</tbody>
</table>

Table 3: Classification performance when using individual features. The features are listed in descending order of accuracy.

The classification accuracy using the best performing feature F16 is ∼69%, while our baseline classifier achieves the accuracy of ∼50%. This means that by using F16 alone, it
is possible to achieve 11% improvement over the widely used citation counts on this task. While in this study we only trained the classifier using a single feature at a time, in the future we will evaluate the performance of classifiers trained using a variety of well performing feature combinations. It can be seen there are a number of features which work particularly well in distinguishing these two types of publications. These are particularly features describing the distance distributions B, C and D. The three best performing features are all related to the distance between a publication and its references. In particular, this experiment confirmed the features describing the distance between a publication and its references distinguish between the two types of papers (F13, F15, F16). Similarly, features describing the distribution of distances between a publication’s references work well in this task, particularly features describing the “width” of the distribution and the shape of its peak (skew and kurtosis). One particularly interesting feature which outperforms simple citation counts by a significant margin is feature F31, which describes variance of the distance distribution C. This is interesting as it shows citations to literature reviews tend to come from broader mix of more and less distant citing publications.

6. Conclusion and Future Work
This paper studied the relationship between semantic distance of scholarly articles in a citation network and their impact. More specifically, following on the work of Knoth and Herrmannova, 2014 and Whalen et al., 2015 we investigated the novelty assumption, i.e. the idea that new useful ideas tend to propagate to the work of others, which in turn influences the semantic distance patterns in a citation network. To validate this assumption, we have used the new TrueImpactDataset Herrmannova et al., 2017 to systematically evaluate a range of distance features characterizing the relationship between seminal and review publications, their references and citing publications. Our results show that there a number of features describing citation-distance patterns which significantly outperform widely used citation counts in distinguishing seminal publications from literature reviews on our dataset. This demonstrates content analysis might provide valuable information for research evaluation. While in this study we have focused on individual features, as future work, we are planning to evaluate the performance of a variety of well performing feature combinations. We also plan on experimenting with other semantic similarity measures, such as similarity computed on word2vec vectors, as well as investigating the effect of using abstracts compared to full text.

7. Bibliographical References
Carevic, Z. and Schaar, P. (2014). On the Connection Between Citation-based and Topical Relevance Ranking: Results of a Pretest using iSearch. In BIR@ ECIR, pages 37–44.

8. Language Resource References