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ABSTRACT

To investigate the origin of the features discovered in the exoplanet population, the knowledge of exoplanets’ mass and radius with a good precision (<10%) is essential. To achieve this purpose the discovery of transiting exoplanets around bright stars is of prime interest. In this paper, we report the discovery of three transiting exoplanets by the SuperWASP survey and the SOPHIE spectrograph with mass and radius determined with a precision better than 15%. WASP-151b and WASP-153b are two hot Satsums with masses, radii, densities and equilibrium temperatures of $0.31^{+0.04}_{-0.04} M_J$, $1.13^{+0.03}_{-0.03} R_J$, $0.22^{+0.02}_{-0.02} \rho_J$ and $1290^{+20}_{-10} K$, and $0.39^{+0.02}_{-0.02} M_J$, $1.55^{+0.04}_{-0.08} R_J$, $0.11^{+0.02}_{-0.02} \rho_J$ and $1700^{+40}_{-40} K$, respectively. Their host stars are early G type stars (with mag V ~ 13) and their orbital periods are 4.53 and 3.33 days, respectively. WASP-156b is a super-Neptune orbiting a K type star (mag $V = 11.6$). It has a mass of $0.129^{+0.010}_{-0.009} M_J$, a radius of $0.51^{+0.02}_{-0.02} R_J$, a density of $1.0^{+0.1}_{-0.1} \rho_J$, an equilibrium temperature of $970^{+30}_{-20} K$ and an orbital period of 3.83 days. The radius of WASP-151b appears to be only slightly inflated, while WASP-153b presents a significant radius anomaly compared to a recently published model. WASP-156b, being one of the few well characterized super-Neptunes, will help to constrain the still debated formation of Neptune size planets and the transition between gas and ice giants. The estimates of the age of these three stars confirms an already observed tendency for some stars to have gyrochronological ages significantly lower than their isochronal ages. We propose that high eccentricity migration could partially explain this behavior for stars hosting a short period planet. Finally, these three planets also lie close to (WASP-151b and WASP-153b) or below (WASP-156b) the upper boundary of the Neptunian desert. Their characteristics support that the ultra-violet irradiation plays an important role in this depletion of planets observed in the exoplanet population.
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1. Introduction

The successful harvest of exoplanets (see for example exoplanet.eu, Schneider et al. 2011) during the last two decades completely metamorphosed the field of exoplanet science. The initial assumption that the solar system was a typical example of planetary systems is long gone (as stated by Mayor & Queloz 2012). The Kepler mission (Borucki et al. 2010) delivered 4496 transiting planetary candidates, including 2248 confirmed planets (according to the NASA Exoplanet Archive1, August 2017). This sample revealed various features of the exoplanet population demonstrating the necessity of a very large sample to encompass the exoplanets’ diversity (see Borucki 2017, for a recent review). One of many surprising results from Kepler is that the orbital distance of exoplanets appears to be nearly random regardless of their size (e.g., Fabrycky et al. 2014). One striking exception to this observation is the so-called sub-Jovian desert or short period Neptunian desert (e.g. Mazeh et al. 2016; Matsakos & Königl 2016; Kurokawa & Nakamoto 2014; Szabó & Kiss 2011). It corresponds to a depletion of planets at short orbital periods ($P < 10$ days) with masses or radii between super-Earth and sub-jovian planets (see Fig. 10). One possible explanation for this desert is the strong irradiation (bolometric and in particular extreme ultra-violet) from the parent star at those short orbital distances, especially at the early stages of the star’s life. The strong stellar irradiation might have stripped away the atmosphere of sub-jovian planets which had quickly migrated to the vicinity of their parent star and were not massive enough to retain their atmosphere, only leaving a super-Earth size core (e.g., Lundkvist et al. 2016; Lecavelier Des Etangs 2007). The mechanism responsible for the presence of giant planets in the vicinity of their parent star is still debated. However, the discovery by David et al. (2016) of a super-Neptune size planet orbiting close to a 5–10 Myr old star suggests that high eccentricity migration (e.g., Rasio & Ford 1996; Fabrycky & Tremaine 2007) is unlikely for this system (the tidal circularisation happening at longer timescales) and only leaves disk migration (e.g., Lin et al. 1996; Ward 1997) and in-situ formation as possible scenarios. Understanding the origin of the Neptunian desert could thus change our vision of gas and ice giant planet formation and evolution.

Unfortunately a large fraction of the planets discovered by Kepler surrounding the Neptunian desert do not have an accurate (precision $\leq 10\%$) determination of their mass and radius due to the faintness of their parent stars. In this context ground based transit photometry surveys like SuperWASP (Pollacco et al. 2006), targeting bright stars, are essential contributors. In this paper, we present the WASP and SOPHIE discovery of two hot Sunscars and one warm super-Neptune, with mass and radius measured with a precision better than 15%, and discuss their impact on the formation and evolution theories of ice and gas giants. In Sect. 2, we describe the photometric and radial velocity observations acquired on the three systems. In Sect. 3, we present our analysis of the data with the resulting stellar and planetary parameters. Finally in Sect. 4, we discuss the nature and composition of these planets and their impact on planet formation and evolution theory with a focus on the migration of the hot giant planet population and the upper boundary of the Neptunian desert.

2. Observations

2.1. Discovery: WASP

The Wide Angle Search for Planets (WASP) operates two robotic telescope arrays, each consisting of eight Canon 200m, f/1.8 lenses with $e^2$ 2048 $\times$ 2048, Peltier-cooled CCDs, giving a field of view of $7.8 \times 7.8$ degrees and a pixel scale of 13.7”. (Pollacco et al. 2006). SuperWASP is located at the Roque de los Muchachos Observatory on La Palma (ORM – ING, Canary Islands, Spain), while WASP-South is located at the South African Astronomical Observatory (SAAO – Sutherland, South Africa). Each array observes up to eight pointings per night with a typical cadence of 8 min and an exposure time of 30 s, with each pointing being followed for roughly five months per observing season. In January 2009, SuperWASP received a significant system upgrade that improved our control of red noise sources such as temperature-dependent focus changes (Barros et al. 2011; Faedi et al. 2011), leading to substantially improved data quality.

All WASP data are processed by the custom-built reduction pipeline described in Pollacco et al. (2006), producing one light curve per observing season and camera. These light curves are passed through the SysRem (Tamuz et al. 2005) and TFA (Kovács et al. 2005) de-trending algorithms to reduce the effect of known systematic signals, before a search for candidate transit signals is performed using a custom implementation of the Box Least-Squares algorithm (BLS; Kovács et al. 2002), as described in Collier Cameron et al. (2006, 2007). Once candidate planets have been identified, a series of multi-season, multi-camera analyses are carried out to confirm the detection and improve upon initial estimates of the candidates’ physical and orbital parameters, which are derived from the WASP data in conjunction with publicly available catalogs (e.g., UCAC4, Zacharias et al. 2013; 2MASS, Skrutskie et al. 2006). These additional analyses are essential for rejection of false positives, and for identification of the best candidates. This process allowed to detect three transit planets that we will now introduce.

1SWASPj231615.22+001824.5 (2MASSJ23161522+0018242), hereafter WASP-151, lies very close to the celestial equator and is thus visible to both WASP arrays. A total of 45 945 data points were obtained between 2008-06-12 and 2012-11-28, 16 375 from SuperWASP and 29 570 by WASP-South. A search for periodic modulation in the WASP light curves, such as might be caused by stellar activity or rotation, was carried out using the method of Maxted et al. (2011). No significant periodicity was identified, and we place an upper limit of 2 mmag on the amplitude of any modulation. During these observations a total of 195 transits were covered of which 27 were full or quasi-full events. The WASP data show a periodic reduction in stellar brightness of approximately 0.01 mag, with a period of roughly 4.5 days, a duration of approximately 3.7 h, and a shape indicative of a planetary transit. The WASP thumbnails of WASP-151 show some contamination from a background galaxy about 20’ from the target and thus within our first aperture. The galaxy is about 3 mag fainter in V than our target. We calculated a dilution factor for WASP-151 of about 1% and thus negligible when considering WASP data.

1SWASPJ183702.97+400107.4 (2MASSJ18370297+4001073), hereafter WASP-153, is our second transiting planet host. 42 349 photometric measurements were made by SuperWASP between 2004-05-14 and 2010-08-24, with no observations by
Table 1. Summary of the photometric observation of WASP-151, WASP-153 and WASP-156.

<table>
<thead>
<tr>
<th>Date</th>
<th>Instrument</th>
<th>Filter</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>06/2008→11/2012</td>
<td>WASP</td>
<td>Johnson R</td>
<td>detection</td>
</tr>
<tr>
<td>03/09/2015</td>
<td>IAC80</td>
<td>Johnson R</td>
<td>full transit</td>
</tr>
<tr>
<td>01/11/2015</td>
<td>IAC80</td>
<td>Johnson R</td>
<td>full transit</td>
</tr>
<tr>
<td>15/06/2016</td>
<td>TRAPPIST</td>
<td>Sloan z</td>
<td>full transit</td>
</tr>
<tr>
<td>04/09/2016</td>
<td>EulerCam</td>
<td>NGTS</td>
<td>partial transit</td>
</tr>
<tr>
<td>24/10/2016</td>
<td>EulerCam</td>
<td>NGTS</td>
<td>full transit</td>
</tr>
<tr>
<td>12/2016→03/2017</td>
<td>K2</td>
<td>Keplere</td>
<td>13 full transits</td>
</tr>
</tbody>
</table>

WASP-153b

<table>
<thead>
<tr>
<th>Date</th>
<th>Instrument</th>
<th>Filter</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>05/2004→08/2010</td>
<td>WASP</td>
<td>Johnson R</td>
<td>detection</td>
</tr>
<tr>
<td>17/07/2015</td>
<td>Liverpool</td>
<td>Johnson R</td>
<td>partial transit</td>
</tr>
<tr>
<td>05/08/2017</td>
<td>RISE-2</td>
<td>V + R</td>
<td>full transit</td>
</tr>
</tbody>
</table>

WASP-156b

<table>
<thead>
<tr>
<th>Date</th>
<th>Instrument</th>
<th>Filter</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>07/2008→12/2010</td>
<td>WASP</td>
<td>Johnson R</td>
<td>detection</td>
</tr>
<tr>
<td>29/12/2014</td>
<td>EulerCam</td>
<td>Gunn z</td>
<td>full transit</td>
</tr>
<tr>
<td>07/11/2016</td>
<td>EulerCam</td>
<td>Gunn r</td>
<td>full transit</td>
</tr>
<tr>
<td>27/12/2016</td>
<td>NITES</td>
<td>Johnson I</td>
<td>partial transit</td>
</tr>
</tbody>
</table>

WASP-151b. Two full transits of WASP-151 were observed on 2015-09-03 and 2015-11-01 with the CAMELOT camera of the 0.82 m (f/11.3) IAC-80 telescope, which is operated on the island of Tenerife by the Instituto de Astrofísica de Canarias (IAC) at the Spanish Observatorio del Teide. CAMELOT has a 2048 × 2048 pixel CCD with a scale of 0.304" × 0.304", giving a 22′ × 22′ field of view. A Sloan-z filter was used for the transit observations of this system, during which the points of the stars on the chip were maintained to within a few pixels thanks to a software guiding system that regularly derives an astrometric solution for the most recently acquired image and sends pointing corrections to the mount if needed. After carrying out bias, dark, and flat-field corrections we extract stellar fluxes from our images using the IRAF®/DAOPHOT aperture photometry software (Stetson 1987). Several sets of reduction parameters were tested on stars of similar brightness to WASP-151, from which we selected the set giving the most precise photometry. After a careful selection of reference stars, the transit light curves were finally obtained using differential photometry.

The 1.2 m Swiss telescope using EulerCam (Lendl et al. 2012), also at La Silla, observed a full transit of WASP-151b on 2016-10-24 and a partial transit on 2016-10-24. In both cases, a filter with a central wavelength of 698 nm and an effective band-width of 312 nm was used; this filter is the same as that used by the Next Generation Transit Survey (NGTS; Wheatley et al. 2013, 2014). The Swiss telescope employs an absolute tracking system which matches point sources in each image with a catalog and adjusts the telescope’s pointing between exposure to compensate for drift. In this manner, the pixel position of the star is maintained throughout. All data were reduced as outlined in Lendl et al. (2012), and light curves were produced through differential aperture photometry. To minimize scatter in the light curves, we carefully selected the most stable field stars to use as references.

WASP-153b. A partial transit of WASP-153b was observed on 2015-07-17 in the Johnson-R filter using the RISE instrument mounted on the robotic Liverpool Telescope (LT; Steele et al. 2004) at ORM. RISE is equipped with a back-illuminated, frame-transfer, 1024 × 1024 pixel CCD. Images were automatically bias, dark, and flat-field corrected by the standard RISE reduction pipeline, which uses standard IRAF routines.

A full transit was later obtained with RISE-2 mounted on the 2.3 m telescope situated at Helmos observatory in Greece on 5 August 2017. The CCD size is 1K × 1K with a pixel scale of 0.51" and a field of view of 9′ × 9′ (Boumis et al. 2010). The exposure time was 12s and the V + R filter was used. As for the previous transit observation, the images were processed standard RISE reduction pipeline.

---

3 Good events refers to full transit observations which did not suffer from obvious deformations due to the conditions of observation.

4 IRAF is distributed by the National Optical Astronomy Observato ries, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
WASP-156b A partial transit of WASP-156b was observed in the Johnson-I filter on 2016-12-27 using the Near Infrared Transiting Exoplanet Survey (NITES) Telescope (McCormac et al. 2014), located at ORM. NITES is a semi-robotic 0.4 m f/10 Meade LX200GPS Schmidt-Cassegrain telescope, mounted with a Finger Lakes Instrumentation Proline 4710 camera and a 1024 × 1024 pixel deep-depleted CCD made by e2v. The telescope has a field of view of 11 × 11’’, and a pixel scale of 0.66’’×0.66’’. Autoguiding was performed using the DONUTS algorithm (McCormac et al. 2013). After performing bias and flat-field corrections using PyRAF and the standard routines in IRAF, aperture photometry was performed using DAOPHOT and multiple comparison stars, selected to minimize the RMS scatter in the out-of-transit light curve.

In addition to the NITES observations, EulerCam was used to observe two full transits of WASP-156b, on 2014-12-29 using a Gunn-z filter and on 2016-11-07 using a Gunn-r filter. The 2014 observations, however, are unreliable owing to large PSF variations, and stellar counts in the non-linear regime of the EulerCam CCD.

2.2.2. K2 observations of WASP-151

In addition to the ground-based photometric observations described in the previous sections, WASP-151 (alias EPIC 246441449) was observed by NASA’s Kepler Space Telescope in its two-reaction wheel mission K2 (Howell et al. 2014) during Campaign 12. The observations span ~79 days (from 15 December 2016 to 4 March 2017) except for the five days from 1 to 6 February 2017 when the spacecraft was in safe mode.

Since Campaign 9, the K2 consortium releases the raw cadence data shortly after downlink from the Kepler satellite. These data are raw, as opposed to the science cadence data like the target pixel files (TPF), for two main reasons⁵. First their format, the raw cadence data are provided as one file per cadence delivering the pixel counts for the whole focal plane as a table. In order to construct the image time series of a target, we need the pixel mapping reference file which specifies the (column, row) CCD coordinates for each value in the raw cadence data tables. Second, the raw cadence data are not calibrated. It means that they are not reduced with the Kepler pipeline (Quintana et al. 2010) and thus not corrected for background, dark, smearing trails, undershoot or non-linearity of the pixels response. The formatting and calibration of the raw cadence data for all the targets of a K2 campaign is a very lengthy procedure and even if the raw cadence data for Campaign 12 have been released several months ago, the calibrated TPF are, at this moment, still unavailable. Therefore, to be able to benefit from the high quality light curves of the WASP-151 system provided by the K2 mission, we decided to format and reduce ourselves the raw cadence data.

To obtain an image time series, we used the Kadenza software (Barentsen 2017) provided by the NASA’s Kepler/K2 Guest Observer Office. Then, to extract the light curve, we used the Polar software (Barros et al. 2016) which performs a partial calibration by subtracting the background and dark values thanks to estimates obtained on the images themselves. In parallel to the Polar reduction, we also reduced the image time series with the Python package Everest (Luger et al. 2016) to check the scientific validity of our reduction. Everest has been recently used to extract the light curve of the TRAPPIST-1 system observed by K2 during the same campaign (Luger et al. 2017) and thus in the same conditions. The two light curves are almost identical and compatible at 1 sigma giving us confidence in the scientific quality of our data reduction.

The light curve clearly displays transit features at the ephemeris inferred from the WASP data with no sign of out-of-transit variations. A search for periodic modulation caused by stellar activity showed a tentative detection with an amplitude of 1 ppt (≈1 mmag) at a period of 35 days. We then searched the light curve for additional transit features (apart from WASP-151b’s transit). We investigated a tentative mono transit-shaped feature which proved to be an artifact due to the position-flux decorrelation technique used by Polar. For this decorrelation, we cut the K2 image time series in several parts where the behavior of the pointing jitter of the Kepler satellite can be safely assumed to be 1 dimensional (for more details see Barros et al. 2016). The mono transit-shaped feature was appearing precisely at the junction of two of these parts. A slight change of the location of the cut made the feature disappear. Finally, no additional transit features was detected. For the analysis, we kept only intervals of twice the transit duration before and after each transit of WASP-151b. The phase-folded Polar-K2 light curve of WASP-151 is shown in the bottom panel of Fig. 2.

2.3. Spectroscopic follow-up

The spectroscopic follow-up of these three candidates was mainly performed with SOPHIE, the spectrograph dedicated to high-precision radial velocity measurements at the 1.93-m telescope of the Haute-Provence Observatory, France (Bouchy et al. 2009). For two systems, it was also complemented by radial velocities obtained with the CORALIE spectrograph at the 1.2-m Euler-Swiss telescope at La Silla (Queloz et al. 2000), Chile. The first goal of these spectroscopic observations is to establish the planetary nature of the transiting candidates found in photometry (see Sect. 2.3.2) The second goal is to characterize the secured planets by measuring in particular their masses and orbital eccentricities (see Sect. 3.2.1).

2.3.1. Description of the observations

SOPHIE was used in High-Efficiency mode with a resolving power $R = 40 000$ to increase the throughput for these faint stars. The exposure times ranged from 400 to 2200 s depending on the targets, and they were adjusted as a function of the weather conditions to keep the signal-to-noise ratio (S/N) as constant as possible for any given star. The spectra were extracted using the SOPHIE pipeline, and the radial velocities were measured from the weighted cross-correlation with numerical masks characteristic of the spectral type of the observed star (Baranne et al. 1996; Pepe et al. 2002). We adjusted the number of spectral orders used in the cross-correlation to reduce the dispersion of the measurements. Some spectral domains are noisy (especially in the blue part of the spectra) and using them would have degraded the accuracy of the radial-velocity measurement.

The error bars on the radial velocities were computed from the cross-correlation function using the method presented by

---

⁵ PyRAF is a product of the Space Telescope Science Institute, which is operated by AURA for NASA.

⁶ For more details of the Kepler raw and science cadence data, we refer the reader to the technical note entitled Format Information for Cadence Pixel Files available at https://archive.stsci.edu/k2/manuals/KADN-26315.pdf.

⁷ The Kadenza software is available on GitHub at https://github.com/KeplerGO/kadenza or on Zenodo at https://doi.org/10.5281/zenodo.344973
Boisse et al. (2010). Some spectra were contaminated by moonlight. Following the method described in Pollacco et al. (2008) and Hébrard et al. (2008), we estimated and corrected for the moonlight contamination by using the second SOPHIE fiber aperture, which is targeted on the sky, while the first aperture points toward the star. This results in radial velocity corrections up to 40 m/s, and below 40 m/s in most of the cases. Removing these points does not significantly modify the orbital solutions.

The CORALIE spectrograph has a resolution of \(\sim 60000\). The observing strategy is made to ensure that observations are taken exclusively without Moon contamination and the second fiber is used to obtain a simultaneous calibration. Prior to April 2015 the calibration was done with a thorium-argon lamp, but since then it is done with a Fabry-Pérot unit. The reduction of the spectra and the production of the radial velocities proceed in a fashion very similar to the procedure applied to SOPHIE data. The radial velocity measurements are reported in Tables A.1–A.3 (available at the CDS) and are displayed in Figs. 3, 5 and 7 together with their Keplerian fits and the residuals.

### 2.3.2. Validation of the planetary nature

The transit photometry method suffers from a high rate of false positives. Eclipsing binaries (EB), background eclipsing systems (BES) and hierarchical triple systems (HTS) can mimic the transit of a planet orbiting the target star and induce an erroneous identification of the nature and parameters of the transiting system (e.g., Díaz et al. 2014; Torres et al. 2011). Whenever it is possible, radial velocity measurements are used to rule out these false positive scenarios and validate the planetary nature of the transiting object. This validation is made in several steps.

1. The inspection of the spectra allows us to identify double lines spectrum which are a sign of spectroscopic binaries (SB2) or BES/HTS where the contaminating eclipsing system has a similar brightness than the target star.

2. Phase-folding the data at the period inferred from the transits allows us to estimate the amplitude of the RV signal at this period. Assuming that this amplitude is due to the reflex motion of the target star, it allows us to estimate the mass of the gravitationally bound companion and to identify single line binaries (SB1).

If those two steps are successfully passed, the EB scenario can be ruled out. For our three planetary candidates, none of the measurements showed double lines. Furthermore, they showed variations in phase with the SuperWASP transit ephemerides and with semi-amplitudes between 20 and 40 m s\(^{-1}\), implying companion masses below 0.4 Jupiter mass. Therefore, we were able to exclude the EB hypothesis for our three cases. The remaining false positive scenarios are thus BES and HTS with faint contaminating eclipsing systems.

3. Extracting the radial velocities using masks corresponding to different spectral types allows us to identify some cases of HTS/BES where the star responsible for the RV signal has a different spectral type than the target star. In such a case, the RV amplitude will vary significantly with the mask used (e.g., Santos et al. 2002).

4. If the RV signal observed is due to a HTS/BES, it will display variation in the cross-correlation function bisector span (BS) correlated with the RV signal (Santerne et al. 2015). It is thus important to properly assess the correlation between RV and BS, since a significant correlation would exclude the planetary hypothesis\(^{10}\).

For our three planetary candidates, radial velocities were measured using different stellar masks (F0, G2, and K5) and produced variations with similar amplitudes. Furthermore, Fig. 1 shows the correlation diagram of the RV and BS signal along with the posterior probability density function of the correlation coefficient, obtained with the method and tools described in Figueira et al. (2016). The values and 95% confidence intervals that we obtained are 0.19\(^{+0.28}_{-0.31}\), −0.01\(^{+0.26}_{-0.28}\) and −0.13\(^{+0.22}_{-0.24}\) for WASP-151b, WASP-153b and WASP-156b respectively, meaning that no significant correlation is detected.

The final step that is rarely performed (a would-be step 5), when an RV variation is significantly detected, is to check whether or not a correlation could have been detected assuming that the RV variation is due to an HTS or a BES. Santerne et al. (2015) described in detail the expected RV and BS signals for HTS/BES. The exact degree of correlation and the exact amplitude ratio of BS over RV depend on the following factors: flux ratio, full width at half maximum (FWHM) of the cross-correlation functions, mean radial velocity difference (\(\phi\)) and spectral types. However in most configurations\(^{11}\), to be able to produce the \(\sim 30\) m s\(^{-1}\) RV variation that we observe, the associated BS signal must have an amplitude equal to a significant fraction of the RV signal. This in turn implies that the ratio of the dispersion over the average error bar of the BS measurements (\(\Delta_{\text{BS}}\)) has to be greater than one. Consequently, we computed the \(\Delta_{\text{BS}}\) for our three stars and this ratio is compatible with one in all cases (see first column of Table 2). This implies that the dispersion of the BS values can be explained by the measurement uncertainties solely and discards cases where the additional BS signal due to the HTS/BES could have been detected. To quantify these cases, we computed the maximum fraction of the RV amplitude that the BS signal can have without producing a 2\(\sigma\) departure from one of \(\Delta_{\text{BS}}\) (see second column of Table 2).

With Table 2, we can identify the configurations of HTS/BES that are excluded by our correlation and BS dispersion analyses, given the number and the precision of our RV and BS measurements. We thus conclude that for our three stars, we would have been able to detect the increase in the dispersion of the BS, and thus the correlation between RV and BS associated with the presence of most HTS/BES configurations. We are thus confident that the most likely explanation for our transits and RV signals is a planet orbiting the target stars.

---

\(^{8}\) The following steps (3 and 4) rely on the fact that a significant RV variation is detected during the second step. If this is not the case, the only remaining solution is often to assess the nature of the transiting signal through probabilistic validation. There exist very few software programs able to perform this probabilistic validation: BLENDER (Torres et al. 2011), PASTIS (Díaz et al. 2014) and under more restrictive assumptions VESPA (Morton 2015, 2012).

\(^{9}\) As described in the first step, we can also exclude BES and HTS configurations involving bright contaminating eclipsing systems up to a flux ratio between the contaminant and the greater than \(\sim 1\%\).

\(^{10}\) A correlation can be explained by a BES or a HTS but also by stellar activity (e.g., Queloz et al. 2001).

\(^{11}\) According to Santerne et al. (2015), the only HTS or BES configuration which might produce a RV signal with a comparatively low BS signal is when the FWHM or the target and the contaminating systems are similar and \(\phi\) is low compared to this FWHM value. Given the FWHM of \(\sim 5\) km s\(^{-1}\) of our observation, this is only possible in a specific kind of HTS system.
determined by fitting the profiles of several unblended lines.

A value for microturbulence ($v_{\text{micro}}$) was determined from the excitation balance of the Fe i lines. The macroturbulence ($v_{\text{mac}}$) was determined from equivalent width measurements of several unblended lines. The standard pipeline reduction products were used in the analysis, which was performed using the methods given in Doyle et al. (2013). The effective temperature ($T_{\text{eff}}$) was determined from the ionisation balance of the Fe i lines. The ionisation balance of Fe i and Fe ii was used as the surface gravity ($\log g$) diagnostic. The metallicity ([Fe/H]) was determined from equivalent width measurements of several unblended lines. They are more accurate and agree with the measurements secured from the cross-correlation function following Boisse et al. (2010).

Table 2. Analysis of the dispersion of the bisector span.

<table>
<thead>
<tr>
<th>Star</th>
<th>std(BS) ($\langle \sigma_{\text{BS}} \rangle$)</th>
<th>max BS/ RV [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASP-151</td>
<td>0.93 $\pm$ 0.15</td>
<td>84</td>
</tr>
<tr>
<td>WASP-153</td>
<td>1.15 $\pm$ 0.12</td>
<td>22</td>
</tr>
<tr>
<td>WASP-156</td>
<td>1.03 $\pm$ 0.11</td>
<td>48</td>
</tr>
</tbody>
</table>

Notes. std(BS) indicates the standard deviation of the BS measurements. $\langle \sigma_{\text{BS}} \rangle$ indicates the average error bar on the individual BS measurements. Max(BS/ RV) is the maximum fraction of the RV amplitude observed that the BS signal can have without producing a value of $\frac{\text{std}(\text{BS})}{\text{std}(\text{RV})}$ which is significantly superior than one (see Sect. 2.3.2 for more details).

3. Results

3.1. Stellar parameters from spectroscopy

A total of 26, 46, and 40 individual SOPHIE spectra of WASP-151, WASP-153 and WASP-156 were co-added to produce a single spectrum with a typical S/N of around 50:1, 50:1 and 70:1, respectively. Here we used only the spectra without moonlight contamination; this enabled a sufficiently high S/N to be reached with $R = 40000$, and prevented any possible contamination in the spectra.

The standard pipeline reduction products were used in the analysis, which was performed using the methods given in Doyle et al. (2013). The effective temperature ($T_{\text{eff}}$) was determined from the ionisation balance of the Fe i lines. The ionisation balance of Fe i and Fe ii was used as the surface gravity ($\log g$) diagnostic. The metallicity ([Fe/H]) was determined from equivalent width measurements of several unblended lines. They are more accurate and agree with the measurements secured from the cross-correlation function following Boisse et al. (2010). A value for microturbulence ($v_{\text{micro}}$) was determined from Fe lines by requiring that there is no slope between the abundance and the equivalent width. The error estimates for $\xi_t$ include the uncertainties in $T_{\text{eff}}$ and $\log g$, as well as the scatter due to the measurement and the atomic data uncertainties. Values for macroturbulence ($v_{\text{mac}}$) were determined from the calibration of Doyle et al. (2014), however the value for WASP-156 is extrapolated from the calibration as this star is not within the correct temperature range. With the $v_{\text{mac}}$ fixed to the calibration value, the projected stellar rotation velocity ($v \sin i_\star$) was determined by fitting the profiles of several unblended lines.

Here again, the $v \sin i_\star$ values agree with those obtained from the cross-correlation function following Boisse et al. (2010). Lithium is detected in WASP-151 and WASP-153, with an equivalent width of 17 mÅ and 98 mÅ, corresponding to an abundance log $A$(Li) of 1.73 $\pm$ 0.05 and 2.77 $\pm$ 0.05 respectively. This implies an age of several Gyr and several Myr respectively. There is no significant detection of lithium in WASP-156, with an equivalent width upper limit of 11 mÅ, corresponding to an abundance upper limit of log $A$(Li) < 0.2. This implies an age of at least 500 Myr (Sestito & Randlich 2005).

The rotation rate ($P = 14.8 \pm 4$ d) implied by the $v \sin i_\star$ gives a gyrochronological age of $1.80^{+2.03}_{-1.09}$ Gyr using the Barnes (2007) relation for WASP-151. Similarly, the rotation rate of $P = 11.7 \pm 2$ d gives an age of $1.21^{+1.19}_{-0.60}$ Gyr for WASP-153, and the rotation rate of $P = 12.6 \pm 4$ d gives an age of $0.58^{+0.51}_{-0.31}$ Gyr for WASP-156.

Finally from $T_{\text{eff}}$, log $g$ and [Fe/H], we inferred stellar mass and radius estimates using the Torres et al. (2010) calibration. The parameters and error bars obtained from this analysis are listed in the section stellar parameters of Table A.4.

3.2. System parameters

3.2.1. Transit and RV analysis

We followed the same method to perform inference of the parameters for the three systems. We jointly analysed all the radial velocity and photometric datasets available for a given system. To model the radial velocity and photometric data, we used the Python packages apjplanet12 (Espinoza et al. 2016) and batman12 (Kreidberg 2015) respectively. In order to decrease the correlation between the parameters of our model and ease the fit, we adopted the parametrisation suggested by Eastman et al. (2013) with $R_p/R_\star$, the ratio of the planet’s radius to that of the star, $P$ the orbital period, $t_i$, the planet’s time of inferior conjunction, $\sqrt{e \cos \omega}$ and $\sqrt{e \sin \omega}$, where $e$ is the orbital eccentricity and $\omega$ is the stellar orbital argument of periastron, $K$ the radial velocity semi-amplitude, $i$ the orbital inclination, $a/R_\star$, the ratio of the planet’s orbital semi-major axis over the stellar radius, $\phi$ the systemic radial velocity, $u$ and $v$ the two coefficients of the limb-darkening quadratic law. To this set of parameters we added a logarithmic multiplicative jitter factor (ln $f_\text{jitter}$) for each

12 Several of the Python packages used for this work are publicly available on Github: apjplanet at https://github.com/andres-jordan/apjplanet, batman at https://github.com/lkreidberg/batman, emcee at https://github.com/dm/ emcee, ldtk at https://github.com/hparvi/ldtk
Fig. 2. Photometry of WASP-151. The black or gray points are the data points at the original cadence of the observations, displayed without error bars for clarity. The red points correspond to the same data points binned in phase with a bin width equivalent to 29.424 min (Kepler long cadence). These points are represented with their associated $1\sigma$ error bars. The black dashed and solid lines correspond to the best-fit model at the original and binned cadence respectively.

Fig. 3. Radial velocities of WASP-151. The data points are represented with their associated $1\sigma$ error bars.

Fig. 4. Photometry of WASP-153. The black or gray points are the data points at the original cadence of the observations, displayed without error bars for clarity. The red points correspond to the same data points binned in phase with a bin width equivalent to eight minutes. These points are represented with their associated $1\sigma$ error bars. The black dashed and solid lines correspond to the best-fit model at the original and binned cadence respectively.

instrument to account for a possible bias in the data’s error bars due to overestimated, underestimated or even non-considered sources of noise (see Baluév 2009). Finally, we added a parameter for the shift of the radial velocity zero point between two instruments ($\Delta RV$) and three coefficients to model a linear...
or quadratic variation of the out-of-transit relative flux ($\Delta F_{\text{OOT}}'$ and $\Delta F''_{\text{OOT}}$) when it was necessary. The final list of main parameters is $R_p/R_*, P, t_0, \sqrt{e} \cos \omega, \sqrt{e} \sin \omega, K, \cos i, a/R_*, e_0, u$ and $v$, $\ln f_r, \Delta RV, \Delta F_{\text{OOT}}, \Delta F'_{\text{OOT}}$ and $\Delta F''_{\text{OOT}}$.

To infer accurate values for these parameters, we used the maximum a posteriori (MAP) estimator of the Bayesian inference framework (e.g., Gregory 2005). The prior probability density functions (PDF) assumed for the parameters are given by Table A.5. Along with the posterior PDF provided in Table A.4, it allows for a qualitative assessment of the impact of the prior on the inferred values.

The prior on the limb darkening coefficients deserves a specific consideration. We used Gaussian PDFs whose first two moments were defined using the Python package ldtk12 (Parviainen & Aigrain 2015). Using a library of synthetic stellar spectra, it computes the limb darkening profile of a star, observed in a given spectral bandpass (specified by its transmission curve), and defined by its $T_{\text{eff}}$, log $g$ and [Fe/H]. Provided the values and error bars for these stellar parameters and the spectral bandpass, ldtk uses a Markov chain Monte Carlo (MCMC) algorithm to infer the mean and standard deviation of the Gaussian PDF for the coefficients of a given limb-darkening law (quadratic in our case). ldtk relies on the library of synthetic stellar spectra generated by Husser et al. (2013). It covers a wavelength range, from 500 Å to 5.5 μm, and a stellar parameter space delimited by: $2300 \, \text{K} \leq T_{\text{eff}} \leq 12000 \, \text{K}$, $0.0 \leq \log g \leq +6.0$, $-4.0 \leq [\text{Fe/H}] \leq +1.0$, and $-0.2 \leq [\alpha/\text{Fe}] \leq +1.2$. This parameter space is well within the requirements of this study (see Tables 1 and A.4).

The likelihood functions used are multi-dimensional Gaussians, including logarithmic multiplicative jitter factors as described by Baluev (2009). To estimate the MAP and infer reliable error bars, we explored the parameter space using an affine-invariant ensemble sampler for MCMC thanks to the Python package emcee12 (see Foreman-Mackey et al. 2013; Hou et al. 2012). We adapted the number of walkers to the number of free parameters in our model. As a compromise between the speed and the efficiency of the exploration, we chose to use $[n_{\text{free}} \times 2.5 \times 2]/2$ walkers, where $n_{\text{free}}$ is the number of free parameters and $\lceil \rceil$ the ceiling function. This allows us to have an even number of walkers which is at least twice ($\sim 2.5$ times) the number of free parameters, as suggested by Foreman-Mackey et al. (2013).

The introduction in the model of a multiplicative jitter factor complicated the exploration of the parameter space since it introduced local maxima. For the affine-invariant ensemble sampler MCMC algorithm implemented by emcee, when different chains converge toward different disconnected maxima, the exploration becomes less efficient (the acceptance fraction of the chain decreases). Consequently, we separated the exploration into two phases. In a first exploration, we used values randomly generated from the priors as initial values for the free parameters. This first exploration allowed us to locate several (usually two) local
maxima, to extract the global maximum (the one with the highest posterior probability) and to estimate its location and 68% confidence level interval. Then we ran a second exploration to precisely sample the global maximum. For this one, the initial values were randomly generated with normal distributions whose mean and standard deviation were set accordingly to the location and width of the global maximum found by the previous step. The final best-fit values for each parameter were estimated from this second exploration after removing any residual burn-in phase with the Geweke algorithm (see Geweke et al. 1992). The MAP value for each parameter was finally estimated with the 50th percentile of the associated marginal posterior distribution. The extrema of the 68% confidence level intervals were estimated with the 16th and 84th percentiles. These values are reported in Table A.4.

In Table A.4, we also reported the MAP and the 68% confidence level interval for the secondary parameters. As opposed to the main (or jumping) parameters described in the first paragraph of this section, secondary parameters are not used in the parametrisation chosen for our modeling and are not necessary to perform the MCMC exploration. However, they provide quantities that can be computed from main parameter’s values and are of interest to describe the system. The secondary parameters that we computed were: $\Delta F/F$, the transit depth, $i$ the orbital inclination, $e$ the eccentricity, $\omega$ the argument of periastron, $b$ the impact parameter, $D_{14}$ the outer transit duration (duration between the 1st and 4th contact), $D_{23}$ the inner transit duration (duration between the 2nd and 3rd contact), $R_p$, the planetary radius, $M_p$ the planetary mass, $a$ the semi-major axis, $\tau_{circ}$ the timescale for the circularisation of the orbit, $F_1$ the incident flux on the top of the planetary atmosphere, $T_{eq}$ the equilibrium temperature of the planet (assuming an albedo of 0), $H$ the scale height of the atmosphere assuming a mean molecular weight of 2.2 g/mol, $\rho_*$ the stellar mean density and $\log g$ the stellar log gravity. Both $\rho_*$ and $log g$ are, in this case inferred from the transit profile\(^{13}\). These estimates are marked with (tr) in Table A.4. After the full MCMC analysis, we computed the value of all these secondary parameters from the main parameters values and at each step of each walker of the second emulator exploration. Then we estimated their MAP and 68% confidence level interval with the same method than the main parameters.

The specificities for the analysis of each system were:

### WASP-151:

- The exposure times of the WASP, IAC80, EulerCam and TRAPPIST data are all below 90 s which is negligible compared to the time scale of the transit variations (typically 30 min for the transit ingress and egress). However the exposure time of the K2 light curve is 29.424 min. Consequently, for the model of the K2 data, we supersampled\(^{14}\) the model by a factor of ten. This means that for each exposure, we computed the instantaneous value predicted by the model at ten different times evenly distributed over the exposure and then used the average of these ten values as the model value for the whole exposure.

- A first analysis of this system showed a linear trend in the residuals of the TRAPPIST and the September IAC80 light curves. We also noticed a more complex behavior in the November IAC80 light curves that we decomposed into two linear trends with a break point at $t = 2457328.5022$ HJD. Therefore we split the November IAC80 light curves into two and added 8 parameters to our model to account for these linear variations of the out-of-transit (two per light curve). When doing so, we used the time of the first sample ($t_{min}$) as the origin for the linear function: $\Delta F_{OOT} + (t - t_{min}) \Delta F'_{OOT}$; $t_{min}$ is equal to 2457187.753440000124, 2457269.44392006061, 2457328.353823559824, 2457328.502696809825 HJD for the TRAPPIST, the September IAC80, the first part and the second part of the November IAC80 light curves respectively.

- We re-analyzed jointly all the datasets with these eight additional free parameters in our model. The inferred parameter values and error bars are reported in Table A.4. Figures 2 and 3 show the photometric and radial velocity data phase folded at the best-fit ephemeris (see Table A.4) with the best-fit model and residuals. The error bars displayed take into account the best-fit jitter values obtained by the Bayesian inference (see Table A.4).

### WASP-153:

- The exposure times of the WASP, Liverpool and RISE-2 data being below 40 s, no supersampling was required for this system. The analysis did not show any abnormal behavior. The inferred parameter values and error bars are reported in Table A.4 and the Figs. 4 and 5 show the photometric and radial velocity data phase folded at the best-fit ephemeris (see Table A.4) with the best-fit model and residuals. The error bars displayed take into account the best-fit jitter values obtained by the Bayesian inference (see Table A.4).

### WASP-156:

- The exposure times of the WASP and NITES data being both below 40 s, no supersampling has been applied for those two datasets. The exposure time of the EulerCam data being around 80 s and the ingress and egress for this system being relatively short (~10 min), we decided to supersample the model by a factor of four.

- A first analysis of this system showed that the two datasets collected with EulerCam were not compatible. The 2014 EulerCam dataset displayed a very pronounced V-shape that was not supported by the other datasets. As described in Sect. 2.2.1, this dataset was identified earlier as being affected by large PSF variations, and stellar counts in the non-linear regime of the EulerCam CCD. So we decided to discard it from the final analysis. We also noticed that the residuals of the 2016 EulerCam light curve seemed to exhibit a quadratic trend and introduced three additional parameters to our model to account for a possible quadratic variation of the out-of-transit level. When doing so, we used the time of the first sample ($t_{min} = 2457700.517166$ HJD) as the origin for the quadratic function: $\Delta F_{OOT} + (t - t_{min}) \Delta F'_{OOT} + (t - t_{min})^2 \Delta F''_{OOT}$.

- We re-analyzed jointly all the datasets with these three additional free parameters in our model. The inferred parameter values and error bars are reported in Table A.4. Figures 6 and 7 show the photometric and radial velocity data phase folded at the best-fit ephemeris (see Table A.4) with the best-fit model and residuals. The error bars displayed take into account the best-fit jitter values obtained by the Bayesian inference (see Table A.4).

#### 3.2.2. Stellar modeling

In Sect. 3.1, we derived stellar masses and radii from $T_{eff}$, $\log g$ and [Fe/H] using the Torres et al. (2010) calibration and ages using lithium abundances and gyrochronology. If those two age estimates seem to agree for our three systems, the lithium constraint on the age is very weak and gyrochronology is known to sometimes contradict other age estimators such as lithium abundance and gyrochronology.
as isochronal ages (e.g., Buzasi et al. 2016; Angus et al. 2015; Kovács 2015; Maxted et al. 2015b). Furthermore, the additional constraint brought by the stellar density inferred from the transit and a dedicated modeling of the star should result in more accurate estimates of the stellar masses and radii. Consequently, and a dedicated modeling of the star should result in more accurate estimates of the stellar masses and radii. Consequently, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2). For WASP-151, this work, we used the default values which correspond to no helium-enhancement (0.0 or 0.2).

Bagemass relies on a grid of stellar models produced with the GARSTEC stellar evolution code (Weiss & Schlattl 2008). This grid covers the mass range between 0.6 to 2.0 $M_\odot$, the initial metallicity range between $-0.75$ to 0.55 dex and the age range between the end of the pre-main-sequence phase up to 17.5 Gyr (or a maximum radius of 3 $R_\odot$ depending on which one occurs first). In order to obtain stellar properties for any mass, metallicity and age within these ranges, and not only for the points in the grid, bagemass uses the cubic spline interpolation algorithm PSPLINE. Given measurements (values and error bars) for the $T$eff, [Fe/H] and density ($\rho_\star$) of the star studied, it then explores this parameter space using a MCMC method which computes the posterior probability as a function of mass and age.

Using the $T$eff and [Fe/H] estimates provided by the spectral analysis and the stellar density estimates obtained from the analysis of the transit (see Sect. 3.2 and Table A.4), we obtained estimates and 68% confidence interval error bars for the isochronal age and the mass of our three stars. These values are reported in Table A.4. Figure 8 shows the marginalized probability distribution in the Hertzsprung–Russell diagram along with the best-fit evolutionary model and isochrones for our three stars. To provide more robust error bars, the error provided in Table A.4 for the mass estimate ($M_\star(\text{tr. + ev. track})$) is the square-root of the quadratic sum of the internal error and the sensitivities to the mixing length parameter and the helium-enhancement. Finally, we also computed new estimates for the secondary parameters of the transit and RV analysis (see Sect. 3.2.1) which rely on the stellar mass and radius estimates. The most sensitive of those parameters are $R_\star$, $M_\star$, $\rho_\star$, $H$ and $F_\star$. We reported these estimates in Table A.4.

The interpretation of the isochronal age estimate is the subject of Sect. 4.3, so we will now focus on the stellar mass and radius estimates. For WASP-151, this analysis provides estimates that are compatible within one sigma with the ones obtained with the Torres et al. (2010) calibration (Sect. 3.1). However for WASP-153 and WASP-156, it’s not the case. The stellar modeling predicts a significantly bigger radius for WASP-153 and a significantly lower radius for WASP-156 while the masses are compatible within one sigma (see Table A.4). This difference is mainly explained by the difference in log $g$ between the spectroscopic and transit analyses (see tr. and spec. values of log $g$ in Table A.4). The comparison of log $g$ estimates from spectroscopy made by Smalley (2005) showed that a realistic error bars for a log $g$ estimator from spectroscopy is ~20%, while the one inferred from the transit density is more direct and more robust with typical uncertainties $\leq$5% depending on the quality of the light curve and the photometric stellar variability. As described in Sect. 2.1, our three stars are not particularly active. We will thus rely on the stellar mass and radius estimates obtained in this section for the rest of the paper, even if we show in Figs. 9, 10, and Table A.4 the estimates which rely on the spectroscopic log $g$ for completeness.

4. Discussion and conclusion

Table A.4 gives us an exhaustive picture of these three systems and allows us to put them in context. WASP-151b and WASP-153b are relatively similar. Their masses of 0.31 and 0.39 $M_{\text{Jup}}$ and semi-major axes of 0.056 AU and 0.048 AU respectively indicate two Saturn-size objects around early G type stars of V magnitude $\sim$12.8. WASP-156b’s radius of 0.51 $R_{\text{Jup}}$ suggests a super-Neptune and makes it the smallest planet ever detected by WASP. Its mass of 0.128 $M_{\text{Jup}}$ is also the third lightest planet detected by WASP after WASP-139b (Hellier et al. 2017) and WASP-107b (Anderson et al. 2017). It is also interesting that WASP-156 is a bright (mag $V = 11.6$) K type star.

In the following two sections, we compared the position of our three planets in the mass–radius diagram with the isochrones of Baraffe et al. (2008) to constrain their composition. Baraffe et al. (2008) provide two types of models, one without irradiation and one with the irradiation received at 0.045 AU from the Sun. Given the semi-major axes of our planets, the latter is the most suited to this study and is the one we used in Fig. 9. We refer readers interested in the details of these models to the associated publication.

In the third section, we discuss the age estimates of those three systems. More specifically, we address the apparent discrepancy between the gyrochronological and isochronal ages and the possible insight that it provides regarding the migration mechanism of the planets in these systems. Finally, the fourth section is devoted to the impact of these three planets on our understanding of the Neptunian desert (Mazeh et al. 2016).

4.1. Two hot Saturns: WASP-151b and WASP-153b

WASP-151b and WASP-153b’s positions in the mass–radius diagram indicate two low density gaseous planets (see Fig. 9). Their masses are close to that of Saturn but their radii are significantly bigger, especially for WASP-153b. According to its isochronal age and its relative position compared to the isochrones of Baraffe et al. (2008), WASP-151b should have a heavy-element mass fraction slightly smaller than 2%. Similarly, WASP-153b’s heavy-element mass fraction should be significantly smaller than 2%. Knowing that WASP-151 has a metallicity compatible with that of the Sun, that WASP-153 is super-metallic ([Fe/H] = 0.34 ± 0.11 dex) and that the Sun’s heavy element mass fraction is close to 2% (e.g., Baraffe et al. 2008), these heavy element mass fractions inferior to 2% are unlikely. Consequently, WASP-151b appears to be slightly more bloated than the models predict and WASP-153b exhibits a significant radius anomaly. This interpretation is, of course, dependent on the accuracy of our mass, radius and age estimates. As shown in Fig. 9, if we rely on the planetary radius inferred from the purely spectroscopic stellar parameters (Sect. 3.1), WASP-151b and WASP-153b are compatible within one sigma with the model of Baraffe et al. (2008).

15 We used the version 1.1 available at http://sourceforge.net/projects/bagemass
16 bagemass provides several grids with different mixing length ($\alpha_{\text{MLT}}$ equals 1.78 or 1.50) and different helium-enhancement (0.0 or 0.2). For this work, we used the default values which correspond to no helium-enhancement and $\alpha_{\text{MLT}} = 1.78$. However, in Table A.6, we present estimates of the sensitivity of the results to this assumptions.
17 The PSPLINE algorithm is available at http://w3.pppl.gov/ntcc/PSPLINE
18 The complete output table provided by bagemass is available in Table A.6.

Bakos et al. (2015) defined the class of super-Neptunes as the planets whose mass lies between 0.054 $M_{\text{Jup}}$ (the mass of Neptune) and 0.18 $M_{\text{Jup}}$ (halfway between the mass of Neptune and Saturn).
Fig. 8. WASP-151, WASP-153 and WASP-156 marginalized posterior distribution in the Hertzsprung–Russell diagram. The dotted black lines correspond to the zero-age main sequence (ZAMS) at best-fit [Fe/H]. This is defined as the time at which the star reaches its minimum luminosity and stellar ages are measured relative to this time. The blue lines are stellar mass evolutionary tracks and the orange ones are age isochrones. For both isochrones and evolutionary tracks the solid line correspond to the best-fit model (maximum of joint likelihood distribution) and the dashed lines correspond to the two extrema of the 68% confidence interval. For more details see Sect. 3.2.2 and Table A.6.

Fig. 9. WASP-151b, WASP-153b and WASP-156b in the mass-radius diagram. The black points with 1σ error bars are the known confirmed planets according to exoplanet.eu (Schneider et al. 2011). Their transparency reflect the relative precision on their mass and radius. The better the parameter of a planet are constrained the more opaque the point is. The red and blue points with 1σ errors bars are the planets announced by this paper. For the red points the mass and radius estimates rely on stellar parameters obtained via evolutionary tracks and the stellar density inferred from the transit (see Sect. 3.2.2), while for the blue points, they rely on purely spectroscopic stellar parameters (see Sect. 3.1). The solar system planets (Saturn, Uranus and Neptune) have also been reported in this diagram for reference. The two shaded areas at the bottom of the graph define the non-planetary regime (gray striped) and the rocky-water world regime (green) as defined by Zeng & Sasselov (2013). Consequently the rest of the diagram represents the gaseous-ice giant regime. The solid, dotted and dashed lines represent the mass-radius relations for gaseous planets of different age and different heavy element mass fraction (Z) as described by (Baraffe et al. 2008). The type of line (solid, dashed, or dotted) represents the heavy element mass fraction and the color of the line represents the age. These models have been used to constrain the nature and composition of WASP-151b, WASP-153b and WASP-156b, see Sects. 4.1 and 4.2.

However as discussed in Sect. 3.2.2, these estimates appear less precise and less accurate than the ones above, which rely on the stellar densities inferred from the transit and stellar models.

Given the relatively high incident flux received by these two planets (460 $F_{\text{ir}}$ for WASP-151b and 1400 $F_{\text{ir}}$ for WASP-153b), the radius anomalies that they exhibit was expected. Indeed, it is in agreement with the empirical thresholds defined by Miller & Fortney (2011) and Lopez & Fortney (2016) for an abnormally inflated radius: $R > 1.2 R_{\text{Jup}}$ and $F_{\text{ir}} > 2 \times 10^9$ erg s$^{-1}$ cm$^{-2}$ $\sim$ 150 $F_{\text{ir}}$. WASP-153b significantly exceeds both thresholds and WASP-151b exceeds the incident flux threshold, but is slightly below the radius threshold.

4.2. A warm super-Neptune: WASP-156b

WASP-156b's position in the mass-radius diagram suggests a composition significantly different from the ones of WASP-151b and WASP-153b. Baraffe et al. (2008) models indicate a high heavy element mass fraction around 90%, in agreement with the one of Neptune and Uranus (Helled & Guillot 2017), depicting
WASP-156b as a warm super-Neptune. Super-Neptunes with precise determination of the mass and radius (better than 15%) are relatively rare since only nine of these objects are known at the moment: Kepler-9c (Torres et al. 2011), Kepler-35b (Welsh et al. 2012), Kepler-101b (Bonomo et al. 2014), HATS-7b (Bakos et al. 2015), HATS-8b (Bayliss et al. 2015), WASP-107b (Anderson et al. 2017), WASP-127b (Lam et al. 2017), WASP-139b (Hellier et al. 2017), and WASP-156b. Amongst this class of planets, WASP-156b, as a warm (T$_W$ ASP-139b (Hellier et al. 2017), and WASP-156b. Amongst this class of planets, WASP-156b, as a warm ($T_\text{W} = 970$ K) and dense ($\rho_d = 1.0\rho_{\text{Jup}}$) super-Neptune, is particularly interesting to investigate the gaseous to ice giant transition as described by Anderson et al. (2017) and Bakos et al. (2015). WASP-156b is also currently the brightest super-Neptune host star, with a $V$ magnitude of 11.6, making it a target of prime interest for future atmospheric characterization.

4.3. Discrepancy between the ages estimators, an insight on migration mechanisms?

In Sects. 3.1 and 3.2.2, we derived ages for our three stars with Lithium abundance, gyrochronology and isochrone fitting. These results are reported in Table 3. The tendency that arises from this table is that our stars tend to have isochronal ages that are significantly higher than their gyrochronological ages. This tendency, limited here to three cases, has already been observed by Maxted et al. (2015b) for a broader sample of 28 transiting exoplanets where at least half of the sample exhibits this discrepancy. Interestingly for more than 80% of the stars in this sample, and for our three stars, the planetary companion is a short-period (less than five days) giant planet.

Discrepancies between gyrochronological and isochronal ages have been reported by several studies and not only in the context of planet host stars, see for example Angus et al. (2015), Kovács (2015), Buzasi et al. (2016). Maxted et al. (2015b) found that gyrochronological age estimates were significantly lower than the isochronal ones for about half of their sample of planetary hosts. Kovács (2015) reached a similar conclusion from a galactic field stars sample. Finally Buzasi et al. (2016) and Angus et al. (2015) brought to light inconsistencies in the gyrochronological age estimator when applied to different samples. This problem is thus complex and has multiple facets. Consequently, it will not be solved solely by the three stars discussed in this paper. However they can give us insights regarding the specific question of the underestimation provided by the gyrochronological age estimator observed for a fraction of the short period planet host stars population.

To explain the hot giant planet population, the core-accretion scenario requires a mechanism to migrate these planets from their formation location, beyond the ice line, to the vicinity of their parent star. There are currently two mechanisms debated in the literature for this migration: disk driven migration (e.g., Lin et al. 1996; Ward 1997) and high eccentricity migration (e.g., Rasio & Ford 1996; Fabrycky & Tremaine 2007). The main observational arguments to favor one over the other are: spin-orbit misalignment (e.g., Naoz et al. 2012), stellar metallicity (e.g., Dawson & Murray-Clay 2013), the presence of additional companions (e.g., Schlaufman & Winn 2016) and the Roche separation (e.g., Nelson et al. 2017).

In the light of Table 3 and the study performed by Maxted et al. (2015b), we suggest that a gyrochronological age significantly smaller than the isochronal one could be evidence to identify the mechanism responsible for the migration of giant planets. A gyrochronological age significantly lower than the isochronal one might indeed be explained by the important transfer of angular momentum from the giant planet to the star during the tidal circularisation of the planet’s orbit involved in high eccentricity migration. On the contrary, disk driven migration implies an exchange of angular momentum between the planet and the disk and cannot directly explain an increase of the stellar rotation. Furthermore, contrary to disk driven migration, high eccentricity migration is not bounded to the short protoplanetary disk lifetime and can occur at an older stage of the system amplifying even more the discrepancy between the two age estimates. If this hypothesis is confirmed for stars hosting short period planets, a gyrochronological age significantly smaller the isochronal age (e.g., the three host star presented in this paper) would indicate that the planet migrated through high eccentricity migration while a gyrochronological age compatible with the isochronal one (e.g., WASP-33; Collier Cameron et al. 2010) would suggest a disk driven migration (or an in-situ formation).

Obviously, a more thorough analysis is necessary to investigate all the possible implications behind this hypothesis. Such an analysis is beyond the scope of this paper but we think that this hypothesis is worth investigating. In this context, a search for long period companions that might have triggered the high eccentricity migration or an independent age estimate through asterosismology with TESS (Campante et al. 2016) or Plato (Rauer et al. 2014) would be particularly interesting.

4.4. Three planets at the border of the Neptunian desert

As described in the introduction, Mazeh et al. (2016) studied the distribution of the planet population in the orbital period, mass and radius domain and reported the lower and upper mass and radius boundaries of the short period Neptunian desert. Figure 10 shows that WASP-151b and WASP-153b lie near the upper boundaries of the desert, while WASP-156b stands well inside it. The authors mentioned that the period limit of the desert was not well constrained, however they also indicated that these borders delineate the boundaries for periods below five days, which is the case of WASP-156b. Understanding the differences between WASP-156b on the one side and WASP-151b and WASP-153b on the other side might allow us to shed light on the mechanism responsible for the upper boundary of the Neptunian desert. Mazeh et al. (2016) proposed two explanations for the origin of the upper boundary of the desert:

- Gaseous planets cannot exist below the upper boundary, because they would lose their gaseous envelope due to stellar insolation (e.g., Lopez & Fortney 2014) or Roche-lobe overflow (e.g., Kurokawa & Nakamoto 2014).

<table>
<thead>
<tr>
<th>Star</th>
<th>Iso. [Gyr]</th>
<th>Gyro. [Gyr]</th>
<th>Li</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASP-151</td>
<td>$5.13^{+1.33}_{-1.33}$</td>
<td>$1.80^{+2.03}_{-1.00}$</td>
<td>several Gyr</td>
</tr>
<tr>
<td>WASP-153</td>
<td>$4.00^{+0.77}_{-0.77}$</td>
<td>$1.21^{+1.19}_{-0.60}$</td>
<td>several Myr</td>
</tr>
<tr>
<td>WASP-156</td>
<td>$6.50^{+0.01}_{-0.01}$</td>
<td>$0.58^{+0.51}_{-0.31}$</td>
<td>$\geq 500$ Myr</td>
</tr>
</tbody>
</table>

Notes. Iso. stands for isochronal age, Gyro. for gyrochronological age and Li for the age constraint based and lithium abundance. The isochronal age estimates in this table are obtained using the mean value of the marginalized posterior distribution of the age. For WASP-151 and WASP-153, these are compatible with the maximum-likelihood estimate. However for WASP-156, it is not the case since the latter give an age of 0.5 Gyr (see Table A.6).
While a detailed analysis of the origin of the Neptunian desert is beyond the scope of this paper, it is still interesting to look into the similarities and differences between WASP-156b and WASP-151b/WASP-153b since they might provide useful insights on the nature of this desert. These three planets possess similar orbital parameters (see Table A.4). Their ages are subject to caution (as discussed in Sect. 4.3), but a given estimator provides similar ages for these three stars. Their gyrochronological ages indicate relatively young systems (~1 Gyr for WASP-151 and WASP-153 and ~0.5 Gyr for WASP-156), while their isochronal ages indicate ~5 Gyr old systems. However, their radiative environments are significantly different. WASP-151b and WASP-153b receive a higher bolometric irradiation (460, 1400 and 150 $F_{\text{bol}}$ for WASP-151b, WASP153b and WASP-156b respectively). Moreover, the spectral types of their host stars are different (early G for WASP-151 and WASP-153 and early K for WASP-156) implying a different spectral content of the irradiation, especially in extreme ultra-violet (EUV). The EUV flux is particularly interesting in this context since it is the main contributor for exoplanet atmosphere evaporation. Lecavelier Des Etangs (e.g., 2007) provided estimates for the EUV flux emitted by stars of different spectral types. According to these estimates, the EUV flux received by WASP-156b is approximately three times higher than the one received by WASP-151b and WASP-153b, $F_{\text{EUV/1AU}}$ is 15 erg cm$^{-2}$ s$^{-1}$ for K type stars and 5 erg cm$^{-2}$ s$^{-1}$ for G type stars. This suggests that photo-evaporation is the mechanism responsible for the presence of WASP-156b below the upper boundary of the short-period Neptunian desert. WASP-156 may be in the process of losing its gaseous envelope in a short-lived evolutionary phase which places it within the underpopulated short-period Neptunian desert.

Finally, in the context of the hypothesis formulated in Sect. 4.3, it is also interesting to mention the alternative explanation defended by Matsakos & Königl (2016) for the origin of the Neptunian desert. The authors present the desert as the result of high-eccentricity migration of planets that arrive in the vicinity of the Roche limit of their host star and suggest that the slopes and positions of the upper and lower boundaries are a direct consequence of the different mass-radius relations for rocky and gaseous planets.

Gaseous planets are formed further away from their parent star and cannot migrate below the upper boundary, because at this distance from the star the disk is not dense enough to sustain inward migration.
Appendix A: Additional tables

Table A.4. System parameters from Bayesian MCMC analysis.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>WASP-151b</th>
<th>WASP-153b</th>
<th>WASP-156b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planetary parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_p$ [R$_\text{Jup}$] (adopted, from tr. + ev. track)</td>
<td>$1.13^{+0.03}_{-0.03}$</td>
<td>$1.55^{+0.10}_{-0.08}$</td>
<td>$0.51^{+0.02}_{-0.02}$</td>
</tr>
<tr>
<td>$R_p$ [R$_\text{Jup}$] (from spec.)</td>
<td>$1.2^{+0.2}_{-0.2}$</td>
<td>$1.1^{+0.2}_{-0.2}$</td>
<td>$0.63^{+0.10}_{-0.10}$</td>
</tr>
<tr>
<td>$M_p$ [M$_\text{Jup}$] (adopted, from tr. + ev. track)</td>
<td>$0.31^{+0.04}_{-0.03}$</td>
<td>$0.39^{+0.02}_{-0.02}$</td>
<td>$0.128^{+0.010}_{-0.009}$</td>
</tr>
<tr>
<td>$M_p$ [M$_\text{Jup}$] (from spec.)</td>
<td>$0.33^{+0.03}_{-0.03}$</td>
<td>$0.37^{+0.02}_{-0.02}$</td>
<td>$0.13^{+0.08}_{-0.01}$</td>
</tr>
<tr>
<td>$\rho_p$ [\rho$_{\text{Jup}}$] (adopted, from tr. + ev. track)</td>
<td>$0.22^{+0.03}_{-0.03}$</td>
<td>$0.11^{+0.02}_{-0.02}$</td>
<td>$1.0^{+0.1}_{-0.1}$</td>
</tr>
<tr>
<td>$\rho_p$ [\rho$_{\text{Jup}}$] (from spec.)</td>
<td>$0.18^{+0.11}_{-0.06}$</td>
<td>$0.3^{+0.2}_{-0.2}$</td>
<td>$0.5^{+0.3}_{-0.2}$</td>
</tr>
<tr>
<td>$T_{\text{eq}}$ [K]</td>
<td>$1.29 \times 10^3_{-1 \times 10^2}^{+2 \times 10^3}$</td>
<td>$1.70 \times 10^3_{-4 \times 10^2}^{+4 \times 10^3}$</td>
<td>$9.7 \times 10^2_{-2 \times 10^2}^{+3 \times 10^2}$</td>
</tr>
<tr>
<td>$P$ * [days]</td>
<td>$4.533471_{-4 \times 10^{-4}}^{+4 \times 10^{-4}}$</td>
<td>$3.332609_{-5 \times 10^{-4}}^{+2 \times 10^{-4}}$</td>
<td>$3.836169_{-3 \times 10^{-4}}^{+3 \times 10^{-4}}$</td>
</tr>
<tr>
<td>$t_c$ [BJD − 2 400 000]</td>
<td>$57 741.0081_{-2 \times 10^{-4}}^{+1 \times 10^{-4}}$</td>
<td>$53 142.542_{-0.003}^{+0.003}$</td>
<td>$54 677.707_{-0.002}^{+0.002}$</td>
</tr>
<tr>
<td>$a$ [AU]</td>
<td>$0.055_{-0.001}^{+0.001}$</td>
<td>$0.048_{-0.001}^{+0.001}$</td>
<td>$0.045_{-0.0009}^{+0.0009}$</td>
</tr>
<tr>
<td>$e$</td>
<td>$&lt;0.003$</td>
<td>$&lt;0.009$</td>
<td>$&lt;0.007$</td>
</tr>
<tr>
<td>$\omega_\star$ [*]</td>
<td>$-5 \times 10^1_{-3 \times 10^3}^{+1 \times 10^2}$</td>
<td>unconstrained</td>
<td>unconstrained</td>
</tr>
<tr>
<td>$i_\star$ [*]</td>
<td>$89.2^{+0.5}_{-0.6}$</td>
<td>$84.1^{+0.7}_{-0.7}$</td>
<td>$89.1^{+0.6}_{-0.9}$</td>
</tr>
<tr>
<td>$\sqrt{\epsilon} \cos \omega_\star$ *</td>
<td>$0.000_{-0.05}^{+0.05}$</td>
<td>$-0.00^{+0.05}_{-0.05}$</td>
<td>$0.00^{+0.05}_{-0.05}$</td>
</tr>
<tr>
<td>$\sqrt{\epsilon} \sin \omega_\star$ *</td>
<td>$0.000_{-0.04}^{+0.03}$</td>
<td>$-0.00^{+0.05}_{-0.05}$</td>
<td>$0.00^{+0.05}_{-0.05}$</td>
</tr>
<tr>
<td>$\cos i$ *</td>
<td>$0.015_{-0.010}^{+0.010}$</td>
<td>$0.10^{+0.01}_{-0.01}$</td>
<td>$0.02^{+0.02}_{-0.01}$</td>
</tr>
<tr>
<td>$a/R_\star$ *</td>
<td>$10.34^{+0.11}_{-0.19}$</td>
<td>$6.0^{+0.3}_{-0.2}$</td>
<td>$12.8^{+0.3}_{-0.7}$</td>
</tr>
<tr>
<td>$R_p/R_\star$ * [%]</td>
<td>$10.11^{+0.05}_{-0.03}$</td>
<td>$9.2^{+0.1}_{-0.1}$</td>
<td>$6.8^{+0.12}_{-0.1}$</td>
</tr>
<tr>
<td>$\Delta F/F$ [%]</td>
<td>$1.02^{+0.01}_{-0.007}$</td>
<td>$0.85^{+0.02}_{-0.02}$</td>
<td>$0.47^{+0.02}_{-0.01}$</td>
</tr>
<tr>
<td>$D14$ [h]</td>
<td>$3.66^{+0.02}_{-0.01}$</td>
<td>$3.84^{+0.05}_{-0.05}$</td>
<td>$2.41^{+0.04}_{-0.03}$</td>
</tr>
<tr>
<td>$D23$ [h]</td>
<td>$2.97^{+0.02}_{-0.02}$</td>
<td>$2.83^{+0.07}_{-0.06}$</td>
<td>$2.08^{+0.03}_{-0.03}$</td>
</tr>
<tr>
<td>$K_\star$ [m s$^{-1}$]</td>
<td>$37^{+2}_{-4}$</td>
<td>$44^{+2}_{-2}$</td>
<td>$19^{+1}_{-1}$</td>
</tr>
<tr>
<td>$\tau_{\text{sec}}$ [Gyr]</td>
<td>$0.03^{+0.004}_{-0.003}$</td>
<td>$0.0022^{+0.0006}_{-0.0006}$</td>
<td>$0.26^{+0.06}_{-0.05}$</td>
</tr>
<tr>
<td>$H$ [km] (adopted, from tr. + ev. track)</td>
<td>$8.0 \times 10^5_{-8 \times 10^4}^{+9 \times 10^4}$</td>
<td>$1.6 \times 10^3_{-3 \times 10^4}^{+12 \times 10^4}$</td>
<td>$3.0 \times 10^2_{-3 \times 10^3}^{+8 \times 10^3}$</td>
</tr>
<tr>
<td>$H$ [km] (from spec.)</td>
<td>$9.0 \times 10^2_{-9 \times 10^3}^{+3 \times 10^2}$</td>
<td>$8 \times 10^2_{-2 \times 10^2}^{+3 \times 10^2}$</td>
<td>$5 \times 10^2_{-1 \times 10^2}^{+7 \times 10^2}$</td>
</tr>
<tr>
<td>$F_1$ [F$_{1,0}$] (adopted, from tr. + ev. track)</td>
<td>$4.6 \times 10^2_{-2 \times 10^4}^{+2 \times 10^2}$</td>
<td>$1.4 \times 10^2_{-1 \times 10^2}^{+7 \times 10^2}$</td>
<td>$1.5 \times 10^2_{-1 \times 10^2}^{+1 \times 10^2}$</td>
</tr>
<tr>
<td>$F_1$ [F$_{1,0}$] (from spec.)</td>
<td>$5 \times 10^2_{-1 \times 10^3}^{+2 \times 10^2}$</td>
<td>$7 \times 10^2_{-2 \times 10^2}^{+3 \times 10^2}$</td>
<td>$2 \times 10^2_{-7 \times 10^2}^{+8 \times 10^2}$</td>
</tr>
<tr>
<td>Stellar parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RA [hours:minutes:s]</td>
<td>23:16:15.22</td>
<td>18:37:02.97</td>
<td>02:11:07.61</td>
</tr>
<tr>
<td>Dec [degrees minutes s]</td>
<td>00 18 24.5</td>
<td>40 01 07.4</td>
<td>02 25 04.8</td>
</tr>
<tr>
<td>Sp. Type (spec.)</td>
<td>G1</td>
<td>G0</td>
<td>K3</td>
</tr>
</tbody>
</table>

Notes. *(spec.)* indicates that the estimate has been performed using the spectroscopic data only (Sect. 3.1). *(tr.)* indicates that the estimate has been performed using transit and RV analysis only (Sect. 3.2.1). *(spec., tr.)* indicates that the estimate has been performed using both transit and spectroscopic data (Sect. 3.2.1). $M_*$ and $R_*$ *(spec.)* estimates are performed using the spectroscopic $T_{\text{eff}}$, log $g$, [Fe/H] and the *Torres et al. (2010)* calibration. $M_*$ and $R_*$ *(tr. + ev. track)* are provided by *bagemass* using $\rho_\star$, $T_{\text{eff}}$ and [Fe/H] *(spec.)* (Sect. 3.2.2). *(from spec.)* indicates that the estimate has been performed using $M_*$ and $R_*$ *(spec.)* estimates; *(adopted, from tr. + ev. track)* indicates that the estimate has been performed using $M_*$ and $R_*$ *(tr. + ev. track)* estimates and that we adopted those values as final values for the system. We believe that those values are more accurate than the one provided the spectroscopic parameters and the *Torres et al. (2010)* calibration. Spectral Types are estimated from $T_{\text{eff}}$ using the table in *Gray (2008)*. Abundances are relative to the solar values obtained by *Asplund et al. (2009)*. * indicates that the parameter is a jumping parameter in the MCMC analysis. For more details of the meaning of the notations used for the parameters name, see Sect. 3.2.
<table>
<thead>
<tr>
<th></th>
<th>WASP-151b</th>
<th>WASP-153b</th>
<th>WASP-156b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$ mag</td>
<td>12.9</td>
<td>12.8</td>
<td>11.6</td>
</tr>
<tr>
<td>$J$ mag</td>
<td>11.5</td>
<td>11.4</td>
<td>9.9</td>
</tr>
<tr>
<td>$V - K$</td>
<td>1.7</td>
<td>1.7</td>
<td>2.2</td>
</tr>
<tr>
<td>$M_*$ [$M_\odot$] (adopted, tr. + ev. track.)</td>
<td>1.077 ± 0.081</td>
<td>1.336 ± 0.086</td>
<td>0.842 ± 0.052</td>
</tr>
<tr>
<td>$M_*$ [$M_\odot$] (spec.)</td>
<td>1.14 ± 0.09</td>
<td>1.20 ± 0.09</td>
<td>0.87 ± 0.13</td>
</tr>
<tr>
<td>$R_*$ [$R_\odot$] (adopted, tr. + ev. track.)</td>
<td>1.14 ± 0.03</td>
<td>1.73 ± 0.10</td>
<td>0.76 ± 0.03</td>
</tr>
<tr>
<td>$R_*$ [$R_\odot$] (spec.)</td>
<td>1.24 ± 0.18</td>
<td>1.18 ± 0.20</td>
<td>0.95 ± 0.15</td>
</tr>
<tr>
<td>Age [Gyr] (adopted, Isochrone)</td>
<td>5.1 ± 0.1</td>
<td>4.0 ± 0.8</td>
<td>6.4 ± 4.0</td>
</tr>
<tr>
<td>Age [Gyr] (Gyrochronology)</td>
<td>1.80 ± 1.00</td>
<td>1.21 ± 1.19</td>
<td>0.58 ± 0.51</td>
</tr>
<tr>
<td>$\rho_*$ [$\rho_\odot$] (tr.)</td>
<td>0.72 ± 0.02</td>
<td>0.26 ± 0.04</td>
<td>1.9 ± 0.3</td>
</tr>
<tr>
<td>$T_{\text{eff}}$ [K] (spec.)</td>
<td>5871 ± 57</td>
<td>5914 ± 64</td>
<td>4910 ± 61</td>
</tr>
<tr>
<td>$\log g$ (spec.)</td>
<td>4.30 ± 0.11</td>
<td>4.36 ± 0.13</td>
<td>4.40 ± 0.12</td>
</tr>
<tr>
<td>$\log g$ (adopted, tr.)</td>
<td>4.35 ± 0.03</td>
<td>4.10 ± 0.06</td>
<td>4.69 ± 0.04</td>
</tr>
<tr>
<td>[Fe/H] [dex] (spec.)</td>
<td>0.10 ± 0.10</td>
<td>0.34 ± 0.11</td>
<td>0.24 ± 0.12</td>
</tr>
<tr>
<td>$v\sin i.$ [km s$^{-1}$] (spec.)</td>
<td>4.25 ± 0.90</td>
<td>5.19 ± 0.95</td>
<td>3.80 ± 0.91</td>
</tr>
<tr>
<td>$v_{\text{mac}}$ [km s$^{-1}$] (spec.)</td>
<td>3.73 ± 0.73</td>
<td>3.73 ± 0.73</td>
<td>2.77 ± 0.73</td>
</tr>
<tr>
<td>$\xi$ [km s$^{-1}$] (spec.)</td>
<td>0.32 ± 0.10</td>
<td>0.59 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>$\log A$(Li) (spec.)</td>
<td>1.73 ± 0.05</td>
<td>2.77 ± 0.05</td>
<td>&lt;0.19 ± 0.08</td>
</tr>
<tr>
<td>Distance [pc] (spec.)</td>
<td>480 ± 75</td>
<td>430 ± 35</td>
<td>140 ± 25 pc</td>
</tr>
<tr>
<td>$v_{\text{SOPIE}}$ [km s$^{-1}$] (tr.)</td>
<td>−12.369 ± 0.002</td>
<td>−29.004 ± 0.002</td>
<td>9.5891 ± 0.001</td>
</tr>
<tr>
<td>$u_{\text{Johnson}}$ (spec., tr.)</td>
<td>0.478 ± 0.002</td>
<td>0.486 ± 0.002</td>
<td>0.591 ± 0.003</td>
</tr>
<tr>
<td>$v_{\text{Johnson}}$ (spec., tr.)</td>
<td>0.129 ± 0.005</td>
<td>0.126 ± 0.005</td>
<td>0.082 ± 0.008</td>
</tr>
<tr>
<td>$u_{\text{Sloan}}$ (spec., tr.)</td>
<td>0.341 ± 0.001</td>
<td>0.127 ± 0.004</td>
<td></td>
</tr>
<tr>
<td>$v_{\text{Sloan}}$ (spec., tr.)</td>
<td>0.127 ± 0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{\text{KP}}$ (spec., tr.)</td>
<td>0.549 ± 0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{\text{NGTS}}$ (spec., tr.)</td>
<td>0.487 ± 0.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v_{\text{NGTS}}$ (spec., tr.)</td>
<td>0.131 ± 0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{\nu_{\text{VR}}}^*$ (spec., tr.)</td>
<td>0.549 ± 0.002</td>
<td>0.118 ± 0.006</td>
<td></td>
</tr>
<tr>
<td>$v_{\nu_{\text{VR}}}^*$ (spec., tr.)</td>
<td>0.541 ± 0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{\text{Johnson}}$ (spec., tr.)</td>
<td>0.9955 ± 0.0066</td>
<td>0.461 ± 0.002</td>
<td>0.103 ± 0.007</td>
</tr>
<tr>
<td>$v_{\text{Johnson}}$ (spec., tr.)</td>
<td>0.73 ± 0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{\text{Gunn}}$ (spec., tr.)</td>
<td>0.24 ± 0.03</td>
<td>0.43 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>$v_{\text{Gunn}}$ (spec., tr.)</td>
<td>0.01 ± 0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Parameters of instruments

$\Delta V_{\text{CORALIE/SOPHIE}}$ [km s$^{-1}$] | 0.055 ± 0.008 | 0.043 ± 0.002 |
| $\ln f_{\text{SOPIE}}$ * | 0.03 ± 0.04 | 0.08 ± 0.04 |
| $\ln f_{\text{CORALIE}}$ * | −0.01 ± 0.06 | −0.01 ± 0.05 |
| $\ln f_{\text{K2}}$ * | 1.71 ± 0.02 | 0.43 ± 0.03 |
| $\ln f_{\text{TESEICAM}}$ * | 0.24 ± 0.03 | 0.01 ± 0.01 |
| $\ln f_{\text{TRAPPIST}}$ * | −0.01 ± 0.02 |
Table A.4. continued.

<table>
<thead>
<tr>
<th></th>
<th>WASP-151b</th>
<th>WASP-153b</th>
<th>WASP-156b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln f_{eWASP}$ *</td>
<td>$0.112^{+0.008}_{-0.009}$</td>
<td>$-0.056^{+0.008}_{-0.008}$</td>
<td>$0.31^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$\ln f_{eLiverpool}$ *</td>
<td>$-1.601^{+0.006}_{-0.006}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln f_{eRISE2}$ *</td>
<td>$-0.81^{+0.02}_{-0.02}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln f_{eNITES}$ *</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln f_{eIAC80}$ *</td>
<td>$-0.32^{+0.04}_{-0.05}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln f_{eEulerCam}$ *</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F_{OOT,IAC80}$ *</td>
<td>$0.0042^{+4\times10^{-4}}_{-4\times10^{-4}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F'_{OOT,IAC80}$ [day$^{-1}$]</td>
<td>$-0.024^{+0.004}_{-0.003}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F''_{OOT,IAC80}$ [day$^{-1}$]</td>
<td>$0.008^{+0.007}_{-0.007}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F_{OOT,TRAPPIST}$ *</td>
<td>$-2\times10^{-6}^{+3\times10^{-6}}_{-3\times10^{-6}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F'_{OOT,TRAPPIST}$ [day$^{-1}$]</td>
<td>$0.008^{+0.004}_{-0.004}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F''_{OOT,TRAPPIST}$ [day$^{-2}$]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta F_{OOT,EulerCam}$ *</td>
<td></td>
<td>$7\times10^{-6}^{+1\times10^{-4}}_{-1\times10^{-4}}$</td>
<td></td>
</tr>
<tr>
<td>$\Delta F'_{OOT,EulerCam}$ [day$^{-1}$]</td>
<td></td>
<td>$-5\times10^{-4}^{+9\times10^{-4}}_{-9\times10^{-4}}$</td>
<td></td>
</tr>
<tr>
<td>$\Delta F''_{OOT,EulerCam}$ [day$^{-2}$]</td>
<td></td>
<td>$-0.001^{+0.001}_{-0.001}$</td>
<td></td>
</tr>
</tbody>
</table>
Table A.5. Prior functions for each free parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>WASP-151b</th>
<th>WASP-153b</th>
<th>WASP-156b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$ [days]</td>
<td>$N(4.5334, 0.003)$</td>
<td>$N(3.333, 0.001)$</td>
<td>$N(3.83616, 3 \times 10^{-5})$</td>
</tr>
<tr>
<td>$t_c$ [BJD − 2 400 000]</td>
<td>$N(57.741.0, 0.1)$</td>
<td>$N(53.1425, 0.1)(\mu - 2\sigma, \mu + 2\sigma)$</td>
<td>$N(54.677.1, 0.01)$</td>
</tr>
<tr>
<td>$\sqrt{e} \cos \omega$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
</tr>
<tr>
<td>$\sqrt{e} \sin \omega$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
<td>$N(0, 0.05)[0, 1/\sqrt{2}]$</td>
</tr>
<tr>
<td>$\cos i$</td>
<td>$N(0, 0.1)[0, 1]$</td>
<td>$N(0, 0.1)[0, 1]$</td>
<td>$N(0, 0.1)[0, 1]$</td>
</tr>
<tr>
<td>$a/R_s$</td>
<td>$N(8.67, 1)[1., 30]$</td>
<td>$N(8.4, 1)[1., 50]$</td>
<td>$U(1., 30)$</td>
</tr>
<tr>
<td>$R_p/R_*$ [%]</td>
<td>$N(-12.4, 0.02)$</td>
<td>$N(-29, 0.1)$</td>
<td>$N(9.58, 0.01)$</td>
</tr>
<tr>
<td>$K$ [m s$^{-1}$]</td>
<td>$N(0.4781, 0.0022)$</td>
<td>$N(0.4859, 0.0020)$</td>
<td>$N(0.5911, 0.0032)$</td>
</tr>
<tr>
<td>$\sigma_{\text{Johnson} R}$</td>
<td>$N(0.1304, 0.0055)$</td>
<td>$N(0.1258, 0.0053)$</td>
<td>$N(0.0805, 0.0082)$</td>
</tr>
<tr>
<td>$\sigma_{\text{Johnson} K}$</td>
<td>$N(0.3412, 0.0013)$</td>
<td>$N(0.1269, 0.0039)$</td>
<td>$N(0.5501, 0.0025)$</td>
</tr>
<tr>
<td>$\sigma_{\text{Sloan} r}$</td>
<td>$N(0.0119, 0.0054)$</td>
<td>$N(0.5801, 0.0025)$</td>
<td>$N(0.1286, 0.0052)$</td>
</tr>
<tr>
<td>$\sigma_{\text{NGTS}}$</td>
<td>$N(0.4861, 0.0021)$</td>
<td>$N(0.4608, 0.0024)$</td>
<td>$N(0.4608, 0.0024)$</td>
</tr>
<tr>
<td>$\sigma_{\text{NGTS}}$</td>
<td>$N(0.1286, 0.0052)$</td>
<td>$N(0.1286, 0.0052)$</td>
<td>$N(0.4608, 0.0024)$</td>
</tr>
</tbody>
</table>

Notes. $N(\mu, \sigma)$ designate normal distributions of mean $\mu$ and standard deviation $\sigma$. $N(\mu, \sigma)[\text{min, max}]$ designate truncated normal distributions with min and max as minimum and maximum value. $U(\text{min, max})$ designate uniform distributions with min and max as minimum and maximum value. $\text{———} \text{distribution} \text{———}$ indicates that the same prior distribution has been used for the analysis of the three systems.
Table A.6. Complete bagenmass output table giving the Bayesian mass and age estimates for WASP-151, WASP-153, and WASP-156.

<table>
<thead>
<tr>
<th>Star</th>
<th>τ_{iso} [Gyr]</th>
<th>M_{b} [M_{⊙}]</th>
<th>[Fe/H]_{b}</th>
<th>χ^{2}</th>
<th>⟨τ_{iso}⟩ [Gyr]</th>
<th>⟨M_{⋆}⟩ [M_{⊙}]</th>
<th>p_{MS}</th>
<th>σ_{τ,Y}</th>
<th>σ_{τ,α}</th>
<th>σ_{M,Y}</th>
<th>σ_{M,α}</th>
</tr>
</thead>
<tbody>
<tr>
<td>WASP-151</td>
<td>5.0</td>
<td>1.07</td>
<td>+0.162</td>
<td>0.002</td>
<td>5.13 ± 1.33</td>
<td>1.077 ± 0.048</td>
<td>1.00</td>
<td>−0.42</td>
<td>2.59</td>
<td>0.044</td>
<td>−0.049</td>
</tr>
<tr>
<td>WASP-153</td>
<td>3.8</td>
<td>1.35</td>
<td>+0.339</td>
<td>0.015</td>
<td>4.00 ± 0.77</td>
<td>1.336 ± 0.065</td>
<td>0.87</td>
<td>−0.08</td>
<td>0.79</td>
<td>0.052</td>
<td>−0.021</td>
</tr>
<tr>
<td>WASP-156</td>
<td>0.5</td>
<td>0.87</td>
<td>+0.255</td>
<td>0.02</td>
<td>6.50 ± 4.03</td>
<td>0.842 ± 0.036</td>
<td>1.00</td>
<td>−0.68</td>
<td>1.37</td>
<td>0.034</td>
<td>−0.017</td>
</tr>
</tbody>
</table>

Notes. Columns 2–4 give the maximum-likelihood estimates of the age, mass, and initial metallicity, respectively. Column 5 is the chi-squared statistic of the fit for the parameter values in Cols. 2–4. Columns 6 and 7 give the mean and standard deviation of their marginalized posterior distributions. Column 8 (p_{MS}) is the probability that the star is still on the main sequence. The systematic errors on the mass and age due to uncertainties in the mixing length and helium abundance are given in Cols. 9 to 12. For more details see Sect. 3.2.2 and Maxted et al. (2015a).