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Abstract

A large number of secondary electrons with low energies ($< 20$ eV) is produced during irradiation of biological matter. It is known that such electrons lead to fragmentation of DNA via dissociative electron attachment (DEA). DEA happens via the formation of a resonance (transient negative ion). Studying the properties of the resonances (energy and lifetime) is the first step to describe and understand DEA. Although isolated DNA constituents have been studied broadly, DEA is likely to be affected by the environment. The goal of this research is a theoretical investigation of the influence of the environment on resonance formation. The object of this study is low-energy collision with pyridine (prototype of biological molecule) and thymine (one of the DNA nucleobases), both in gas-phase and surrounded by water (forming small clusters). We provide a comparison of pyridine and pyridine-$\text{H}_2\text{O}$ calculations for various standard scattering models (Static Exchange, Static Exchange plus Polarization and Close-Coupling). For pyridine-(H$_2$O)$_n$, $n = 2, 3, 5$, calculations have been performed using the Static Exchange method, whereas thymine and thymine-(H$_2$O)$_n$, $n = 2, 3, 5$, were studied using the Static Exchange and Static Exchange plus Polarization methods. This research gives an insight into how the water environment changes resonance properties. The presence of water does not have the same effects in all systems studied. We confirmed that the effects depend on the character of water as a proton donor or acceptor. We showed that the resonance shift depends on the water binding site to the molecule and that it does not shift all resonances in one system equally strongly. Additionally, isolated pyridine has been investigated in more detail, in order to compare it with diazines, studied previously in our group. We found that the resonance formation in both system is similar.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>SEs</td>
<td>Secondary electrons</td>
</tr>
<tr>
<td>LEEs</td>
<td>Low-energy electrons</td>
</tr>
<tr>
<td>SSBs</td>
<td>Single strand breaks</td>
</tr>
<tr>
<td>DSBs</td>
<td>Double strand breaks</td>
</tr>
<tr>
<td>TNIs</td>
<td>Transient negative ions</td>
</tr>
<tr>
<td>DEA</td>
<td>Dissociative electron attachment</td>
</tr>
<tr>
<td>AD</td>
<td>Autodetachment</td>
</tr>
<tr>
<td>ETS</td>
<td>Electron transmission spectroscopy</td>
</tr>
<tr>
<td>HF</td>
<td>Hartree-Fock</td>
</tr>
<tr>
<td>SCF</td>
<td>Self-Consistent Field</td>
</tr>
<tr>
<td>CSFs</td>
<td>Configuration State Functions</td>
</tr>
<tr>
<td>GTOs</td>
<td>Gaussian-type orbitals</td>
</tr>
<tr>
<td>FCI</td>
<td>Full Configuration Interaction</td>
</tr>
<tr>
<td>MCSCF</td>
<td>Multi Configuration Self Consistent Field</td>
</tr>
<tr>
<td>CAS</td>
<td>Complete Active Space</td>
</tr>
<tr>
<td>CASSCF</td>
<td>Complete Active Space Self Consistent Field</td>
</tr>
<tr>
<td>SA-CASSCF</td>
<td>State-Averaged CASSCF</td>
</tr>
<tr>
<td>SE</td>
<td>Static Exchange</td>
</tr>
<tr>
<td>SEP</td>
<td>Static Exchange plus Polarization</td>
</tr>
<tr>
<td>CC</td>
<td>Close-Coupling</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest unoccupied molecular orbital</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest occupied molecular orbital</td>
</tr>
<tr>
<td>IECS</td>
<td>Integral elastic cross section</td>
</tr>
<tr>
<td>EDCS</td>
<td>Elastic differential cross section</td>
</tr>
<tr>
<td>DCS</td>
<td>Differential cross section</td>
</tr>
<tr>
<td>IECS</td>
<td>Integral elastic cross sections</td>
</tr>
<tr>
<td>TICS</td>
<td>Total inelastic cross sections</td>
</tr>
<tr>
<td>ESCS</td>
<td>Excited state cross section</td>
</tr>
<tr>
<td>ESECS</td>
<td>Elastic cross section for excited state</td>
</tr>
<tr>
<td>ESTCS</td>
<td>Excited state total cross section</td>
</tr>
<tr>
<td>v.o.</td>
<td>Virtual orbitals</td>
</tr>
<tr>
<td>FA</td>
<td>Formic acid</td>
</tr>
<tr>
<td>VEA</td>
<td>Vertical electron attachment</td>
</tr>
</tbody>
</table>

Table 1: Glossary of important acronyms.
Introduction

One of the main motivations for studying electron scattering from polyatomic molecules is the effects of radiation damage on DNA (deoxyribonucleic acid) and other cell constituents. Knowledge of DNA behaviour under radiation is essential to detailed understanding of radiation damage in living organisms. It is a well-known fact that the exposure of living beings to high energy radiation may result in very serious problems. These effects could (and still can) be directly observed after the dropping of the nuclear bombs in Hiroshima and Nagasaki in 1945 or after the Chernobyl disaster at the nuclear power plants in 1986. Those disasters (and many other similar ones) caused the local dosage of radiation received by living beings to be sufficiently high to bring about fatal effect, i.e. death, grave physical injuries and genetic mutations passed to descendants.

Beyond the extreme occurrences, every living body is constantly exposed to some dosage of radiation due to the presence of ubiquitous cosmic radiation and the existence of radioactive isotopes on the earth (e.g. radon, uranium). In addition, during specific medical treatment and imaging, radiation is used in positive ways. Particularly, nowadays, radiotherapy is a very powerful medical tool to deal with diseases. Therefore, in order to use radiation effectively, it is necessary to have detailed knowledge of the processes taking place in the human body during exposure to radiation. Especially in the cell nucleus,
where DNA is placed, because DNA is the element of a cell which is most sensitive for radiation (figure 1.1). Damage of the DNA can lead to fatal and long-term effects. Understanding biological radiation damage can help to design better treatments, safer imagining and to improve radiation protection.

Radiation may interact with biological matter by direct and indirect action. Direct action is any form of radiation in biological material interacting directly with the targets (e.g. DNA) in the cells. The target atoms may be ionized or excited, initiating the chain of events leading to biological changes. It is the main process when radiation consists of neutrons or \( \alpha \)-particle. Indirect action happens when radiation interacts with other atoms or molecules (not being the target atoms or molecules, i.e. mainly water) mostly leading to the production of free radicals that are able to diffuse far enough to reach and damage the target. This indirect process is responsible for 67% of the biological damage.

The chain of events is a sequence of events which is induced by the interaction of fast primary particles with cellular constituents. The events can be divided into three major groups: primary, secondary and radioactive [2, 3]. This sequence of events is still unknown but crucial to accomplish a complete description of the effects of ionizing radiation in living cells.

All electrons originating from ionization by primary fast charged particles are called secondary electrons (SEs) [4, 5]; including those coming from multiple ionizations or Auger events. The energy of SEs ranges from \( \sim 0 \) eV to \( \sim 1 \) keV. Most SEs have low energies with a distribution that lies essentially below 70 eV, with the most probable energy \( \sim 9 - 10 \) eV [6]. SEs create the majority of the reactive species, i.e. ions, excited molecules, free radicals and low-energy electrons (LEEs), which initiate further chemical reactions.

Low-energy electrons are SEs with energy \( E < 30 \) eV [4, 5], that can mainly be generated by water ionization. LEEs, through exchange of energy with the medium, finally become trapped by electrostatic interactions with induced and permanent dipole moments of the surrounding molecules and become thermalized. Thermal (\( E \sim 0.025 \) eV) and epithermal (\( E < 5 \) eV) electrons disappear mostly by recombination with ions, attachment to molecules or diffusion.

It has been known for a long time that ionizing radiation can induce mutagenic or lethal effects, initiated by structural and chemical modifications of the nucleic acid bases [7] or the deoxyribose sugar moiety [8]. But only since the pioneering study by Boudaïffa et al. [9] in 2000, it has been confirmed that the low-energy (\( E < 20 \) eV), secondary electrons can also contribute to DNA damage. The secondary electrons together with the neutral radicals and ions are produced along the radiation track in a cell and afterwards interact with the constituents of DNA [10] (this is further explained below). These were unexpected findings, because until then it was believed that only electrons at energies above the ionization threshold could cause DNA breaking.
Figure 1.2 shows results by Boudaïffa et al. [9]. As expected, single strand breaks (SSBs) and double strand breaks (DSBs) appear at energies above the ionization threshold, i.e. above 10 eV. And their intensity continuously rises with electron energy in the investigated energy range, i.e. close to the ionization threshold. But below the ionization threshold, surprisingly, the presence of SSBs and DSBs does not disappear and a broad peak is centered at about 10 eV. Further work by this group after extending their experiment to the electron energy range below 3 eV gave results manifesting additional resonances, but only for SSB formation [11]. The observed low-energy peaks are due to the fact that electrons can be captured by the molecule, as a result of that transient negative ions (TNIs) are created which can lead to decomposition into several fragments - dissociative electron attachment (DEA). This phenomenon is discussed below, in section 1.2. In this thesis we study resonances in various systems.

1.1 Systems studied

Before we present the systems studied in this work, in order to motivate our choice, we first describe the structure of DNA and present some definitions important for this work.

DNA is a large molecule, a polymer, consisting of monomers called deoxynucleotides, with a double helix structure. The ‘backbone’ of each of the two strands consists of five-carbon sugar deoxyribose, shown in the left panel of figure 1.3 (in black) and phosphate groups (in red). Four nitrogenous bases (in blue) are attached to this backbone: adenine (A), guanine (G), cytosine (C), and thymine (T) (in RNA uracil replaces thymine), the sequence of which specifies the genetic code. A nucleobase linked to a sugar is called a nucleoside. The nucleoside together with a phosphate group (in other words, a backbone together with one of the nitrogenous bases) builds a nucleotide. Groups of nucleotides liked together in specific order create one strand of DNA. Deoxynucleotides usually exist as a double-stranded structure with the sugar-phosphate backbones of the two different strands.
running in opposite directions [12] (the right panel of figure 1.3). The two DNA strands are held together by hydrogen bonds between two of the four the bases (adenine – thymine and guanine – cytosine).

![Figure 1.3: Structure of DNA. The pictures on the left and right are from [13, 14], respectively.](image)

In living cells DNA always exists surrounded by water. Therefore, the main goal of this thesis is an investigation of how presence of water changes resonance formation in biological molecules. The theoretical investigation of a DNA strand surrounded by water is not currently feasible (the system is too huge to perform R-matrix calculations). Thus, we focus on much smaller targets: small clusters.

A *cluster* is an aggregate of a countable number of molecules (between 2 to $10^7$). Its size is between a single molecule and a bulk solid [15]. Clusters are a type of material with different properties from those of a molecule and a bulk solid. Their chemical and physical properties, as well as their geometric and electronic structures are of fundamental interest since their structure is more complex than a single molecule but less complex than bulk solid. There are several intermolecular forces which can be responsible for binding molecules into clusters. However, in all clusters discussed in this work, molecules are bound by hydrogen bonding. A hydrogen bond can occur between atoms of different molecules or between atoms of the same molecule. The general form of hydrogen bonds can be written as: $X-H\cdots Y$, where $X$ is an electronegative atom (the donor), covalently bound to a hydrogen atom. The hydrogen atom also interacts (more weakly than with $X$) with the second
atom, $Y$ (the acceptor). $Y$ is also an electronegative atom, it has a lone-pair of electrons, which causes atom $Y$ to possess a slight negative charge. The donor atom effectively shares its hydrogen with the acceptor atom, forming a bond stronger than a van der Waals bond, weaker than a covalent one.

We have been investigating small clusters containing one of the DNA nucleobases, i.e. thymine-$(\text{H}_2\text{O})_n$, $n = 1, 2, 3, 5$, to bridge the existing gap between the gas and solvation phase (we also performed calculations for isolated thymine, but only for comparison purposes, since this target has already been studied [16] using the same method as in this work). However, we started our investigations with less complex molecule: pyridine. To understand this choice, we first present a classification of DNA bases and discuss the past, present and future work undertaken at the OU.

Thymine, cytosine and the RNA nucleobase uracil are pyrimidinic nucleobases, derived from pyrimidine [17, 18, 19], whereas guanine and adenine are derived from purine [20], see figure 1.4. Pyrimidine belongs to a group of molecules called azabenzences. Azabenzene molecules are benzene-like molecules with one to six carbons replaced by nitrogen [22]. Due to the high symmetry of 6-membered rings of benzene there is only one possible combination of replacing a carbon atom with nitrogen to create a unique molecule, this molecule is called pyridine. Two nitrogen atoms in a benzene-like ring can form three unique molecules, which are called diazines, namely they are pyridazine (1,2-diazine), pyrimidine (1,3-diazine), pyrazine (1,4-diazine). Three nitrogen atoms in benzene-like ring can also form three unique molecules, called triazines (1,2,3-triazine, 1,2,4-triazine, and 1,3,5-triazine), and four nitrogen atoms form tetrazines (1,2,3,4-tetrazines, 1,2,3,5-tetrazines, and 1,2,4,5-tetrazines). Pentazine – 6-membered rings with five nitrogen atoms can form only one unique molecule. Both tetrazine and pentazine are unstable compounds, while hexazine (also known as hexaazabenzene) is a hypothetical allotrope of nitrogen composed of 6 nitrogen atoms arranged in a benzene-like ring.

Figure 1.4: Classification of DNA bases depending on type of the molecule from which they are derived. Guanine and adenine have purine character and thymine, cytosine and uracil have pyrimidine character. In the figure the orange balls represent carbon, blue - nitrogen, white - hydrogen and red - oxygen (from reference [21]).
A study of diazines, 2,4-oxo pyrimidine and uracil (see figure 1.5) by Z. Mašín preceded this work, see e.g.: [17, 23, 18, 24, 21]. The knowledge and experience gained by studying these molecules in our group was used as the starting point for some of the calculations presented in this thesis. In particular, the knowledge about the specific parameters most appropriate to perform R-matrix calculations for isolated molecules was very useful. It also allows us to compare in more detail results for pyridine with those for pyrimidine (see chapter 3).

![Structures of diazines: pyrazine, pyrimidine and pyridazine; 2-oxo pyrimidine, 4-oxo pyrimidine and uracil. The white balls represent hydrogens, orange - carbons, blue - nitrogens and red - oxygens. The picture comes from [21].](image)

Although the knowledge and experience in studying diazines was an important factor to investigate pyridine, the main reason to chose this molecule for our studies was the possibility to compare our theoretical results with an experiment. The experiment was planned by the collaborating experimental group led by Sam Eden. The group is building an experiment to perform measurements of electron scattering by molecular clusters which is able to determine different fragmentation channels at The Open University. Experimental control over clustering conditions can be achieved by expanding the target gas through a small nozzle with variable backing pressure followed by a skimmer. This creates as stable supersonic gas jet with varying distributions of cluster sizes, depending on backing pressure and nozzle diameter. The experimental set-up additionally contains a Stark deflector [25] which allows the separation of clusters with different dipole moment/mass ratio (i.e. clusters with
different components/size). Afterwards, different clusters can be selected by an additional skimmer [26]. Next, the chosen clusters are dissociated by a low-energy electron beam. Then, a mass spectrometer is used to identify and quantify the anions produced. The conditions should be chosen to give a small cluster (one pyridine with a few water molecules), since it is easier to separate small clusters than large ones. This experiment will allow them to obtain yields for fragmentation channels. Pyridine was chosen by them because it possesses a quite big dipole moment and the fairly different dipole moment/mass ratio for each cluster will allow them to separate more easily clusters of different sizes. Due to many technical problems they do not have any measurements yet. We hope that it will be done in the future and the pyridine calculations will be compared with experimental results.

In this work both isolated pyridine as well pyridine clusters: pyridine-(H$_2$O)$_n$, $n = 1, 2, 3, 5$, have been investigated in detail. Additionally, we performed some calculations for formic acid clusters; calculations for the same clusters had been already performed using different method [27], therefore the calculations for only one of them are presented in this thesis, and only for comparison purposes.

## 1.2 Low-energy electron processes

The low-energy regime is defined as the region below the ionization threshold of the target. The electron-molecules interaction leads to several possible outcomes:

- **Elastic scattering**
  
  \[ AB + e^- \rightarrow AB + e^- \]

- **Rotational excitation**
  
  \[ AB(j) + e^- \rightarrow AB(j') + e^- \]

- **Vibrational excitation**
  
  \[ AB(\nu) + e^- \rightarrow AB(\nu') + e^- \]

- **Electronic excitation**
  
  \[ AB + e^- \rightarrow AB^* + e^- \]

- **Dissociative attachment**
  
  \[ AB + e^- \rightarrow (AB)^* \rightarrow A^- + B \]

- **Impact dissociation**
  
  \[ AB + e^- \rightarrow (AB)^* \rightarrow A^- + B^- \]

- **Dissociative recombination**
  
  \[ AB^+ + e^- \rightarrow A + B. \]

Elastic scattering is the simplest process and it does not change the energy of the scattering electron or the internal state of the target (no energy is exchanged). Inelastic processes cause changes in
the internal rotational, vibrational and/or electronic state of the target molecule. Dissociative electron attachment (DEA) is a multi-step process in which the electron is captured in a resonant state, \((AB)^{−}\), or temporary negative ion (TNI) that may subsequently cleaves one or more of the molecular bonds. As a result of dissociation, at least one neutral and exactly one stable anionic fragment are produced (a simple model presenting this phenomenon is illustrated in figure 1.6). In the case when the electron is not attached to any of the dissociative fragments the process is called impact dissociation (illustrated in figure 1.7). The outcome of this process is: at least two neutral fragments and the electron. In case of dissociative recombination, the outcome is fragmentation in, at least, two neutral parts.

Dissociative electron attachment is one of the main processes responsible for the break-up of DNA. The process is well known from gas phase experiments [28] and with increased effort was observed in condensed phase systems [29]. Since DEA happens due to resonance, studying the properties of the resonances (energy and lifetime) is the first step to describe and understand DEA. Therefore, the main focus of this work is characterising of resonances. More details about resonances and DEA are given in the following sections.

### 1.2.1 Resonances

A resonance is the temporary trapping of a projectile (incoming electron) in a metastable state, leading to the formation of a transient negative ions (TNIs). The processes can be observed in atomic, nuclear and molecular physics. Resonances appear (in their simplest form) as sharp peaks in the integral cross section or time-delay as a function of energy [30]. An example can be seen in figure 3.12, in chapter 3. A resonance occurs only for a particular projectile energy (< 15 eV in most systems). Thus
the phenomenon is characterized by its energy $E_r$ and width $\Gamma$. The last value is connected with the lifetime $\tau$ of the resonance by a simple relation: $\Gamma \approx \frac{\hbar}{\tau}$. For more details, see chapter 2, section 2.3.3. The re-emission of the electron is called autodetachment (AD).

Several types of resonances can be distinguished:

**SHAPE RESONANCE**

A shape resonance is characterized by the capture of the incoming electron in a potential barrier. The potential is a mixture of the short-range attractive forces of the target which is in the ground state and long-range repulsive forces caused by the angular-momentum barrier of the incoming electron. S-wave scattering, $\ell = 0$, does not lead to shape resonance, because no centrifugal barrier is present. The name of this resonance comes from the fact that the shape of the potential traps the incoming electron.

The projectile electron, with certain probability, can tunnel through the potential barrier and then it is trapped for some time (about $10^{-15}$-$10^{-10}$ s [31]) before it can tunnel back out. Autodetachment is the most probably channel leading to decay of TNIs.

The electron is attached to a molecule in its ground electronic state, usually at low incident electron energies: in the range from 0 eV, usually up to energy of the first excited threshold of the target (above this energy resonances have usually core-excited or mixed shape-core-excited character). The negative ion potential energy curve/surface lies usually above that of the neutral molecule. However when this resonance has energy close to ground state energy, the potential energy curve may be below the ground state energy for some geometries and the resonant state becomes a bound state.

**CORE-EXCITED RESONANCES**

A core-excited resonance is formed when the incoming electron excites the target molecule to an electronically excited state (parent state) and simultaneously it is temporarily trapped in one of the unoccupied spin-orbitals. It is built most often on a single excitation. These resonances usually happen for higher incident electron energies than shape resonance (since they need enough energy to excite the target). We can distinguish two type of core-excited resonances:

- *Feshbach* resonance (type I core-excited) – lying energetically below the parent state (usually 0 to $\sim 0.5$ eV below [32]). This resonance happens if the interaction potential between the excited molecule and the impinging electron is strong enough to support a bound state. It has much longer lifetimes than either shape resonance or the core-excited shape resonance described below. This is because the autodetachment channel is closed by parent state, the decay to the parent state is energetically forbidden. This resonance may decay into some nonparent states from which AD or DEA is possible, however that implies a change in configuration, leading to a long lifetime. The electron can also be released by absorbing again some energy from the
• Core-excited shape resonance (type II core-excited) – lying above the trapping parent state into which they can decay. Its autodetachment lifetime is usually short. The name implies similarities to the shape resonance, as their mechanism of formation is the same except that the attractive part of effective potential arises between impinging electron and target molecule in its electronically excited state. The approaching electron has enough energy to electronically excite the molecule to which the electron is concurrently trapped.

**Vibrational Feshbach resonances**

Vibrational Feshbach resonances appear when the electron is trapped in a diffuse state, as a result of interacting with the long-range dipole moment of the electron-molecule system. This dipole-bound state is weakly bound, i.e. it lies slightly below the ground state of the target. The incoming electron captured in the diffuse state can excite the near vibrational levels of the parent molecule causing a Vibrational Feshbach resonance.

**Decay of resonances**

• *Autodetachment* (AD) is the most probable channel leading to decay of a TNI. The lifetime, $\tau$, for AD processes is given by Heisenberg’s uncertainty principle (the width of a resonance is linked to lifetime by the relation: $\Gamma \approx \frac{\hbar}{\tau}$). In the case of a shape resonance, the lifetime is a function of both the size of the barrier and the energy of the anion (i.e. the relative height and thickness of the barrier which the electron has to penetrate). The lifetime differs between molecules and between resonances in the same molecule, it is on the order of ten femtoseconds to milliseconds. For shape resonances, the autodetached electron has the same energy as the original, incoming electron. In the case of core-excited resonances some part of the initial kinetic energy of the electron is left within the molecule (i.e. in the rotational, vibrational, electronic degrees of freedom).

• *Dissociative electron attachment* (DEA) is one of the channels leading to decay of a TNI. It is the most likely decaying channel for long lifetime resonances. It appears for specific, narrow range of the incident electron energies, illustrated in figure 1.8. DEA is a bond selective process. Which bonds in the molecule can be broken depends on the incident electron energy. Multiple bond cleavages and new bonds formation are possible in DEA.
Figure 1.8: Illustration of DEA in a diatomic molecule AB. The AB curve is the potential energy curve of the neutral molecule, AB\(^-\) is a curve of its anion. \(E_i\) is incident electron energy; \(E_{\text{bind}}\) is energy needed to dissociate the bond; \(E_A\) is electron affinity of fragment B. The picture comes from [33].

1.3 PRIOR RESEARCH

Since 2000, after the pioneering study by Boudaïffa et al. [9], mentioned at the beginning of this chapter, many experimental and theoretical studies have been performed, in order to understand the processes induced in DNA by low-energy electrons in more detail. DNA is a very complex system, moreover, in living cells it always exists in a water environment. Thus the experimental work for DNA fragmentation is difficult to interpret and theoretical electron scattering calculations are too computationally expensive to be performed for such huge systems as DNA fragments. Therefore, the research has been mostly centred on studying biological molecules and prototypes of biological molecules in the gas phase (isolated molecules). However, DNA subunits have also been treated, both experimentally and theoretically, in the solvation phase (a cluster containing only one molecule different from water) and experimentally in the condensed phase. A summary of prior research both theoretical and experimental are presented in figure 1.9. In the chart thymine and uracil have been distinguished amongst the nucleobases because thymine is one of the molecules studied in this work, and uracil has a similar structure and properties (the prior research for these two molecules is presented in more details in chapter 5).

In order to simplify the study and to gain a better insight into the processes, not only have DNA constituents been broadly studied but also the molecules from which they are derived as well as prototypes of biological molecules.

Various experimental and theoretical techniques have been applied to investigate complex biomolecules (DNA subunits and their prototypes) and a large number of papers have been published on the topic [3, 53, 55, 80, 81]. An extensive overview on the subject was given by I. Baccarelli [82].
in 2011. Since in this thesis we are interested in the formation of resonances in collisions with DNA bases and their prototypes in gas and solvation phases, we will focus mainly on the information available about them.

Although, the majority of the research took place after 2000, the attachment energies of electrons to the nucleic acid bases in their gas phases were measured in 1998 by Aflatooni et al. [34] (uracil even earlier by A. R. Johnston and P. D. Burrow; the results have been cited elsewhere [83, 84]), using an electron transmission spectroscopy (ETS) experiment. The experiment was performed for the electron energy range between 0-5 eV for the targets uracil and thymine, up to 4 eV for adenine and cytosine, and up to 3.5 eV for guanine. For all investigated systems they recorded three $\pi^*$ resonances. All three pyrimidinic nucleobases give a similar resonance spectrum, while resonance energies for adenine and guanine are similar to each other but they differ form pyrimidinic nucleobases [35, 36, 37, 38, 39, 40, 41].
nucleobases. These $\pi^*$ resonances are associated with the three double bonds in the aromatic structure of the benzene-like ring. Already in 1975, the pioneering research into electron collisions with azabenzenes (in ETS experiment) by Nenner and Schulz [85] showed that three electron resonances of $\pi^*$ symmetry are observed in each of the studied azabenzenes (pyridine, pyrimidine, pyrazine, pyridazine, s-triazine) and benzene (similar experiment for pyridine were performed by A. Modelli and P. D. Burrow [86]). The two resonances lowest in energy have been identified as pure shape $\pi^*$ resonances, while the third one was suggested to have mixed shape–core-excited character. This was confirmed by Winstead and McKoy [55, 87] in their calculations using the Schwinger multichannel (SMC) method. The mentioned studies of Nenner and Schulz, Modelli and Burrow, and Aflatooni et al. will be used in this work as references to establish whether our theoretical results for isolated molecules are accurate.

Much work has been done to study the DEA fragmentation processes for nucleobases and their prototypes, e.g. [37, 39, 43, 38, 41, 44, 35]. Both long-life shape and core-excited resonances can lead to DEA, therefore the study of these resonances is important and allows one to link low-energy electron scattering results to the DEA processes described in the literature.

Although nucleobases and their prototypes have been broadly studied in the gas phase, there is not much knowledge about the resonance characteristic and fragmentation channels in the solvation phase. The only experimental work on DEA fragmentation process for solvated thymine and uracil has been carried out recently by J. Kočišek et al. [78]. Theoretical calculations of electron attachment energies and DEA cross sections of thymine/uracil system have been performed by Smyth et al. [79]. These investigations will be described in detail in chapter 5.

Since water attaches to DNA molecules by a hydrogen bond, the knowledge about the influence of this bond on DEA cross section [88] and resonance characteristic [27] for non-biological molecular can also be used. As reader will find out, we often refer to T. C. Freitas et.al.’s work on formic acid-water clusters (HCOOH-(H$_2$O)$_n$, $n = 1, 2$) [27]. They were the first to deduce that water acting as a hydrogen (proton) donor stabilizes resonances – shift to lower energies, while water acting as hydrogen acceptor destabilizes resonances – shift to higher energies. The main goal of this work is to study the role of hydrogen bonds on the resonance characteristic, and to investigate whether the Freitas et.al.’s conclusion for formic acid also holds for benzene-ring molecules, i.e. pyridine and thymine.

### 1.4 Layout of the Thesis

In the next chapter, chapter 2, we describe the R-matrix method and a link between it and the more general S-matrix theory. We introduce the resonance phenomenon from a strictly theoretical point
of view. We also present computational tool which we use to perform our R-matrix calculations, i.e. UKRmol+ suite. In chapter 3 we present our results on electron collisions with isolated pyridine. In the following chapter 4 we use the information gained in chapter 3 for a detailed comparison and analysis of the results obtained for pyridine-water clusters: pyridine-(H₂O)ₙ, n = 1, 2, 3, 5. Results of electron collision calculations with another system, namely thymine clusters, are presented in chapter 5. In this chapter we introduce several clusters, with the main focus on the biggest one: thymine-(H₂O)₅. Finally, in chapter 6 we summarise our finding for all targets studied. We also discuss how our results help the understanding of the effect of hydrogen bonds on resonance characteristics. Suggestions for the future work can also be found in the final chapter.
In this chapter, information about electronic structure theory, which is important for this work, is presented. It is followed by general information about scattering theory and a more detailed description of S-matrix and R-matrix theory. Scattering models, essential for this work, are presented in section 2.5. At the end, the software used to perform R-matrix calculations is discussed.

2.1 Introduction to Electronic Structure Theory

The electronic structure methodology is based on approximations needed to determine electronic wave functions. The main reason behind the need for approximations is the electron correlation and the non-separability of the Coulomb potential terms in the Hamiltonian.

The common way to solve the electronic part of the problem is to start with the Hartree-Fock (HF) approximation. The basic concept of the Hartree-Fock approximation is that each electron feels an average potential i.e. it moves in a so-called mean field generated by the remaining $N - 1$ electrons. Therefore it is possible to express the many electron wave function as a product of $N$ one-electron functions.

$$\mathcal{H} = \sum_{i=1}^{N} \left( -\frac{\nabla_{i}^2}{2} - \sum_{k=1}^{N_{A}} \frac{Z_{k} \rho_{ki}}{r_{ki}} \right) + \sum_{i>j}^{N} \frac{1}{r_{ij}}, \quad (2.1)$$
is replaced by the Hartree-Fock operator:

\[ H_{HF} = \sum_{i=1}^{N} \left( -\frac{\nabla_i^2}{2} - \sum_{k=1}^{N_A} \frac{Z_k}{r_{ki}} \right) + \sum_{i=1}^{N} v_{iHF} \],

(2.2)

\( N \) is the number of electron and \( N_A \) is the number of nuclei in the molecule, \( Z_k \) is the charge of nucleus \( k \), \( r_{ki} \) is the distance between nucleus \( k \) and \( i \)th electron, \( v_{iHF} \) is the average potential experienced by the \( i \)th electron due to the presence of the other electrons.

The eigenvector of the Hamiltonian (2.2) can be written as a product of one-electron functions since the non-separable Coulomb interaction has been replaced by a sum of effective one-electron potentials. The wave function is expressed as a Slater determinant since it needs to be antisymmetric according to the Pauli principle and it is given by:

\[ |\Phi\rangle = |\phi_1\phi_2...\phi_{N/2}\bar{\phi}_{N/2}\rangle \],

(2.3)

where \( \{\phi_i\}_{i=1} \) are molecular spin-orbitals with spin ‘up’ and \( \{\bar{\phi}_i\}_{i=1} \) are molecular spin-orbitals with spin ‘down’. The problem reduces to solving the following equation for each electron:

\[ \left[ \frac{1}{2} \nabla_i^2 - \sum_{k=1}^{N_A} \frac{Z_k}{r_{ki}} + v_{iHF} \right] \phi_j(x_i) = \epsilon_j \phi_j(x_i), \]

(2.4)

where \( \epsilon_j \) is the energy of orbital \( \phi_j(x_i) \). However, since the potentials, \( v_{iHF} \), depend on all orbitals describing the electrons, the potentials (and therefore the orbitals) are determined simultaneously using a self-consistent field iterative procedure, known as SCF-HF.

The \( \phi_i \) orbitals are usually expanded in a basis set of Gaussian-type orbitals (GTOs):

\[ \phi_i(x_i, y_i, z_i) = \sum_{k=1}^{n_o} d_{ik} g_k(x_i, y_i, z_i), \quad i = 1, \ldots, n_o. \]

(2.5)

The coefficients \( d_{ik} \) are the molecular orbital coefficients. The \( \{g_k\}_{k=1}^{n_o} \) are Gaussian functions and have been optimised for accelerating the convergence of quantum calculations and collected in the form of data base on a website [105].

To go beyond the Hartree-Fock approximation, the dynamical correlation between electrons must be taken into account. This accounts for the fact that electrons do not move independently but interact with each other via the Coulomb potential. The electron-electron repulsion can be taken into account by using a linear combination of Slater determinants. This can be done because the Hartree-Fock operator is Hermitian, so the set of all eigenfunctions of the operator forms a complete, orthonormal set [106].

A convenient way to express those other determinants is by taking the Hartree-Fock ground state
as a reference determinant and promoting each electron from a occupied orbital to an unoccupied orbital. If the occupied spin-orbital is indicated by the subscript $a, b, c, \ldots$ and virtual spin-orbital by $r, s, t, \ldots$, and all possible ways of forming a Slater determinant of HF orbitals are considered, the exact wave function for any state of the system can be written as:

$$|\Psi\rangle = c_0|\psi_0\rangle + \sum_{ra} c_r^a|\psi_r^a\rangle + \sum_{a<b} \sum_{r<s} c_{rs}^{ab}|\psi_{rs}^{ab}\rangle + \sum_{a<b<c} \sum_{r<s<t} c_{rst}^{abc}|\psi_{rst}^{abc}\rangle + \ldots$$  \hspace{1cm} (2.6)$$

If $K$ is the total number of Hartree-Fock orbitals, $N$ is the total number of electrons then the number of possible combination of $K$ objects taken $N$ at a time is the binomial coefficient:

$$\binom{K}{N} = \frac{K!}{(K-N)!N!}.$$  \hspace{1cm} (2.7)$$

When all possible Slater determinants are used the approximation is called Full Configuration Interaction (FCI).

Although the FCI procedure using HF orbitals can give accurate wave functions, it can be computationally prohibitive. Therefore, many methods have been developed to limit the size and computing time of the calculation of wave functions, e.g. Multi Configuration Self Consistent Field (MCSCF), Complete Active Space Self Consistent Field (CASSCF), etc. This last method will be used in this thesis to generate all multiconfiguration target wave functions.

In the CASSCF approach, the FCI coefficients in equation (2.6) and the GTOs coefficient in equation (2.5), are optimised concurrently. The method allows one to determine how much the excitations in FCI formula (2.6) contribute and, at the same time, the shape of the orbitals. In the first step of the CASSCF procedure, the HF orbitals are used as a starting guess. Next, the frozen orbitals are chosen; these orbitals are close to the nuclei and are not optimised. After that the doubly occupied, active (which together with frozen orbitals are occupied by the $N$ target electrons) and virtual orbitals (which are unoccupied target orbitals) are selected. Both the doubly occupied and active orbitals are optimised but, unlike the first ones, the second ones, are always doubly occupied and no excitations out of them are permitted. The choice of active space is crucial to the success of the method, because electrons occupying the active orbitals contribute to the wave function. The choice of active orbitals depends on the electronic states being described, so there is no unique or best choice.

The CASSCF model is usually indicated by a pair of numbers: $(n, m)$, where $n$ indicates the number of electrons being distributed among the $m$ active orbitals. The other $N - n$ electrons occupy the frozen and the doubly occupied orbitals.

Once the frozen, doubly occupied and active orbitals are chosen, the CASSCF optimisation can
The CASSCF energy of a target state is given by the equation:

\[ E_{\text{CASSCF}} = \langle \Psi_{\text{CASSCF}} | H_N | \Psi_{\text{CASSCF}} \rangle. \]  

(2.8)

\( \Phi_{\text{CASSCF}} \), the CASSCF wave function to be optimised, has a form:

\[ |\Psi_{\text{CASSCF}}\rangle = \exp(\gamma)\exp(\delta)|\Psi_d\rangle \]  

(2.9)

where \( |\Psi_d\rangle \) is an initial guess wave function generated from the CASSCF configurations, while \( \gamma \) and \( \delta \) are upper triangle matrices that determine the optimised parameters: \( d_{ik} \) – the orbital coefficients and \( c \) – the FCI coefficients.

### 2.2 Introduction to Scattering Theory

In classical mechanics, the outcome of a collision between two particles is fully determined by their velocity and impact parameter (the perpendicular distance between the path of a projectile and the axis passing through the center of a target). In quantum mechanics, since the concept of a path and a defined velocity is meaningless and so is the impact parameter, the purpose of the theory is to calculate the probability of the projectile interacting with and being scattered from a target, and the final state of the target. The kinematic information about the projectile is stored in a set of quantum numbers and a wavenumber \( \vec{k} \), which may contain information about its momentum.

The region of interaction between an incoming electron and a target molecule is usually no larger than a few atomic diameters and, therefore, in practice it is not observable in classical mechanics. The strength of interactions between the projectile and the target depends on the range of the potential. If the potential is strongly attractive at close range, e.g. \( V = -r^{-3} \), then the incoming particle is trapped by the potential and never emerges out of the attractive potential well [30] (figure 2.1). As \( \vec{r} \to \infty \) the potential needs to fall off quicker than \( r^{-3} \) in order for a particle to behave like a free particle as it moves far away from a target (figure 2.2 and 2.3). Figure 2.2 illustrates a direct scattering event, where figure 2.3 depicts a case when particle is transiently trapped by the target.

Figure 2.1: An incoming particle is permanently captured by an attractive potential.

Figure 2.2: An incoming particle is directly scattered by an attractive potential.

Figure 2.3: An incoming particle is temporarily trapped by an attractive potential.
In the most general way, scattering theory can be formalized as follows (figure 2.4):

A collision between two particles can have different outcomes. Each of the final possible products of the collision for a specific state of the projectile and the target is called a channel. Therefore, a standard scattering process is called a multichannel collision when there are many different possible states in which the target and projectile can emerge after collision, (figure 2.5).

Nevertheless, there are certain simple processes (e.g. low-energy scattering of an electron off a proton) in which only one channel needs to be considered. This case is called a single-channel process, and it happens when all other channels are either closed (i.e. the other channels are energetically inaccessible) or can be neglected. The formalism of single-channel scattering is much simpler than the general case of the multichannel problem, but it includes almost all of the basic scattering concepts. Therefore, following the canonical way of introducing elementary scattering theory, in this chapter the scattering problem is first simplified to the single-channel case, in order to show in the simplest way the important facts which result from the solution of the problem. Subsequently, this approach will be developed into the multichannel case. These cases will be described in the time-independent approach, since the method used to obtain results in this work is also a time-independent method.
2.3 S-MATRIX THEORY

A standard approach to the scattering problem is to solve the stationary Schrödinger equation for the wave function \( \Psi(\vec{x}) \) representing the projectile:

\[
-\frac{\hbar^2}{2m} \nabla^2 + V(\vec{x}) \Psi(\vec{x}) = E \Psi(\vec{x}),
\]

where \( m \) is the mass of the projectile, \( \vec{x} \) represents the three dimensional Cartesian coordinates and \( V(\vec{x}) \) is the potential with which the projectile interacts.

The wave function \( \Psi(\vec{x}) \) is expressed as:

\[
\Psi(\vec{x}) = \Psi_{\text{in}}(\vec{x}) + \Psi_{s}(\vec{x})
\]

where \( \Psi_{\text{in}}(\vec{x}) \) is the incoming plane wave and \( \Psi_{s}(\vec{x}) \) is the scattered wave, a perturbation of the incoming wave function.

2.3.1 SINGLE CHANNEL CASE

In the following, the partial-wave approach will be followed, in which a plane wave is expanded using Legendre polynomials \( P_{\ell}(\cos \theta) \) (it is introduced below, see equation (2.24)), this is called a partial-wave expansion. The wave function of incoming electron can be expressed as:

\[
\Psi = \sum_{\ell m} \frac{u_{\ell}(r)}{r} Y_{\ell m}(\theta, \phi).
\]

The asymptotic form of the scattered part \( \Psi_{s}(\vec{x}) \) should describe a free particle and should therefore be a solution to the free-particle Schrödinger equation.

To simplify the single-channel case even further, the next assumption is that the potential \( V(\vec{r}) \) in equation (2.10) as \( r \to \infty \) is spherical and vanishes:

\[
V(\vec{r}) = \begin{cases} 
V(r), & r << \infty, \\
0, & r \to \infty.
\end{cases}
\]

From now on atomic units are used throughout. After rewriting equation (2.10) in polar coordinates and separation of variables: \( \Psi(r, \theta, \varphi) = R(r) \Theta_{\ell}(\theta) \Phi_{m}(\varphi) \), the radial equation for the \( \ell \)th partial wave is:

\[
\left[ -\frac{d^2}{dr^2} + \tilde{V}(r) + \frac{\ell(\ell + 1)}{r^2} - k^2 \right] u_{\ell}(k, r) = 0,
\]
where \( k^2 = \frac{2m}{\hbar^2} E, V(r) = \frac{2m}{\hbar^2} V(r) \) and \( u_\ell(k, r) = r R_\ell(r) \). The expressions for the products \( \Theta_\ell(\theta) \Phi_m(\varphi) \) are the well-known spherical harmonics, defined as:

\[
Y_{\ell m}(\theta, \varphi) = (-1)^m \sqrt{\frac{(2\ell + 1)(\ell - m)!}{(\ell + m)!}} P_{\ell m}(\cos \theta) e^{im\varphi},
\]

where \( m \) ranges over all possible values: \( m = -\ell, -\ell+1, \ldots, \ell-1, \ell \), and \( P_{\ell m}(\cos \theta) \) are the associated Legendre polynomials (for the spherical potential \( m = 0 \), the notation \( P_0^0(\cos \theta) \) is replaced by \( P_\ell(\cos \theta) \) and the polynomials are called Legendre polynomials).

To solve this radial Schrödinger equation, the region in which the scattering phenomenon happens is divided into three parts (see figure 2.6):

region A:

\[
\begin{align*}
\bar{V}(r) &= 0 \\
\frac{\ell(\ell+1)}{r^2} &= 0 \\
& \quad \left\{ r \to \infty \right. \end{align*}
\]

region B:

\[
\begin{align*}
\bar{V}(r) &= 0 \\
\frac{\ell(\ell+1)}{r^2} &\neq 0 \\
& \quad \left\{ a < r < \infty \right. \end{align*}
\]

region C:

\[
\begin{align*}
\bar{V}(r) &\neq 0 \\
\frac{\ell(\ell+1)}{r^2} &\neq 0 \\
& \quad \left\{ 0 \leq r \leq a \right. \end{align*}
\]

where \( a \) is defined as the radius of the region beyond which the potential is negligible (that is, \( a \) defines the boundary between regions C and B).

The solution of the radial Schrödinger equation for region A is the asymptotic form of the spherical Bessel function \( j_\ell(kr) \):

\[
\frac{u_\ell(k, r)}{r} = j_\ell(kr) \xrightarrow{r \to \infty} \frac{1}{r} \left( \exp(ikr - \ell \pi/2) - \exp(-ikr - \ell \pi/2) \right).
\]
This corresponds to an outgoing and an incoming spherical wave. Therefore, comparison with equation (2.11) shows that \( \Psi_s(\vec{x}) \propto \frac{1}{r} \exp(ikr) \) is expected at large distances.

The asymptotic expression for the entire wave function for this region can be set to:

\[
\Psi(r, \theta) \xrightarrow{r \to \infty} e^{ikz} + f(\theta, k) \frac{\exp(ikr)}{r},
\]

where \( f(\theta, k) \) is called the *scattering amplitude*, which is, in this case only, dependent on the polar (elevation) angle \( \theta \) (see figure 2.7) and wave number \( k \) (the equation (2.20) does not depend on azimuth angle, \( \psi \), because as it was mentioned before the potential \( V(\vec{x}) \) is spherical). The expression for it can be found by matching the scattering wave function \( \Psi_s(\vec{r}) \) for the three regions (\( A, B \) and \( C \)).

![Figure 2.7: A spherical coordinates (r, \theta, \phi): radial distance r, polar angle \theta, and azimuthal angle \phi.](image)

The solution for the inner region \( B \) is a spherical Hankel function of first order, \( h_{\ell}^{(1)}(k, r) \). For \( kr \gg 1 \) (which is dimensionless), the function can be expressed:

\[
\frac{u_{\ell}(k, r)}{r} = h_{\ell}^{(1)}(k, r) \approx \frac{(-i)^{\ell+1} \exp(ikr - \ell \pi/2)}{kr}.
\]

In this region the entire wave function can be expressed:

\[
\Psi(r, \theta) = e^{ikz} + k \sum_{\ell=0}^{\infty} (2\ell + 1)i^{\ell+1} a_\ell(k) h_{\ell}^{(1)}(kr) P_\ell(\cos \theta)
\]

By matching regions \( A \) and \( B \) and knowing the expression for the spherical Hankel function for \( kr \gg 1 \), i.e. equation (2.21), the scattering amplitude can be rewritten as:

\[
f(\theta, k) = \sum_{\ell=0}^{\infty} (2\ell + 1) a_\ell(k) P_\ell(\cos \theta),
\]

where the coefficients \( a_\ell(k) \) are called *partial scattering amplitude* and can be found by matching the
scattering wave function for region B and C.

The incoming wave from expression (2.22) can be decomposed into partial waves using the plane wave expansion in terms of spherical Bessel functions [89] and Legendre polynomials [90]:

$$\Psi_{\text{in}}(\vec{r}) = e^{ikz} = \sum_{\ell=0}^{\infty} (2\ell + 1)i^\ell j_\ell(kr) P_\ell(\cos \theta).$$ \hfill (2.24)

The spherical Bessel function can be expressed as a sum of two spherical Hankel functions:

$$j_\ell(kr) = \frac{1}{2} \left( h^{(1)}_\ell(kr) + h^{(2)}_\ell(kr) \right).$$ \hfill (2.25)

This has physical significance: equation (2.21) shows that \( h^{(1)}_\ell \) asymptotically behaves as an outgoing wave, whereas \( h^{(2)}_\ell \) asymptotically behaves as \( \frac{i^{\ell+1}}{r} \exp(-ikr) \) and is thus an incoming wave. Thus the incoming wave \( \Psi_{\text{in}} \) has features of both incoming and outgoing wave. By rewriting equation (2.24) using the spherical Hankel functions sum, (equation 2.25), the incoming wave is expressed:

$$\Psi_{\text{in}}(\vec{r}) = \sum_{\ell=0}^{\infty} \left( \frac{(2\ell + 1)i^\ell}{2} \left[ h^{(1)}_\ell(kr) + h^{(2)}_\ell(kr) \right] \right) P_\ell(\cos \theta)$$ \hfill (2.26)

Thus, transforming the formula (2.22) using (2.26) equation, the wave function can now be set to:

$$\Psi(r, \theta) = \sum_{\ell=0}^{\infty} \left( \frac{(2\ell + 1)i^\ell}{2} \left[ h^{(1)}_\ell(kr) S_\ell + h^{(2)}_\ell(kr) \right] \right) P_\ell(\cos \theta)$$ \hfill (2.27)

where

$$S_\ell = 1 + 2ika_{\ell}(k)$$ \hfill (2.28)

is defined as the S-matrix element for partial wave \( \ell \).

This wave function looks like an incoming wave (2.26) and differs only by the \( S_\ell \) next to the spherical Hankel function expressing the outgoing wave. The full complexity of the scattering process is comprised in the S-matrix element.

### 2.3.2 Scattering Amplitude

To understand the meaning of the S-matrix element \( S_\ell \), the current conservation law needs to be invoked. Since a potential cannot create or destroy particles, the total current density carried by a wave function, integrated over a large surface containing the target must be zero.

If the sphere of radius \( R \) is much bigger than the volume of the target and it is centred around it, the following formula is valid:

$$I = \int_R \mathbf{J} \cdot d\mathbf{R},$$ \hfill (2.29)
where $I$ is the integral over the whole sphere $R$ and the flux $J$ is defined as:

$$J = \frac{\hbar}{m} \frac{1}{2i} (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*) = \frac{\hbar}{m} \text{Im} (\Psi^* \nabla \Psi).$$

(2.30)

The only possibility that integrating the equation (2.29) gives zero requires that $|S_\ell| = 1$ in equation (2.27), which implies that:

$$S_\ell = \exp(2i\delta_\ell),$$

(2.31)

where $\delta_\ell$ is the phase shift of the scattering wave function gained on both directions of propagation (on the way in and the way out), thus the 2 in this definition; $\delta_\ell$ is real.

The other approach is to look at the asymptotic form, for large values of $r$ ($kr \gg 1$), of the incoming wave (2.26) for each $\ell$ term:

$$\psi^{(l)}_{\text{in}} = \frac{2\ell + 1}{2i k r} \left[ \exp(ikr) - (-1)^\ell \exp(-ikr) \right] P_\ell(\cos \theta).$$

(2.32)

In this approach the whole wave function (2.22) can be rewritten for each $\ell$ term as:

$$\psi^{(l)} = \psi^{(l)}_{\text{in}} + \frac{2\ell + 1}{r} a_\ell(k) \exp(ikr) P_\ell(\cos \theta).$$

(2.33)

Since probability cannot be transferred from one angular momentum component to another, the only possibility of modifying the outgoing wave without changing probability is to change a phase. Thus the asymptotic expression for whole wave function is:

$$\psi^{(l)} = \frac{2\ell + 1}{2i k r} \left[ \exp(ikr) \exp(2i\delta) - (-1)^\ell \exp(-ikr) \right] P_\ell(\cos \theta).$$

(2.34)

This shows again that the only response to the potential is a change of phase.

Applying simple algebra to the new expression for the S-matrix element (2.31) and its definition (2.28), the partial scattering amplitude can be now written in the form:

$$a_\ell = \frac{S_\ell - 1}{2ik} = \frac{e^{2i\delta_\ell} - 1}{2ik} = \frac{e^{i\delta_\ell} \sin \delta_\ell}{k \cot \delta_\ell - ik} = \frac{1}{k \cot \delta_\ell - ik}.$$ 

(2.35)

### 2.3.3 Analytic Properties of the S-Matrix: Bound States and Resonances

It was assumed that the variables $k$, $E$ and $\ell$ in the expressions above are real. By allowing them to be complex, interesting properties of the complex partial amplitude, and thus S-matrix, can be obtained.
As a first case, complex values of $k$ and $E$ (thus as well $k^2$) are considered, but the angular momentum $\ell$ is to remain real.

Expressing the asymptotic solution of equation (2.14) as:

$$u_\ell(k, r) \approx \frac{1}{2ik} \left( \exp(i(kr - l\pi/2 + \delta_\ell)) - \exp(-i(kr - l\pi/2 + \delta_\ell)) \right),$$

(2.36)

and next presenting it in the form:

$$u_\ell(k, r) \rightarrow r \rightarrow \infty f^+_{\ell}(k^2) \exp(ikr) - f^-_{\ell}(k^2) \exp(-ikr).$$

(2.37)

where the functions $f^+_{\ell}(k^2)$ and $f^-_{\ell}(k^2)$, called Jost functions, are defined as [91]:

$$f^+_{\ell}(k^2) = \frac{1}{2ik} \exp(i(\delta_\ell - l\pi/2)), \quad (2.38)$$

$$f^-_{\ell}(k^2) = \frac{1}{2ik} \exp(-i(\delta_\ell - l\pi/2)), \quad (2.39)$$

and have the property

$$f^-_{\ell}(k^2) = (f^+_{\ell}(k^2))^*.$$

(2.40)

Dividing (2.38) by (2.39), the expression for S-matrix element is obtained:

$$S_\ell = \exp(2i\delta_\ell) = (-1)^{\ell+1} \frac{f^+_{\ell}(k^2)}{f^-_{\ell}(k^2)}.$$

(2.41)

Considering the relation (2.35), the partial amplitude can be determined via the partial wave S-matrix element $S_\ell = e^{2i\delta_\ell}$ as:

$$a_\ell(k) = \frac{S_\ell - 1}{2ik} = \frac{e^{2i\delta_\ell} - 1}{2ik} = \frac{1}{2ik} \frac{(-1)^{\ell+1} f^+_{\ell}(k^2) - f^-_{\ell}(k^2)}{f^-_{\ell}(k^2)}.$$

(2.42)

The solution (2.14) is an analytic function of the parameter $k^2$ for the whole Riemann complex surface. Because in equation (2.36), a parameter $k$ is present, the assumption will be taken that this parameter is this root of $k^2$ which has positive imaginary part.

The solution (2.36) of equation (2.14) was obtained by assuming that for large $r$, the $\tilde{V}(r)u_\ell(k, r)$ and $\ell(\ell+1)u_\ell(k, r)$ vanishes or, in other words, that $\tilde{V}(r)u_\ell(k, r)$ and $\ell(\ell+1)u_\ell(k, r)$ can be neglected compared to $k^2u_\ell(k, r)$. For those complex variables $k^2$ for which the assumption is not right, the function (2.36) is no longer a solution of the equation (2.14). Since, in the formula (2.36), the functions $\exp(ikr)$ and $\exp(-ikr)$ are present and are defined for all values of $k$, the mentioned values of $k^2$ need to be eliminated from the domain of the Jost function. The range of eliminated values $k^2$ is determined by the range of the potential and it is called left cut, e.g. $-\infty < k^2 < \nu$, where $1/\nu$ is the
range of the potential.

There is one more case when the ratio \( \bar{V}(r)u_\ell(k, r) \) to \( k^2 \) and \( \frac{\ell(\ell+1)}{r^2}u_\ell(k, r) \) to \( k^2 \) is not negligible, i.e., when \( k^2 = 0 \). These values also have to be cut from the domain of the Jost function. Mapping the \( k \) plane on the \( k^2 \) plane, two Riemann surfaces are obtained: the sheet for which \( \text{Im} \ k > 0 \) is called the physical sheet and the sheet for which \( \text{Im} \ k < 0 \) is called the unphysical sheet [91]. In figure (2.8) both sheets are presented simultaneously from different perspectives. In this figure the black dots on the real negative axis of \( \text{Im} \ k > 0 \) correspond to bound states, the red dots on the positive real and negative imaginary quarter of \( \text{Im} \ k < 0 \) plane correspond to resonances.
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**Figure 2.8:** Riemann surfaces obtained by mapping the \( k \) plane on the \( k^2 \) plane. The black dots on the real negative axis of \( \text{Im} \ k > 0 \) correspond to bound states, the red dots on the positive real and negative imaginary quarter of \( \text{Im} \ k < 0 \) plane correspond to resonances. The graphs have been generated with Mathematica.

It can be easily seen that for every value of \( k^2 \) for which \( f_\ell^{-}(k^2) = 0 \) the equation (2.42) has poles. For these cases the radial wave function \( u_\ell(k, r) \) (2.37) is reduced to:

\[
\lim_{r \to \infty} u_\ell(k, r) = \frac{f_\ell^{+}(k^2)}{\sqrt{k^2}} e^{ikr}.
\]

If the poles of a partial amplitude are in the physical sheet (\( \text{Im} \ k > 0 \)), then

\[
\lim_{r \to \infty} u_\ell(k, r) = \frac{f_\ell^{+}(k^2)}{\sqrt{k^2}} e^{ikr} e^{-|\text{Im} k|r},
\]

thus the function is normalized and it corresponds to bound states. However, then \( k^2 = \frac{2mE}{\hbar^2} \) has to be real and negative, so the poles may only lie on the physical sheet, on the negative \( \text{Re} k^2 \) axes (from 0 to some value which depends on potential). If the poles are in the unphysical sheet (\( \text{Im} k < 0 \)), then

\[
\lim_{r \to \infty} u_\ell(k, r) = \frac{f_\ell^{+}(k^2)}{\sqrt{k^2}} e^{ikr} e^{-|\text{Im} k|r},
\]
there is no physical limitation on the position of these poles, but the physical interpretation is possible only when they are lying close to the physical sheet, i.e. when:

\[ k^2 = k_r^2 - \frac{ig}{2} \]  

(2.46)

where \( k^2 \) and \( g \) are real. Considering the case when \( k_r^2 > 0 \) and \( g > 0 \) and using the relation that \( k^2 = 2mE/\hbar^2 \) and defining \( \Gamma = g\hbar^2/m \), the following relation can be written:

\[ E = E_r - \frac{i\Gamma}{2}. \]  

(2.47)

This energy is called *resonance energy*, where \( E_r \) is resonance the position and \( \Gamma \) is resonance width. The last value is connected with the half-time \( \tau \) of the resonance by the uncertainty principle:

\[ \Gamma \approx \frac{\hbar}{\tau}. \]  

(2.48)

The larger value of \( \tau \), the better energy is defined, which also implies that the width is smaller. This issue will be mentioned again when explaining methods for finding and analysing resonances.

From the unitary relation of the S-matrix [30]:

\[ S_\ell S_\ell^* = 1 \]  

(2.49)

it can be easily noticed that corresponding to the pole, defined by (2.47), there is a zero in the S-matrix for a complex energy in the upper half \( k \)-plane:

\[ E = E_r + \frac{i\Gamma}{2}. \]  

(2.50)

This energy corresponds to a *virtual state*.

If all other singularities of the \( S_\ell \) matrix are far away and the real part of \( E \) lies close to pole, the S-matrix can be expressed in the form:

\[ S_\ell = \exp(2i\delta_\ell^0) \frac{E - E_r - \frac{i\Gamma}{2}}{E - E_r + \frac{i\Gamma}{2}}. \]  

(2.51)

Using expressions (2.31) and (2.51) the following relation can be obtained:

\[ \delta_\ell = \delta_\ell^0 + \delta_\ell^r, \]  

(2.52)

wherein \( \delta_\ell^0 \) stands for background phase shift. The last term in the formula, \( \delta_\ell^r \), is called the *resonance*
phase shift and it is expressed as:

\[ \delta_\ell = \arctan \frac{\frac{1}{2} \Gamma}{E_r - E}. \] (2.53)

Resonances are one of the most interesting phenomena of scattering theory and they are of high interest for this work. They are observed in atomic, nuclear, particle, molecular, and cluster physics. They manifest themselves in the total cross section, the eigenphase sum, and the time-delay (when these are investigated as a function of energy). A number of methods to identify and characterize resonances are available. Some of these methods will be briefly described below.

### 2.3.4 CROSS SECTION

The differential cross section is defined as the square of the modulus of scattering amplitude (see equations (2.23) and (2.35)):

\[ \frac{d\sigma}{d\Omega} = |f(\theta, \phi)|^2 = \frac{1}{k^2} \left| \sum_{\ell=0}^{\infty} (2\ell + 1)e^{i\delta_\ell} \sin \delta_\ell P_\ell(\cos \theta) \right|^2. \] (2.54)

The total cross section is obtained by integration of the differential cross section over the solid angle giving

\[ \sigma_{\text{tot}} = \int_0^{2\pi} \int_0^{\pi} |f(\theta, \phi)|^2 \sin \theta \ d\theta \ d\phi. \] (2.55)

Substituting the expression for partial scattering amplitude \( a_\ell = \frac{e^{2i\delta_\ell} - 1}{2i} \) into (2.23) and then into (2.54), the total cross section can be rewritten to form:

\[ \sigma_{\text{tot}} = \sum_{\ell=0}^{\infty} \sigma_\ell = \frac{4\pi}{k^2} \sum_{\ell=0}^{\infty} (2\ell + 1) \sin^2 \delta_\ell. \] (2.56)

For instance, the total elastic cross section is expressed in optical theorem by:

\[ \sigma_{\text{tot,el}} = 2\pi \int_0^{\pi} \frac{d\sigma}{d\Omega} \sin \theta \ d\theta = \frac{4\pi}{k} \Im f(0), \] (2.57)

where \( \Im f(0) \) is the imaginary part of scattering amplitude \( f(\theta) \) for \( \theta = 0 \).

One way of identifying resonances is to look at cross sections. Resonances normally manifest themselves as peaks in the integral cross sections (though not always: see section 2.3.5). By making use of equations obtained in the previous section, the resonant cross section formula can be introduced. If the background phase shift \( \delta_0^\ell \) from equation (2.52) is zero then from (2.56) and (2.53) the
expression for the partial wave cross section has the form

\[ \sigma_{\ell} = \frac{4\pi}{k^2} (2\ell + 1) \frac{1}{\frac{1}{4} \Gamma^2 + \left(\frac{E - E_r}{\Gamma}\right)^2}. \]  

(2.58)

At the resonance energy, i.e. when \( E = E_r \) the partial wave cross section has its maximum value \( 4\pi(2\ell + 1)/k^2 \) and it decreases to zero when the energy is significantly below or above resonance energy.

In the case when the background phase shift \( \delta^0_{\ell} \) from equation (2.52) cannot be neglected, the partial wave cross section is given by [92]:

\[ \sigma_{\ell} = \frac{4\pi}{k^2} (2\ell + 1) \sin^2 \delta_{\ell} = \frac{4\pi}{k^2} (2\ell + 1) \frac{(E - E_r - \cot \delta^0_{\ell})^2}{1 + \left(\frac{E - E_r}{\frac{1}{2} \Gamma}\right)^2} \sin^2 \delta^0_{\ell}. \]  

(2.59)

This equation implies that when the energy is \( E = \frac{1}{2} \Gamma \cot \delta^0_{\ell} + E_r \) the partial wave cross section \( \sigma_{\ell} \) is zero and it achieves its upper limit when \( E = -\frac{1}{2} \Gamma \cot^{-1} \delta^0_{\ell} + E_r \). Fitting these expressions to the cross section could, in principle, allow us to determine \( E_r \) and \( \Gamma \).

### 2.3.5 Phase shift

Another method to identify the presence of resonances is by investigating the phase shift (2.52). A resonance is characterised by a \( \pi \) radians jump in the eigenphase sum. The shape of the eigenphase sum when a resonance is present is described by the Breit-Wigner formula [93, 94] which is obtained by substituting (2.53) into (2.52):

\[ \delta_{\ell} = \delta^0_{\ell} + \delta^r_{\ell} = \delta^0_{\ell} - \arctan \frac{\Gamma/2}{E - E_r}. \]  

(2.60)

The resonant part of the phase shift \( \delta^r_{\ell} \) increases from 0 to \( \pi \) in the energy range of the resonance. The nearer the zero of the Jost function on the unphysical sheet (\( \text{Im} \ k < 0 \)) is to the real axis, the more suddenly \( \delta_{\ell} \) increases (with respect to the cross section, the smaller the imaginary part of equation (2.47), i.e. \( \Gamma \), is the sharpest peak in the cross section).

Figure 2.9 illustrates how the change of the value of the constant background phase shift \( \delta^0_{\ell} \) influences the shape of the partial cross section (2.59) near the resonance. These curves correspond to ideal cases. In practice, the picture is often more complicated (e.g. the background phase shift can change rapidly with energy and can completely mask the presence of resonance). Therefore, analysing resonances using the eigenphase method or looking at a cross section may not always yield accurate results.
2.3.6 Multichannel Case

In the multichannel process a wave function, $\Psi_{\gamma_i,\ell_i,m_i;\gamma_j,\ell_j,m_j}^{r_i,\ell_i,m_i}$, which expresses the radial behaviour of the scattering projectile, is described by more indices than for single-channel case, since there are more possibilities in which state the projectile is before and after collision. The upper indices indicate the state of the system before collision and the lower subscripts the state after collision. The indices $i$ and $j$ correspond to the initial and final channels, respectively. The asymptotic form of the wave function is:

$$\Psi_{\gamma_i,\ell_i,m_i;\gamma_j,\ell_j,m_j}^{r_i,\ell_i,m_i}(r) = \Psi_{\gamma_i,\ell_i,m_i}^{in}(r) + S_{r_i,\ell_i,m_i;r_j,\ell_j,m_j}^T \Psi_{r_j,\ell_j,m_j}(r)$$ \hspace{1cm} (2.61)

where

$$\Psi_{\gamma_i,\ell_i,m_i}^{in}(r) = \sqrt{\frac{2}{\pi k_i}} \exp(-i(k_i r - \ell_i \pi/2)),$$ \hspace{1cm} (2.62)

$$\Psi_{\gamma_j,\ell_j,m_j}(r) = \sqrt{\frac{2}{\pi k_j}} \exp(i(k_j r - \ell_j \pi/2)).$$ \hspace{1cm} (2.63)

The S-matrix element is now generalized to a full matrix with elements $S_{r_i,\ell_i,m_i;r_j,\ell_j,m_j}^T(E)$. It contains all information about the collision. It can be transformed to the T-matrix by the relation:
\[ T^\Gamma = S^\Gamma - 1, \] (2.64)

to obtain a cross-section for transition from state \( i \) to state \( j \):

\[ \sigma_{i\rightarrow j}(E) = \frac{\pi}{4(2s_i + 1)} \sum_{s_i, m_i} \sum_{s_j, m_j} \frac{2S + 1}{2(2s_i + 1)} |T^\Gamma_{s_i, m_i, s_j, m_j}(E)|^2, \] (2.65)

where \( S \) is the total spin of the system, \( s_i \) is the spin of the target state \( i \) and \( \Gamma \) indicates the irreducible representation of the point group of the molecule.

### 2.3.7 Time-delay

The investigation of cross section and the eigenphase sum does not always lead to the identification of all resonances and/or their characterization. This is particularly true in the multichannel case. They are unreliably close to electronic thresholds; they fail when resonances are too wide and may not detect all resonances when these overlap. The method which deals well with these problems is time-delay analysis [95] which allows for a more effective identification, because, in this method, the background is completely separated from the resonance and resonances are separated from each other. Most of the results presented throughout this work are obtained using this method. The advantages of time-delay analysis over the standard methods have been discussed in many works, e.g.: Baccarelli et al. [96], Shimamura et al. [97].

The time-delay is defined as the difference of interacting and free sojourn time spent by a projectile within a distance \( a \) of a target in the limit of \( a \rightarrow \infty \). The time-delay can also be understood as the excess of the particle density present in the region around the target compared to the situation when there would not have been any interaction, and then by dividing the excess by the total incoming flux through a closed surface at a distance far away from the target centre. The time-delay is calculated from the time-delay matrix \( Q \)-matrix and it is given by [95]:

\[ t_D = Tr[Q], \] (2.66)

where:

\[ Q(E) = i\hbar S^\ast \frac{dS}{dE}. \] (2.67)

is obtained from the S-matrix.

The most important information about the resonances is obtained from the analysis of the positive eigenvalues (this is why the time-delay is also called the positive eigenvalues of the Q-matrix) and related eigenvectors of the Q-matrix as a function of scattering energy. In many cases it is sufficient
only to consider the largest eigenvalues of the Q-matrix, $c_{\text{max}}$, which represents the time-delay deriving from channels with the largest time-delay. Considering only the largest eigenvalues (the longest time-delay) has an important advantage because this means that strongly varying but non-resonant contributions do not need to be taken into consideration. This is crucial for targets for which many channels are open.

At resonance energies, the dependence of $c_{\text{max}}$ with $E$ has a Lorentzian form given by:

$$c_{\text{max}}(E) = \frac{\Gamma}{(E - E_r)^2 + (\Gamma/2)^2}.$$  \hspace{1cm} (2.68)

The eigenvectors of the Q-matrix corresponding to these largest eigenvalues also contain important information. The square of their coefficients – $|c_j|^2$ is equal to probability of decay of the metastable state into the $j$th channel. This is why they can be used to establish the parent state (the state of the target just before capture of scattering electron) of the resonance (excluding Feshbach resonances, because their parent states correspond to a closed channels for decay).

We can also distinguish, the opposite to the time-delay occurrence, a time-advance – the negative eigenvalues of the Q-matrix. In this situation the incoming electron can be accelerated by passing through a strongly attractive interaction region, or can be reflected by a strongly repulsive interaction. The time-advance can also be observed if the initial channel corresponds to an excited state of the target molecule. In this instance, the projectile can obtain additional energy by deexciting the target.

## 2.4 R-MATRIX THEORY

The R-matrix method is one of several methods used to solve scattering problems and it is the one used in this work. It was first introduced 1947 by E. P. Wigner and L. Eisenbud [98] to solve scattering problems in nuclear physics. The fundamental idea of this method is that the configuration space describing the projectile and target is divided into two regions: inner and outer region. The boundary between these regions is defined by an R-matrix sphere of radius $a$. In the internal region the problem is a many-body one and the interaction is strong. In the case of an electron scattering from atoms or molecules this region must contain all the electronic densities of the target states included in the calculation (must encompass the radial extent of the most diffuse orbital). In this region the scattering electron becomes indistinguishable from the electrons of the target and both exchange and correlation effects must be included. This makes the inner region calculation complex and only solvable numerically. In the outer region the interaction is weak and, in many cases, it is exactly solvable. In this region the scattering electron is distinguishable from the target electrons and exchange and correlation effects can be neglected. The inner region data is used as boundary conditions to solve
the outer region problem. From the known solution in the outer region, the K-matrix and thus the S-matrix and cross sections, can be calculated. In turn, from the S-matrix the time-delay can be obtained, which allows one to determine resonance parameters (these can also be obtain directly from the K-matrix).

The R-matrix method was developed and extended by many scientists. Comprehensive reviews of the theory and their applications in molecular physics have been written by P. G. Burke [92], P. G. Burke and K. A. Berrington [99], P. G. Burke and W. D. Robb [100] and J. Tennyson [101]. In order to explain the basics of the R-matrix method the approach in this work we proceed as in [21]. First the theory is presented for potential scattering followed by the case of electron-molecule scattering.

2.4.1 POTENTIAL SCATTERING

Here, as in section 2.3, the simplest scattering case is used: the scattering of a structureless particle by a short-range spherically symmetric central field, described by the time-independent Schrödinger equation (2.10) in the single channel case. The potential satisfies the same conditions defined by (2.16-2.18), i.e. it is negligible in the region \(r \geq a\). As it was before, \(a\) is the radius where the short-range potential vanishes, but here, additionally, it also means the R-matrix radius, i.e. the radius which defines the boundary between inter and outer regions. It will be shown that the division between the two regions is crucial in order to solve the scattering problem using the R-matrix method.

The radial equation (2.14) from the section 2.3.1 is here rewritten in the form:

\[
[H - E] u_\ell(k, r) = 0, \tag{2.69}
\]

where \(E = k^2\) and \(H\) is:

\[
H = -\frac{d^2}{dr^2} + \bar{V}(r) + \frac{\ell(\ell + 1)}{r^2}. \tag{2.70}
\]

In section 2.3.1 the solution of the time-independent Schrödinger equation (2.27) was written in terms of the S-matrix element and Hankel functions. In the R-matrix approach the radial function is described using Bessel \((j_\ell)\) and Neumann \((n_\ell)\) functions and the K-matrix instead of the S-matrix,

\[
\frac{u_\ell(k, r)}{r} = j_\ell(kr) + K_\ell n_\ell(kr), \tag{2.71}
\]

where the K-matrix is related to S-matrix, in single channel case, as follow:

\[
S_\ell = (1 + iK_\ell)(1 - iK_\ell)^{-1}. \tag{2.72}
\]

It has been already shown that \(S_\ell = \exp(2i\delta_\ell)\) (2.31). By imposing this relationship and operating
on (2.72), the K-matrix is simply given by:

\[ K_\ell = \tan \delta_\ell. \]  \hspace{1em} (2.73)

The K-matrix element is an energy-dependent constant and can be determined by imposing continuity of the logarithmic derivatives of the solution at \( r = a \):

\[ \frac{du_\ell(k, r)}{dr} \bigg|_{r=a} = \frac{d(j_\ell(kr) + K_\ell n_\ell(kr))}{dr} \bigg|_{r=a}. \]  \hspace{1em} (2.74)

By finding the solution \( u_\ell(k, r) \) for \( r \leq a \) and solving equation (2.74) the value of \( K_\ell \) can be determined and that gives a complete solution of equation (2.69) for whole range of \( r \). Also, by determining \( K_\ell \), relevant observables can easily be obtained (e.g. partial wave cross sections).

The \( u_\ell(k, r) \) in the region \( r \leq a \) is calculated numerically and has to satisfy the boundary condition:

\[ u_\ell(k, 0) = 0. \]  \hspace{1em} (2.75)

In the region \( r \to \infty \), \( u_\ell(k, r) \) (2.71) has form of asymptotic Bessel and Neumann functions:

\[ u_\ell(k, r) \sim_{r \to \infty} \sin \left( kr - \frac{\ell\pi}{2} \right) + K_\ell \cos \left( kr - \frac{\ell\pi}{2} \right) \]

\[ = \sin \left( kr - \frac{\ell\pi}{2} + \delta_\ell \right) \cos \left( kr - \frac{\ell\pi}{2} \right) \]

\[ \propto \sin \left( kr - \frac{\ell\pi}{2} + \delta_\ell \right). \]  \hspace{1em} (2.76)

In order to determine \( K_\ell \) advantage is taken of the fact that the general solution of equation (2.69) for the external region, i.e. \( r \geq a \), is known and the fact that at the boundary \( r = a \) the solution of equation (2.69) in the outer region has to be equal to the solution for inner region, i.e. it has to fulfil condition (2.74). In general, in the region where the potential is non-zero, an analytical solution does not exist. To obtain the solution for this region, the R-matrix method will be used, in which the radial wave function \( u_\ell(k, r) \) is expanded in an energy-independent basis, the so-called R-matrix basis functions, \( U_i(r) \):

\[ u_\ell(k, r) = \sum_{i=1}^{\infty} A_i(E) U_i(r), \quad r \in (0, a). \]  \hspace{1em} (2.77)

In practice the summation above is over some finite number \( n \) big enough to obtain an accurate description of \( u_\ell(k, r) \). Due to the fact that the method to obtain the basis sets is known, the problem of determining the radial functions \( u_\ell(k, r) \) (2.77) reduces to finding the coefficients \( A_i(E) \) for each energy*.

*It will be later shown that even less than that is needed to solve the scattering problem.
The fact that the radial functions are expanded in terms of the basis set implies the need to determine the matrix elements of the Hamiltonian in this basis set. Since the basis set is defined only in the inner region, the Hamiltonian (2.70) is nonhermitian [100, 101, 21]. The nonhermicity can be removed by adding an extra operator to the Hamiltonian. This operator derived by Bloch [102] is called the Bloch operator and is defined as:

$$L = \frac{1}{2} \delta(r - a) \left( \frac{d}{dr} - \frac{b}{r} \right),$$  \hspace{1cm} (2.78)

where $\delta(r - a)$ stands for the Delta function, $a$ is the radius of R-matrix sphere and $b$ is an arbitrary constant which is often taken as zero. The Hamiltonian containing the Bloch operator is hermitian and it is expressed as:

$$\tilde{H} = H + L.$$ \hspace{1cm} (2.79)

The basis functions in expression (2.77) are eigenvectors of this new operator,

$$\tilde{H} u_i(r) = E_i U_i(r),$$ \hspace{1cm} (2.80)

and can be expand in the arbitrary basis, $\{v_j(r)\}_{j=1}^n$ (it is essential for the R-matrix method that the functions $v_j(r)$ do not vanish at $r = a$):

$$U_i(r) = \sum_{j=1}^n c_{ij} v_j(r),$$ \hspace{1cm} (2.81)

with the $c_{ij}$ coefficients obtained by diagonalizing the matrix of elements, $\langle v_i(r) | \tilde{H} | v_j(r) \rangle$.

By substituting the new Hamiltonian (2.79) into (2.69), the radial function is given by:

$$u_\ell(k,r) = \left( H + L - E \right)^{-1} L u_\ell(k,r).$$ \hspace{1cm} (2.82)

But the radial function for the internal region is expand in terms of R-matrix basis functions (2.77), thus:

$$\sum_{i=1}^\infty A_i(E) U_i(r) = \left( H + L - E \right)^{-1} L u_\ell(k,r).$$ \hspace{1cm} (2.83)

By multiplying the equation from the left by the basis function $U_k(r)$, integrating over the inner region and inserting the explicit form of the Bloch operator, the formula for the coefficients $A_i(E)$ is determined:

$$A_i(E) = \frac{1}{2} \left. \frac{U_i(a)}{E_i - E} \left( \frac{d}{dr} u_\ell(k,r) \right) \right|_{r=a} - \frac{b}{a} u_\ell(k,a),$$ \hspace{1cm} (2.84)

where $b$ is the arbitrary constant that comes from the Bloch operator. The expression (2.77) at the
boundary $r = a$ can be now rewritten in terms of the coefficients (2.84):

$$u_\ell(k,a) = \frac{1}{2a} \sum_{i=1}^{\infty} \frac{U_i(a) U_i(a)}{E_i - E} \left( a \frac{d}{dr} u_\ell(k,r) \bigg|_{r=a} - bu_\ell(k,a) \right). \tag{2.85}$$

The term before the brackets defines the R-matrix:

$$R(E) = \frac{1}{2a} \sum_{i=1}^{\infty} \frac{U_i(a) U_i(a)}{E_i - E}. \tag{2.86}$$

The equation (2.85) can be rewritten using the R-matrix definition:

$$u_\ell(k,a) = R(E) \left( a \frac{d}{dr} u_\ell(k,r) \bigg|_{r=a} - bu_\ell(k,a) \right). \tag{2.87}$$

Performing simple manipulations of this equation, e.g. taking $b = 0$, dividing both sides by $u_\ell(k,a)$ and matching the solutions of outer and inner region, i.e. for $r = a$ by substituting equation (2.74), the coefficient $K_\ell(E)$ is obtained:

$$K_\ell = \frac{j_\ell(ka) - aR(E) \frac{d}{dr} u_\ell(kr) \bigg|_{r=a}}{aR(E) \frac{d}{dr} u_\ell(kr) \bigg|_{r=a} - n_\ell(ka)}. \tag{2.88}$$

### 2.4.2 Electron-Molecule Scattering

In this subsection the R-matrix method, described in the previous section, is applied to electron-molecule scattering. The aim of the previous subsection was to introduce the main definitions and become familiar with the procedure. However, replacing a potential with a many-electron molecular target vastly complicates the problem. Many processes may take place during a collision and the multiplicity of channels has to be taken into account. In order to illustrate these electronic processes, the R-matrix basis functions are chosen to reflect them as accurately as possible. That selection is not trivial, and influences the quality of the scattering calculations.

#### Inner Region

In this region, we describe the full scattering wave function $\Psi^E_E(x_1, \ldots, x_{N+1})$ in terms of basis functions (similarly to (2.77)) $\Psi^E_k(x_1, \ldots, x_{N+1})$:

$$\Psi^E_E(x_1, \ldots, x_{N+1}) = \sum_k A_k(E) \Psi^E_k(x_1, \ldots, x_{N+1}), \tag{2.89}$$

where $x_i$ denotes the three spatial and spin coordinates of $i$-th electron; $N$ is the number of target electrons. The spatial part of $x_i$ coordinate can be indicated by $[x_i, y_i, z_i]$ and linked with spherical coordinates by the relation: $[r_i, \theta_i, \varphi_i] = \left[ \sqrt{x_i^2 + y_i^2 + z_i^2}, \arccos \left( \frac{z_i}{\sqrt{x_i^2 + y_i^2 + z_i^2}} \right), \arctan \left( y_i / x_i \right) \right]$. 
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The R-matrix basis functions $\Psi_G^\Gamma$ are energy-independent and the energy dependence of the total wave function, $\Psi_G^\Gamma(E)$, is contained in the coefficients $A_k(E)$. The index $\Gamma$ runs over all irreducible representation of the point-group of the molecule and includes the appropriate total spin. The basis functions can be expanded using the Close-Coupling approximation:

$$\Psi_G^\Gamma(x_1,\ldots,x_{N+1}) = A \sum_{i=1}^{n_b} \sum_{j=1}^{n_c,i} \Phi_i(x_1,\ldots,x_N) \gamma_{ij}(x_{N+1}) a_{ijk} + \sum_{i=1}^{m} \chi_{\Gamma}^i(x_1,\ldots,x_{N+1}) b_{ik}, \quad (2.90)$$

where $A$ guarantees the antisymmetrization of the whole wave function. The functions $\Phi_i(x_1,\ldots,x_N)$ describe bound electronic states of the molecular target; the number of states included is indicated by $n_b$. The functions $\gamma_{ij}(x_{N+1})$ describe the unbound (scattering) electron and are the only single-particle functions which do not vanish on the surface of R-matrix sphere. The last functions in the expression (2.90), $\chi_{\Gamma}^i(x_1,\ldots,x_{N+1})$, are $L^2$ integrable functions that describe the short-range correlation polarization effects. The radial extent of these functions, as well as $\Phi_i$, must be contained inside the R-matrix sphere. A good description of polarization is essential to obtain accurate resonance parameters as well as accurate cross sections at low energy. The coefficients $a_{ijk}$ and $b_{ik}$ are analogous to the coefficients $c_{ij}$ in the formula (2.81). The choice functions describing target, $\Phi_i(x_1,\ldots,x_N)$ (type and number of states, $n_b$) and $L^2$ functions of (2.90) establish a scattering model. These scattering models are described in more detail in section 2.5.

The functions $\gamma_{ij}(x_{N+1})$ are called continuum function, and inside the R-matrix sphere are expressed as:

$$\gamma_{ij}(x_{N+1}) = \frac{u_{l_{ij},m_{ij}}(r_{N+1})}{r_{N+1}} \gamma_{l_{ij},m_{ij}}(\Omega_{N+1}). \quad (2.91)$$

where $\gamma_{l_{ij},m_{ij}}(\Omega_{N+1})$ are real solid spherical harmonics [103]. Inside the R-matrix sphere the continuum is described using a combination of GTOs sitting on the centre of mass and on the atoms. The index $i$ enforce that only those spherical harmonic which couple with the target state $i$ are considered.

On the grounds of the fixed-nuclei approximation (in which nuclei neither rotate nor vibrate), the kinetic energy terms for the nuclei can be ignored and the Hamiltonian for the system, denoted as $H_{N+1}$, has the form:

$$H_{N+1} = \sum_{i=1}^{N+1} \left( -\frac{\nabla_i^2}{2} - \sum_{k=1}^{N_A} \frac{Z_k}{\rho_{kj}} \right) + \sum_{i>j}^{N+1} \frac{1}{r_{ij}} + \sum_{k>l}^{N_A} \frac{Z_k Z_l}{R_{kl}}, \quad (2.92)$$

where $Z_k$ denotes the charge of the nucleus $k$ and $R_{kl}$ is the distance between the nuclei $k$ and $l$. The distance between the electron $j$ and the nucleus $k$ is denoted by $\rho_{kj}$ and $r_{ij}$ is the distance between the electrons $i$ and $j$.

The Bloch operator for this system is expressed:
\[ L = \frac{1}{2} \sum_{i=1}^{N+1} \sum_{j=1}^{n_{ch}} |\Phi_j Y_{l_j m_j}(\hat{x}_i)| \delta(r_i - a) \left( \frac{d}{dr_i} \frac{b - 1}{r_i} \right) (\Phi_j Y_{l_j m_j}(\hat{x}_i)) \]  

(2.93)

where \( j \) runs over all \( n_{ch} \) scattering channels, which are defined as: \( \langle \Phi_j Y_{l_j m_j}(\hat{x}_i) \rangle \); \( a \) is the R-matrix radius; \( b \) is the arbitrary constant mentioned in previous subsection (see equation 2.78), and \( Y_{l_j m_j} \) are spherical harmonics. The angled brackets are replaced by round brackets to indicate that the integration implied by the brackets is performed over the inner region only.

The steps to obtain the R-matrix are similar to those described in the previous subsection (equations 2.78-2.85). Therefore the final form is presented here:

\[ R_{ij}(E) = \frac{1}{2a} \sum_k w_{ik}(a) w_{jk}(a) \frac{E_k - E}{E_k - E_i}, \]  

(2.94)

where \( E_k \) is a R-matrix pole, while \( w_{ik}(a) \) is a surface amplitude defined as:

\[ w_{ik}(a) = \left( \Phi_i Y_{l_i m_i} \frac{1}{r_{N+1}} |\Psi_k\rangle \right)_{r=a}, \]  

(2.95)

where again the brackets indicate that the integration is performed only over the inner region angular coordinates of the \( N + 1 \) electron. The radial integration is not performed, and the resulting radial wave function is evaluated at \( r = a \).

**Outer region**

The outer region wave function, i.e. for \( r_{N+1} > a \), is expressed as:

\[ \Psi(x_1, \ldots, x_{N+1}) = \sum_{j=1}^{n_{ch}} \Phi_j(x_1, \ldots, x_N) \frac{u_j(r_{N+1})}{r_{N+1}} Y_{l_j m_j}(\Omega_{r_{N+1}}). \]  

(2.96)

The function \( u_j \) satisfies the equation:

\[ \left( \frac{d^2}{dr^2} - \frac{l_i(l_i + 1)}{r^2} + k_i^2 \right) u_i(r) = 2 \sum_{j=1}^{n_{ch}} \sum_{\lambda=0}^{l_i} a_{ij\lambda} r^{-\lambda-1} u_j(r), \]  

(2.97)

where \( k_i = \sqrt{2(E - E_i)} \), and \( E_i \) is a channel energy, and the coefficients \( a_{ij\lambda} \) are related to the multipole moments of the molecule target.

As in the previous subsection, the K-matrix can be obtained by matching the solutions \( u_i(r) \) in the asymptotic region \( r \rightarrow \infty \) to the scattering boundary conditions in each channel (equation 2.88). After that we can link the S-matrix and T-matrix with the K-matrix:

\[ T = 2iK(1 - iK)^{-1}, \]  

(2.98)

\[ S = (1 + iK)(1 - iK)^{-1}. \]  

(2.99)


2.5 Scattering Models

In this work, results will be presented for calculations based on three standard scattering models. The quality of calculations depends on the chosen model and this choice depends on their purpose; it will be shown that for comparison of the scattering calculation between two different targets more control is given by the simplest model (for this purpose it is important to ensure that comparison is “like-with-like”). The simplest method may be sufficiently good for that, but to obtain calculations which may predict or recreate experimental measurements, more sophisticated methods are required.

Static Exchange Model

The most basic scattering model among those described here is the Static Exchange (SE) approximation. In this model the target is described at the Hartree-Fock level and only the ground state of the target is included in expansion (2.90). Polarization effects are not included, that is the target is not allowed to be polarized in the presence of the incoming electron. The expression for the $L^2$ function in equation (2.90) can be written as:

$$ \chi_{\text{SE}} \,: \, (\text{ground state})^N \, (\text{virtual})^1, \quad (2.100) $$

where the ‘ground state’ label means the Hartree-Fock ground state configuration. The orbitals which are indicated by the ‘virtual’ label, specify a subset of those HF orbitals (see section 2.1) that are unoccupied in the ground state configuration (in other words the ‘virtual orbitals’ indicate orbitals which are unoccupied in the ground state description of the target, ‘N’ system, and can be occupied in the ‘N+1’ system). Since polarization effect are not considered, the only possible configurations are with the incoming electron in one of the virtual orbitals.

Static Exchange plus Polarization model

In the Static Exchange plus Polarization (SEP) model only the ground state, described at HF level, is taken into account in equation (2.90). At this level of approximation the molecule is allowed to be polarized by the incoming electron. Because of that the molecule is permitted to polarize, one electron from the valence space can be promoted to one of the virtual orbitals. This effect is described by the $L^2$ functions, $\chi_i$:

$$ \chi_{\text{SEP}} \,: \, (\text{core})^{N_d} (\text{valence})^{N-N_d-1} (\text{virtual})^{1+1}, \quad (2.101) $$

where $N_d$ is the number of frozen electrons. The core orbitals of the molecule are always doubly occupied by the $N_d$ electrons (see section 2.1). The valence orbitals are those occupied in the ground
state from which single excitation are allowed. There is no simple way to choose the optimal number of the virtual orbitals. If too few of them are used the quality of the calculations can be poor. On the other hand, if too many are used the calculations can be ‘overcorrelated’ (i.e. the effect of giving a better description of the scattering wave functions than those of the target). To find this optimal number, the calculations are performed with a various number of the virtual orbitals (chosen with an increasing energy order).

**Close-Coupling Model**

In the Close-Coupling (CC) model the eigenfunctions $\Psi^T_k$, expressed by (2.90) also include target electronic excited states (but only those which are energetically closely-coupled). The main problem using this method is taking care of quality in the description of the $N$-electron target wave functions, $\Phi_i$, and the $(N+1)$-electron scattering wave function, $\Psi^T_k$. This requires good balance between the choice of the target configuration interaction (see section below) model and the $L^2$ functions contained in (2.90). For these calculations the complete active space (CAS) configuration interaction representation of the target wave function was chosen. With this choice, it has been shown [104] that the $L^2$ function for the CC model for molecules with large polarizabilities should be as follows:

$$
\chi^{CC}_i = \begin{cases} 
(c)_{d}^{N-1} (CAS)_{d}^{N-N_d+1}, \\
(c)_{d}^{N} (CAS)_{d}^{N-N_d} (virtual)^1
\end{cases}
$$

where CAS expresses the orbitals of the active space, that together with the ‘core’ orbitals are chosen in accordance to the physical problem they suppose to describe. In the first set of configurations in (2.102) the scattering electron occupies an orbital describing the target. In the second set, the scattering electron occupies a virtual orbital.
In this section the software used to carry out the R-matrix calculations is described. The software, called the UKRmol+ suite, is a re-engineered version of UKRmol suite (see flowcharts in appendix A) with many new features. The UKRmol suite was developed for a couple of decades; a description of it can be found in [107]. The new software, like its predecessor, is divided into two subsets of programs: UKRmol+in (previously UKRmol-in) and UKRmol-out (which remains the same). The subsets perform, respectively, the calculations linked to the inner and outer region in the R-matrix method. Additionally, some of the UKRmol+in programs are also used to perform target calculations, as it was the case in the UKRmol-in suite.

The main new feature of this suite is that all the programs dealing with integrals and orbitals in the UKRmol suite have been replaced with one program called SCATCI-INTEGRALS implemented by Z. Mašín. The fundamental advantage of this program for the calculations described in this work is that it allows one to use more partial waves in the calculations than UKRmol, which is limited in practice to partial waves with \( \ell_{\text{max}} \leq 5 \). The other advantages are more practical: the UKRmol+ suite is more compact (SWEDEN-based programs: SWMOL3, SWORD, SWEDMOS and SWTRMO as well as GAUSPROP and GAUSTAIL⁠† are replaced by SCATCI-INTEGRALS), it requires fewer input variables and the code can be compiled using either double or quadruple precision. Moreover, the code is implemented both for serial and parallel execution of the programs. It is also more flexible in use, i.e. calculation can be performed either in spherical or Cartesian coordinates. The disadvantage of the new suite is that it requires a MOLDEN file (which provides orbitals of a calculated system) as an input for the SCATCI-INTEGRALS program, which can be only obtain using external software, for instance, MOLPRO which is commercial software (UKRmol can also use MOLPRO output or generate its own HF orbitals or pseudo-natural orbitals). Additionally the UKRmol+ suite is still being developed in order to replace the GTOs describing the continuum by a mixed GTO and B-spline basis set [108].

The programs used to carry out the target calculations are indicated in figure 2.10 and those used to perform inner region calculations are shown in figure 2.11. The target calculations are performed first. To perform calculations using UKRmol+ first MOLPRO is invoked. It needs, as input, the geometry of the investigated molecule and the GTO target basis set which can be given explicitly and

---

†These programs are only the parts of UKRmol suite and are not explained in this work. Their description can be found in [107]. The names are given only as an indication of the changes made between UKRmol and UKRmol+ suites.
can be found in the literature (for example on the website [105]) or simply by specifying the name of the basis set in the input file. MOLPRO is a quantum chemistry software suite that can determine, among other things, molecular orbitals. This program is very versatile, it is capable of generating not only HF orbitals but also CASSCF (and other types) of orbitals. SCATCI-INTEGRALS performs the orthogonalization of the orbitals and calculates and transforms the integrals over the elementary
atomic GTOs into integrals over the target molecular orbitals (previously done by SWORD, SWEDMOS, SWTRMO). It also computes the property integrals (previously done by GAUSPROP) required by DENPROP. CONGEN generates the configuration state functions (CSFs), which are used in the CI description of the target. The next program is SCATCI that builds and diagonalizes the Hamiltonian matrix for the system using output from CONGEN and SCATCI-INTEGRALS. The property integrals calculated by SCATCI-INTEGRALS, along with SCATCI output, are needed to run DENPROP, the last program in target part of calculation, which gives as an output the target properties i.e. dipole and quadruple permanent and transition moments, which are necessary to perform the outer region calculations.

The inner region calculations use the same (but not all) programs as the target calculations. In this case the SCATCI-INTEGRALS input is increased by a continuum GTO basis set describing the scattering electron [109]. This program calculates the ‘tail’ integrals (between the boundary of R-matrix sphere and infinity) in order to obtain the inner region integrals (previously done by GAUSTAIL). In an inner region calculation, SCATCI-INTEGRALS (previously done by SWEDMOS) performs two orthogonalizations, first, the continuum basis set to the target orbitals, second, the continuum orbitals among themselves. CONGEN generates the CSFs for the R-matrix basis functions (2.90). The coefficients $a_{ijk}$, $b_{ik}$ and the poles, $E_k$ of the R-matrix basis functions (2.90) are obtained by the diagonalizing Hamiltonian, in SCATCI. SCATCI-INTEGRALS also allows one to calculate all necessary integrals at once. Using the MOLDEN file from MOLPRO, all target and inner region integrals can
be obtained in a single step.

The flowchart for outer region calculations is illustrated in figure 2.12. The first program in this

![Flowchart of outer region calculations](image)

Figure 2.12: The sequence of programs called in the outer region calculations (the meaning of the boxes is the same as in figure 2.10). The flowchart is adapted from [107]. See main text for more details.

suite is SWINTERF. This program requires data from the target and inner region calculations (i.e. the target properties, raw boundary amplitudes, eigenvectors and R-matrix poles) and generates data about channels and that is needed to build the R-matrix (i.e. the boundary amplitudes). BOUND calculates the energies of bound states of the \( N+1 \) electron system. RSOLVE generates the K-matrices, EIGENP calculates eigenphases sums by diagonalizing the K-matrix, TMATRIX builds T-matrices and IXSEC produces the integral elastic and inelastic cross section. Both RESON and TIMEDEL use the K-matrices data to determine accurate resonance parameters, i.e. the position and the width, by two different methods. Unlike inner region calculations, not all programs have to be invoked to perform
outer regions ones. In this case the user specifies which program to run depending on what one is interested in. Both inner and outer region programs can be found in the CCPForge repository [110].

To perform the calculations included in this work other programs were used, which are not part of UKRmol/UKRmol+ suite, or like RADDEN are tools which may be run additionally. To carry out any scattering calculation an appropriate value of the R-matrix radius must be chosen. This choice is not trivial and it is crucial for the quality of the calculation. In order to choose the value of the R-matrix radius a complementary program, RADDEN, was created by Z. Mašín, which calculates the radial charge densities of the target orbitals. That allows the user to select a radius for which the charge density is negligible small. HAMDIAG performs the parallel diagonalization of Hamiltonian. It is invoked after SCATCI, which, in this case, only builds the Hamiltonian without diagonalizing it. TIME-DELAY was also created by Z. Mašín on the basis of TIMEDEL. TIME-DELAY is not as functional as its predecessor but it is easier to run and its performance is much quicker than that of TIMEDEL.

The K-matrices data can be input into POLYDCS [111] (developed by N. Sanna and F. Gianturco and external to UKRmol suite of codes) to obtain elastic differential cross section (DCS) for a chosen range of energies. Additionally, the program calculates a Born correction for the elastic DCS and integral cross section to account for the partial waves not included in the \textit{ab initio} calculation. Moreover, rotationally elastic and state-to-state rotationally inelastic cross section can be calculated. The last program on the flowchart is BORNCROS, which can be used to obtain the Born correction for the electronically inelastic cross section.

In order to perform calculations using UKRmol software more efficiently a perl script was written by K. Houfek and developed and adapted for the UKRmol+ suite by the author of this thesis. The main future of the script are presented in appendix A.2.
Electron collisions with Pyridine

Pyridine has been chosen as a molecule to study because it is similar to diazines which have been theoretically investigated in the R-matrix group at The Open University. Therefore the knowledge collected during the study of diazines was used to perform the calculation for pyridine. Also, comparison of pyridine and the diazines would allow us to investigate how the presence of only one nitrogen in the benzene ring influences the characteristics of resonances. Moreover, the Molecular Clusters experimental group at The Open University led by S. Eden indicated an interest in performing measurements of electron attachment to small pyridine-water clusters. Their experimental set up will enable them to Stark select clusters (in terms of their dipole/mass ratio) and will therefore allow them to investigate in detail the effect of hydrogen bonding on (dissociative) electron attachment (see section 1.1). Our plan was to determine complementary theoretical data (resonance positions and widths) that would hopefully provide further insight into the DEA process. In addition, due to the approximate description of polarization effects in our models (see section 2.5), the comparison with experiment would provide us with a tool to ‘tune’ our calculations. Unfortunately, these experiments are yet to be carried out.

Last but not the least, pyridine is similar to DNA pyrimidinic bases because of its 6 member ring structure (in the case of the shape resonances, the incoming electron is trapped into the $\pi^*$ orbitals, which are ring orbitals), but it is far less computationally demanding; pyridine possesses higher symmetry and fewer electrons than any of DNA bases (e.g. thymine possesses 66 electrons, that is...
36% more than pyridine). Therefore pyridine is interesting to investigate as a biological prototype of DNA basis.

### 3.1 Pyridine Characteristics

Pyridine is a basic heterocyclic organic compound\(^*\), its chemical formula is \(C_5H_5N\) and the structure of this molecule is shown in the figure 3.1. A CH group in benzene is replaced by nitrogen which has a non-bonding pair of electrons. Pyridine has 42 electrons; the orbitals in the ring do not differ significantly from those of benzene (see, table B.1, in appendix B) and there are still the six \(\pi\)-electrons from the three double bonds in the aromatic structure.

At room temperature pyridine is liquid, with density close to that of water, i.e. \(0.9819 \text{ g/cm}^3\); pyridine is colourless and possesses a specific odour. Its vertical ionization energy is around 9.51 eV \([112]\), the first electronic excitation threshold is around 4 eV \([113]\), its dipole moment is 2.19 Debye \([114]\) and its spherical polarizability is 64 \(\alpha_0^2\) \([115]\). This molecule is an asymmetric top but with only 5\% difference between two of its rotational constants it can be approximated as a symmetric top; it belongs to the \(C_{2v}\) point group.

![Figure 3.1: Geometrical structure of the pyridine molecule. In the figure the orange balls represent carbon, blue - nitrogen and white - hydrogen. Generated using MOLDEN.](image)

The structures of benzene, pyridine and pyrimidine are similar (a comparison between the three molecules is given in appendix B, in order to show how a presence of nitrogen changes the resonance characteristic). In appendix B, in figure B.1 the sixty lowest energy HF orbitals with are listed (all the orbitals included in the scattering calculations – 21 orbitals describe the HF ground state of the target and 39 are virtual orbitals – are listed in that table). Here, as an example, the LUMO (\textit{lowest unoccupied molecular orbital}) and LUMO+1 of these molecules are tabulated in figure 3.2, to show how additional nitrogen replacing one of the carbons from the ring, changes the orbitals. The changes in shape between the orbitals of three molecules are not significant (the pyrimidine orbitals are slightly more compact than those of the other molecules; pyrimidine bond-lengths changed not more than

\(^*\)Heterocyclic compounds are organic compounds (those containing carbon atoms in ring formation), with at least one atom other than carbon, in the ring system.
0.5% from those of pyridine), but it should be noticed that the shape of pyridine LUMO corresponds to LUMO+1 for benzene and pyrimidine, i.e. the order of the orbitals is not the same.

![Benzene, Pyridine, Pyrimidine](image)

**Figure 3.2:** In the first row, geometrical structures of the benzene, pyridine and pyrimidine molecule are presented. In the second and third row, the LUMO, and LUMO+1 of benzene, pyridine and pyrimidine molecule, respectively. The LUMO of benzene is of $\epsilon_{2u}$ symmetry, the pyrimidine LUMO and the pyridine LUMO+1 orbitals are of $a_2$ symmetry; the LUMO+1 of benzene is of $b_{2u}$ symmetry while the pyrimidine LUMO+1 and the pyridine LUMO are of $b_1$ symmetry. Generated using MOLDEN.

## 3.2 Calculation Details

### 3.2.1 Target

In order to perform R-matrix calculations, a set of parameters describing target and scattering models has to be specified. Most of the parameters describing the target, e.g. the ground state equilibrium geometry and basis set, remain the same for all scattering models used for pyridine calculations. If the parameters are not defined at the beginning of a section describing a scattering model, it means that they remain the same as are defined here.
Two ground state equilibrium geometries have been tested: there were no differences in the scattering results between the equilibrium geometries optimised at the QCISD and MP2 level [112] so the first one was chosen. Due to the similarities in the structure and properties between diazines and pyridine, the characteristics of the calculations for diazines were adopted to perform our calculations. The basis sets were chosen in accordance with earlier work undertaken by Z. Mašín as the most appropriate to study diazines [23]. Namely, the selected basis sets are: a compact one, cc-pVDZ, and a diffuse one, 6-311+G**.

<table>
<thead>
<tr>
<th>level</th>
<th>cc-pVDZ</th>
<th>6-311+G**</th>
<th>Acc. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>HF</td>
<td>-246.71</td>
<td>-246.75</td>
</tr>
<tr>
<td></td>
<td>CASSCF</td>
<td>-246.78</td>
<td>-246.82</td>
</tr>
<tr>
<td>(\mu)</td>
<td>HF</td>
<td>2.22</td>
<td>2.43</td>
</tr>
<tr>
<td></td>
<td>CASSCF</td>
<td>2.90</td>
<td>3.07</td>
</tr>
</tbody>
</table>

Table 3.1: Energy (in Hartree) and dipole moment (in Debye) of the ground state of pyridine calculated at the HF and CASSCF level, using the basis sets indicated in the table. These values are compared with the theoretical value of the ground state energy calculated at the B3LYP level using 6-311+G(3df,2p) basis set [112] and the experimental magnitude of dipole moment [114].

CASSCF target orbitals are generated using the State-Averaged Complete Active Space Consistent Field (SA-CASSCF) method, available in MOLPRO, (the method is described in [116]). In this approach the target electronic states are expressed as a combination of Configuration State Functions (CSFs), where HF orbitals are represented by single CSF (2.3). In order to get the states with vertical excitation energies lying below \(\sim 10\) eV, in reasonable agreement with more accurate \textit{ab initio} calculations (these values are labelled ‘Best est.’ in tables 3.2 and 3.3, and correspond to best estimates based on calculations obtained by Schreiber \textit{et al.} and their survey of literature data [113]), a few tests have been performed. In the tests different number of states (always those with lowest energies were chosen) and active space were tested. In table 3.2 are tabulated the vertical excitation thresholds for some tested State-Averaged and Active Space (much more tests with different combinations of State-Averaged and Active Space have been performed, here are shown only a few of them).

The main properties (i.e. ground state energy and dipole moment) of pyridine obtained from our calculations are listed in table 3.1. It can be seen that the ground state energies obtained in our calculations for both models with both basis sets are not very good, comparing with the accurate energy (the energies obtained at HF and CASSCF level differ from the accurate value by \(\sim 0.6 - 0.7\%\) both for compact and diffuse basis set). The calculated values of dipole moment are not very good either\(^\dagger\). The best agreement with experimental value of dipole moment was obtained using HF orbitals with compact basis set (it differs by \(\sim 1.4\%\) compare to experimental value; for diffuse basis set at HF level it differs by \(\sim 11\%\); the dipole moment calculated at CASSCF level is \(\sim 32\%\)

\(^\dagger\)Improving these properties increases the size of scattering calculation and therefore unable us to perform them. Fortunately in the past calculations with poor description of the target were performed and still gave a reliable information about scattering problems.
and \( \sim 40\% \) higher compared with the experimental value, for the compact and diffuse basis sets, respectively. The dipole moment is important in the scattering description, because it influences the long-range electron-molecule interaction.

To perform the SA-CASSCF calculations 17 of the 33 electronic excited states (including the ground state) included in the Close-Coupling calculation, were optimised. That is, the set of states: \( S[3,2,2,2] \), \( T[2,2,2,2] \) (the notation is explained in the caption of table 3.2) have been chosen. In the active space 10 electrons are allowed to occupy 8 orbitals (that can be denote as: \( \text{CAS}(10,8) \)), the set of orbitals are indicated as \( A[1,4,1,2] \) in table 3.2.
Table 3.2: Vertical excitation energies, in eV, obtained using different sets of states in the State-Averaged procedure and different orbitals in the Active Space; also given best estimate based on calculations obtained by Schreiber et al. and their survey of literature data [113] (Best est.), together with experimental (exp.) results, in eV. In the last two rows a dipole moment ($\mu$), in Debye, and ground state energy ($E_{g.s.}$), in Hartree, are presented, respectively. The notation "S[2,2,2,2]" and "T[1,1,1,1]" means that, in respective, two singlet (S) states and one triplet (T) state of each irreducible representation have been optimised in the State-Averaged procedure (the numbers in the squired brackets indicate number of states per irreducible representation — for $C_{2v}$ point group, the numbers correspond to $a_1$, $b_1$, $b_2$, $a_2$ irreducible representation, respectively). In the next column Active Space (A) are presented, the numbers in squared brackets stand for number of orbitals per symmetry which are used in Active Space. The listed vertical excitation energies have been performed for two sets of states used in State-Averaged procedure for compact basis set and one set for diffuse basis set; and for three different sets of Active Space. The superscripts indicated the source of these values: $^a$ reference [117], $^b$ reference [118], $^c$ reference [119], $^d$ reference [114], $^e$ B3LYP/6-311+G(3df,2p) [112]
The vertical excitation thresholds for all states included in the CC expansion are listed in Table 3.3. All our calculated vertical excitation thresholds, except the first one, are higher than the best estimate values ('Best est.' listed in Table 3.3). The values of vertical excitation thresholds calculated with the diffuse basis set give slightly better agreement with the best estimate values. The values for the compact basis set are higher than (or equal to) those for the diffuse one but the differences are small, i.e. smaller than 0.14 eV. The thresholds for the five lowest excited states for both compact and diffuse basis sets are in fairly good agreement with the best estimate values; the differences are not higher than ±0.6 eV. The agreement gets worse as the vertical excitation threshold increases. This agreement is similar to that obtained for the diazines [18].

<table>
<thead>
<tr>
<th>No.</th>
<th>Symmetry</th>
<th>cc-pVDZ</th>
<th>6-311+G**</th>
<th>Best est.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1^A_1</td>
<td>3.86</td>
<td>3.82</td>
<td>4.06</td>
</tr>
<tr>
<td>3</td>
<td>1^B_1</td>
<td>4.85</td>
<td>4.83</td>
<td>4.25</td>
</tr>
<tr>
<td>4</td>
<td>1^B_2</td>
<td>4.96</td>
<td>4.90</td>
<td>4.85</td>
</tr>
<tr>
<td>5</td>
<td>1^B_2</td>
<td>4.98</td>
<td>4.93</td>
<td>4.64</td>
</tr>
<tr>
<td>6</td>
<td>2^A_1</td>
<td>5.01</td>
<td>4.97</td>
<td>4.91</td>
</tr>
<tr>
<td>7</td>
<td>1^B_1</td>
<td>5.41</td>
<td>5.37</td>
<td>4.59</td>
</tr>
<tr>
<td>8</td>
<td>1^A_2</td>
<td>6.34</td>
<td>6.34</td>
<td>5.28</td>
</tr>
<tr>
<td>9</td>
<td>1^A_2</td>
<td>6.42</td>
<td>6.42</td>
<td>5.11</td>
</tr>
<tr>
<td>10</td>
<td>3^A_1</td>
<td>7.24</td>
<td>7.18</td>
<td>6.08</td>
</tr>
<tr>
<td>11</td>
<td>2^B_2</td>
<td>7.25</td>
<td>7.19</td>
<td>6.08</td>
</tr>
<tr>
<td>12</td>
<td>3^B_2</td>
<td>7.79</td>
<td>7.73</td>
<td>7.18</td>
</tr>
<tr>
<td>13</td>
<td>2^A_1</td>
<td>8.18</td>
<td>8.09</td>
<td>6.26</td>
</tr>
<tr>
<td>14</td>
<td>2^B_2</td>
<td>8.23</td>
<td>8.17</td>
<td>7.27</td>
</tr>
<tr>
<td>15</td>
<td>3^A_1</td>
<td>8.56</td>
<td>8.48</td>
<td>7.18</td>
</tr>
<tr>
<td>16</td>
<td>2^B_1</td>
<td>9.26</td>
<td>9.23</td>
<td>7.18</td>
</tr>
<tr>
<td>17</td>
<td>2^B_1</td>
<td>9.46</td>
<td>9.42</td>
<td>7.18</td>
</tr>
<tr>
<td>18</td>
<td>3^B_1</td>
<td>9.56</td>
<td>9.50</td>
<td>7.18</td>
</tr>
<tr>
<td>19</td>
<td>3^B_2</td>
<td>9.79</td>
<td>9.70</td>
<td>7.18</td>
</tr>
<tr>
<td>20</td>
<td>2^A_2</td>
<td>9.83</td>
<td>9.78</td>
<td>7.18</td>
</tr>
<tr>
<td>21</td>
<td>4^A_1</td>
<td>9.98</td>
<td>9.86</td>
<td>7.18</td>
</tr>
<tr>
<td>22</td>
<td>2^A_2</td>
<td>10.17</td>
<td>10.11</td>
<td>7.18</td>
</tr>
<tr>
<td>23</td>
<td>4^B_1</td>
<td>10.36</td>
<td>10.33</td>
<td>7.18</td>
</tr>
<tr>
<td>24</td>
<td>3^B_1</td>
<td>10.63</td>
<td>10.60</td>
<td>7.18</td>
</tr>
<tr>
<td>25</td>
<td>3^A_2</td>
<td>10.85</td>
<td>10.79</td>
<td>7.18</td>
</tr>
<tr>
<td>26</td>
<td>4^A_1</td>
<td>11.01</td>
<td>10.93</td>
<td>7.18</td>
</tr>
<tr>
<td>27</td>
<td>4^A_2</td>
<td>11.05</td>
<td>10.96</td>
<td>7.18</td>
</tr>
<tr>
<td>28</td>
<td>4^B_2</td>
<td>11.10</td>
<td>10.99</td>
<td>7.18</td>
</tr>
<tr>
<td>29</td>
<td>3^A_2</td>
<td>11.25</td>
<td>11.15</td>
<td>7.18</td>
</tr>
<tr>
<td>30</td>
<td>5^A_1</td>
<td>11.94</td>
<td>11.83</td>
<td>7.18</td>
</tr>
<tr>
<td>31</td>
<td>4^B_1</td>
<td>12.03</td>
<td>11.97</td>
<td>7.18</td>
</tr>
<tr>
<td>32</td>
<td>4^A_2</td>
<td>12.10</td>
<td>12.03</td>
<td>7.18</td>
</tr>
<tr>
<td>33</td>
<td>4^B_2</td>
<td>12.95</td>
<td>12.81</td>
<td>7.18</td>
</tr>
</tbody>
</table>

Table 3.3: Vertical excitation thresholds in eV, for all states included in the CC calculation, calculated at CASSCF level using a CAS(10, 8) active space for the basis sets indicated in the table. The values labelled 'Best est.' are the same as in Table 3.2.
3.2.2 Scattering

Among other parameters which enter the specification of an R-matrix scattering calculation are the R-matrix radius \( a \) and the maximum value of the angular momentum of the continuum partial waves. For calculations with the compact basis set, an R-matrix radius \( a = 13a_0 \) was used and in this case the effect of including an extra partial wave (\( \ell_{\text{max}} = 5 \)) was tested. In the case of the diffuse basis set, the radius \( a = 18a_0 \) was chosen as the most appropriate; the continuum basis sets included \( \ell_{\text{max}} = 4 \) partial wave. These values of the radius were chosen by analysing the radial charge densities of the target obtained by RADDEN (see section 2.6), above the chosen radius the charge density was negligible; the same values were also the optimal ones for diazines [21].

The calculations were carried out for three different scattering models, the Static Exchange approximation, the Static Exchange plus Polarization approximation and for Close-Coupling approximation. Table 3.4 lists all parameters used to carry out the calculations for SE, SEP and CC models.

<table>
<thead>
<tr>
<th>Scattering model</th>
<th>SE</th>
<th>SEP</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basis set</td>
<td>cc-pVDZ</td>
<td>cc-pVDZ</td>
<td>6-331+G**</td>
</tr>
<tr>
<td>R-matrix radius</td>
<td>( 13a_0 )</td>
<td>( 13a_0 )</td>
<td>( 18a_0 )</td>
</tr>
<tr>
<td>No. of target states</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Target description</td>
<td>HF</td>
<td>HF</td>
<td>HF</td>
</tr>
<tr>
<td>No. of virtual orbitals</td>
<td>20</td>
<td>35</td>
<td>50</td>
</tr>
<tr>
<td>Deletion threshold</td>
<td>( 10^{-7} )</td>
<td>( 10^{-7} )</td>
<td>( 1; 1.8; 8; 1.5) ( \times 10^{-7} )</td>
</tr>
<tr>
<td>Equilibrium geometry</td>
<td>QCISD</td>
<td>QCISD</td>
<td>QCISD</td>
</tr>
</tbody>
</table>

Table 3.4: The calculation details used in our work for the SE, SEP and CC scattering models. The number of virtual orbitals were chosen as the values for which the positions of resonances best agreed with experimental results; the equilibrium geometry was taken from [112]. Deletion threshold refers to a value of eigenvalues of continuum orbitals below which they are deleted from the calculation (in order to avoid linear dependence problems). If only one value is specified for the deletion threshold, it means that the same value was used for each irreducible representation, if there are four values it means that different deletion threshold for each irreducible representation are used (i.e. respectively, \( A_1, B_1, B_2, A_2 \)).

3.3 Cross sections

3.3.1 SE Model

SE results tend to be qualitative rather than quantitative, the resonances appear at much higher energies than experimentally, due to the lack of polarization (see section 2.5). The method does not give reliable resonances features, i.e. positions, widths (on the grounds that polarization always stabilises the position of resonance, one can know that in reality the position of resonances are lower than those obtained by this method). In the SE approximation, the target is in its ground state and relaxation,
in the presence of the scattering electron, is not allowed, i.e. the incoming electron may only occupy one of the empty virtual orbital while the target remains in the ground state. However, as it will be explained later, it is (at the moment) the best model to compare resonance characteristics of isolated molecule and clusters. The method is likely to be sufficient to see how resonance is affected when the target is bound with water, at least for small clusters (T. C. Freitas et al. show that calculations at SE level gives similar results as at SEP level [27]). Calculations for SE level have therefore been performed for this reason and these results are presented in Chapter 4. In this subsection only some results are introduced to present the main feature of this model and for the sake of comparison with other models.

Figure 3.3 shows the integral elastic cross sections (IECS) for electron scattering from pyridine calculated for 20, 30, 35 and 40 virtual orbitals (v.o.) with the compact basis set and partial waves up to $\ell_{\text{max}} = 6$. The inclusion of some virtual orbitals is essential for the description of resonances (see equation 2.100) but increasing the number of v.o. does not change significantly the IECS nor resonance energies, as can be seen in figure 3.3; only at higher energies there is a very slight change in the calculated cross section.

![Figure 3.3: Integral elastic cross sections for electron scattering from pyridine calculated for 20, 30, 35 and 40 virtual orbitals as indicated in the figure with the compact basis set.](image-url)
3.3.2 SEP MODEL

The theoretical results of low-energy electron collision with isolated pyridine at the SEP level presented in this subsection have already been published [120]. The same lines of argumentation are presented here. Taking advantage of the fact that calculations for the same target at the same level of approximation have been performed by Barbosa et al. [121] using the Schwinger multichannel method, both results are compared.

In order to describe short-range correlation-polarization effects, the type of $L^2$ configurations ($\chi_i$) presented by equation (2.101) is used. In this case, $N = 42$ is total number of electrons in pyridine and $N_d = 12$ is the number of frozen electrons. To find the optimal number of virtual orbitals, the calculations were first performed with a small number of the lowest energy virtual orbitals. The number was augmented by adding more orbitals in increasing energy order until good agreement with the experimental positions (Nenner and Schulz [85]) of the $\pi^*$ resonances was achieved. The optimal number of virtual orbitals for the compact basis set was — 35 and for diffuse basis set — 50; for diazines it is respectively, 35 and 40 virtual orbitals. The fact that in the case of pyridine a larger number of virtual orbitals is required for the diffuse basis set, than in case of pyrimidine, can be attributed to pyridine orbitals being somewhat more diffuse than those of the diazines (because pyridine has one fewer nitrogen than the diazines). Nevertheless, the different number of virtual orbitals does not change the cross section significantly and these changes are smaller than the differences in the cross sections between compact and diffuse basis sets.

Pyridine is a dipolar molecule, therefore the IECSs were calculated with use of the Born approximation, in order to include partial waves which are excluded from the \textit{ab initio} calculations to reduce the computational expense. Figure 3.4 presents:

- The integral elastic cross sections (IECSs), both Born corrected (rotationally summed) and uncorrected (i.e. determined exclusively with the UKRmol suite); each calculated with compact and diffuse basis sets. The calculations have been performed for $\ell_{max} \leq 4$.

- For the compact basis set, there are results with $\ell_{max} = 5$.

- The integral elastic cross sections for energies up to about 12 eV calculated with the Schwinger multichannel method, both \textit{ab initio} and Born corrected, obtained by Barbosa et al. [121].

Besides the three resonances, appearing very clearly as peaks for all the models plotted in the figure, there is one more feature, characteristic of R-matrix SEP calculations. Namely, above the first excitation threshold very narrow spikes are present in the R-matrix cross section. They are called pseudo-resonances, because they have no physical meaning (i.e. they do not correspond to physical resonances). They appear due to the fact that the $L^2$ correlation functions $\chi_i^\Gamma$ (second expansion
Figure 3.4: Integral elastic cross sections for electron scattering from pyridine calculated using: the R-matrix method with the compact and diffuse basis sets, and the Schwinger multichannel method obtained by Barbosa et al. [121]. The cross sections labelled ‘Born correction’ incorporate a Born-based correction; the one labelled $\ell_{max} = 5$ contains the extra partial wave.

Inspecting figure 3.4, the conclusion is that the cross sections obtained using the R-matrix method, both for compact and diffuse basis sets, have very similar shape. The main difference is that for the diffuse basis set the resonance positions are slightly shifted toward lower energy and in the 2-3 eV range the uncorrected cross section for the diffuse basis set displays a small decrease. The Born-closure procedure does not change the positions of resonance, it only increases the magnitude of the cross section. Furthermore, including an extra partial wave in the R-matrix calculation, this also increases cross section but does not change the positions of resonance, either.

The main differences, easily visible in figure 3.4, are between the R-matrix and Schwinger results. The uncorrected Schwinger cross section is significantly different in shape (even ignoring the differences caused by the pseudo-resonances) and displays resonances in slightly higher positions to the R-matrix calculation. Below 5 eV, the uncorrected Schwinger cross section is smaller than the R-matrix one. The differences between the R-matrix and Schwinger cross sections could be due to the
use of different basis sets, different number of partial waves, different configurations for the expression of the short-range polarization or caused by fact that R-matrix calculations do not include the polarization potential in the outer region. Similar differences have been observed in the shape of the cross sections for the nondipolar pyrazine obtained with both of these methods and were explained by the differences in the description of the polarization [21]. Therefore it is the most likely cause too.

The corrected Schwinger cross section is much smaller than the R-matrix one in the whole energy range. The difference is explained by fact that the Schwinger integral cross section is obtained in a different way from the R-matrix one. Namely, the Schwinger integral cross section is determined by integrating the corresponding EDCS between 1° and 180°, whereas the R-matrix cross sections correspond to the integration over the whole angular range (but they are obtained using an analytic formula: \( \sigma = \sigma^B + 4\pi(A_0 - A_0^B) \)), where the subscript \( B \) denotes that the relevant quantity is calculated using the Born Series approximation and the \( A_0 \) coefficients are described in [122]). The ‘slightly’ different integration ranges may cause such big differences, because the EDCS is extremely big between the 0° and 1°. To confirm the fact that these differences come from the integration regions, the following test has been performed for 6 eV: R-matrix EDCS in the range 1° to 180° were integrated, resulting in a cross section around 187 \( a_0^2 \) (for 0° to 180° is around 319 \( a_0^2 \)). For the same energy the value of the corrected Schwinger cross section is 211 \( a_0^2 \). The difference between these two values for the uncorrected R-matrix and the Schwinger methods is the same. This indicates that the difference in the corrected cross sections is mainly due to the different integration ranges. The fact that EDCS is huge for the small angle can be emphasized by fact that to get the integral cross section (see, equation 2.57), the expression \( \frac{d\sigma}{d\Omega} \sin(\theta) \) was integrated and in spite being very big even where \( \sin(\theta) \approx 0 \) for small \( \theta \) (0° and 1°). It is also worth noting that to converge the numerical integration, an extremely fine angle resolution is necessary. This means that the corrected cross sections differ mainly because of the integration ranges. Nevertheless, very recently, the problem of the elastic cross section behaviour at small angles has been discussed [123]: the conclusion reached was that corrected R-matrix results for angles close to 0° may be overestimated. Since there is no experiment which can provide data for such small angles, there is no easy method to confirm that.

Differences between the corrected and uncorrected R-matrix and Schwinger multichannel cross sections are also visible at higher energies. The trend of R-matrix cross section above 1 eV is decreasing while the Schwinger cross sections tend to increase. In order to investigate the behaviour at higher energies, the cross sections obtained by the methods discussed above together with cross section obtained using IAM-SCAR method (independent atom representation – screening corrected additivity rule) [124, 125, 126] and IAM+Rotations method (independent atom representation complemented with inclusions of rotation) [127, 128, 129, 130, 131] are plotted in figure 3.5.

The IAM-SCAR and IAM+Rotations methods can be applied to electron-scattering over a broad
energy range, $\sim 10$-1000 eV. However, they are inaccurate for energies much lower than 30 eV, so it is not surprising that the IAM-SCAR cross section is significantly different from both other ones for low energies. The IAM+Rotations cross section gives fairly similar results to corrected the R-matrix method in the energy range around 1-15 eV. Since the IAM methods are not designed for low-energy electron collisions and do not include quantum effects, the peaks that correspond to resonances are absent in the IAM-SCAR and IAM+Rotations cross sections. Starting from around 6 eV, the corrected and uncorrected R-matrix cross section have a fairly similar trend to the IAM+Rotations and IAM-SCAR cross section, respectively. This indicates that an extrapolation of the R-matrix cross section is possible for the higher energy range. Similar agreement has been obtained for pyrimidine [132]. The cross section for pyrimidine and pyridine are similar since their dipole moment is fairly similar as well (that of pyrimidine is 2.334 D [133]).

![Figure 3.5: Integral elastic cross section for electron scattering from pyridine for the basis sets indicated in the figure. Also plotted are the multichannel Schwinger results of Barbosa et al. and IAM-SCAR results of Blanco et al. [120]. The cross sections labelled ‘Born correction’ incorporate a Born-based correction.](image)

It should be noted that the IAM+Rotations and the Born-corrected R-matrix cross sections are not comparable in a straightforward way. The IAM+Rotations cross section is determined considering a 300 K population for the initial rotational states. The corrected R-matrix cross section is obtained on the grounds that the molecule is initially in its rotational ground state and summed over all possible
final states with $J < 9$. J. Franz and F. A. Gianturco argued in their work on positron scattering from pyrimidine [134] that, for a rigid rotor with parameters similar to those of pyridine, the temperature will have a small effect on the cross section below 20 eV. However, this may not be the case [123]; the effect is difficult to quantify.

**DIFFERENTIAL CROSS SECTION**

Figure 3.6 shows EDCS for several energies, calculated with the R-matrix, Schwinger (lower energies) and IAM-SCAR methods [120]. The differences between the R-matrix EDCS calculated with different basis sets are not very significant. Looking at the figure 3.6 for low energy, it can be easily seen that for all plots, both R-matrix EDCS with compact basis set and diffuse one as well as the Schwinger EDCS have similar shape. They become less similar when the energy increases. It is not surprising that the differences are smaller between R-matrix EDCS calculated with the compact and diffuse basis set than between these and the EDCS obtained using Schwinger method, since the two methods describe polarization on different levels. The R-matrix and Schwinger EDCS shapes and size are similar in most of the angular range; only for small angles ($< 10^\circ$) is the size different, probably because of the different way of implementing of Born correction into these methods. Due to the logarithmic scale of the figure these differences are almost impossible to see in the graph.

In figure 3.6 the IAM-SCAR+Rotations results are also shown for $E > 10$ eV. For 10 eV the IAM-SCAR EDCS are plotted with other data. Although at 10 eV IAM-SCAR does not give trustworthy results, it is the highest energy for which it can be compare with R-matrix results. It is not surprising that the shape of the EDCS differs significantly between the *ab initio* and IAM-SCAR results. For energies $< 50$ eV the IAM-SCAR+Rotations EDCS are similar in their shape and size to those of pyrimidine (the IAM-SCAR+Rotations EDCS for pyrimidine is not illustrated in the figure), however above those energies the EDCS for pyridine is significantly bigger [120].

By comparing the R-matrix for pyridine with pyrimidine [21, 17], it can be easily seen that their sizes are similar, but the changes become more significant with higher energies. It can be noticed from figure 3.6, that the differences at 3 eV start to be noticeable from $120^\circ$, at 6 eV from $60^\circ$ and at 10 eV from $50^\circ$. The reason of these differences can be found in the additional lone pair of pyrimidine due to the second nitrogen. This additional lone pair may gently boost the exchange effect and bring about the EDCS changes. Nevertheless, the EDCS shapes do not change significantly, so the conclusion can be extracted that the additional nitrogen replacing a carbon does not affect meaningfully the scattering data.
Figure 3.6: Elastic differential cross section for electron scattering from pyridine for the energies indicated in the panels, calculated using the R-matrix, multichannel Schwinger method [121] and IAM-SCAR+Rotations method [120]. Also plotted are R-matrix EDCS for pyrimidine. The R-matrix results are Born-corrected. The label ‘IAM’ stands for ‘IAM-SCAR+Rotations’; the two bottom panes show IAM-SCAR+Rotations cross sections for several energies.

3.3.3 CC MODEL

In this section the Close-Coupling (CC) cross sections for pyridine are described and compared to the SEP ones; therefore some SEP data are repeated here.

In the target model used for CC calculations 32 of the 42 electrons of pyridine were allocated to
16 core orbitals (frozen electrons) and the remaining 10 electrons were distributed among 8 valence orbitals (six orbitals of the \( \pi \) type and two of the \( \sigma \) type). Virtual (unoccupied) orbitals (v.o.) were used in order to describe better the scattering process: 60 v.o. in the case of the compact basis set and 80 v.o. in the case of the diffuse basis set. The crucial step was to choose the appropriate active space. Since the size of scattering calculations rises rapidly with the size of the active space, the smallest suitable active space was used. In more detail, the electrons were distributed among: frozen core orbitals \( 1 - 10a_1, 1 - 6b_2 \); active orbitals \( 11a_1, 1 - 4b_1, 7b_2, 1 - 2a_2 \); virtual orbitals for compact basis set: \( 12 - 35a_1, 5 - 14b_1, 8 - 26b_2, 3 - 9a_2 \) and for diffuse basis set: \( 12 - 42a_1, 5 - 17b_1, 8 - 33b_2, 3 - 12a_2 \).

![Figure 3.7](image)

**Figure 3.7**: Integral elastic cross section for electron scattering from pyridine calculated with the R-matrix method using the approximation levels and the basis sets indicated. The cross sections labelled ‘Born correction’ incorporate a Born-based correction.

Figure 3.7 shows that the shape and size of all uncorrected R-matrix IECSs are very similar. The main difference between the SEP and CC IECSs is the presence of pseudo-resonances characteristic of the SEP model. Another difference is the somewhat different positions of the resonant peaks. Moreover, the CC results can give good characteristic of the core-excited resonances. A wide peak appears around 11 eV for the compact basis set, and a much broader one around 12-13 eV for the diffuse basis set. Resonances at these energies may be non-physical and caused by the inclusion of insufficient partial wave in the continuum expansion (the core-excited resonances are discussed in detail in the next section).
Differential cross section

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3_8}
\caption{Elastic differential cross sections for electron scattering from pyridine for the energies, basis sets and models indicated in the panels.}
\end{figure}

The EDCSs, plotted in figure 3.8 for the SEP and CC models, are very similar in size and fairly similar in shape. Only the EDCS at 8.5 eV for the CC model with the diffuse basis set has a different shape above 110° (this baffling shape is observed in all the EDCS for energies between 7.5 eV and 9.5 eV; it can be due to the fact that different basis set may give different target and virtual orbitals; but it also might be due to inclusion not enough partial waves in the continuum expansion or a problem with quality of representation of the continuum).

Total inelastic cross sections

Figure 3.9 shows the total inelastic cross sections (TICSs) for the CC model with both basis sets. Their size is very similar, although, their shape differs slightly above about 7 eV. The cross section obtained using the compact basis set is smoother. At least two peaks are visible for both basis sets. Also plotted in figure 3.9 is the TICSs obtained with the IAM-SCAR method. This cross section is zero slightly below 10 eV, when in fact, the first electronic excitation threshold is around 4 eV. This is due
to the implementation of this model. The IAM-SCAR TICSs for pyrimidine [132] is noticeably smaller than for pyridine [120]. The same behaviour is visible for the R-matrix TICSs for pyrimidine [21, 17] and pyridine. Although the pyrimidine TICS is smaller than that of pyridine the shape has some similarities. They both have irregular structure with a few peaks above 5 eV. The pyrimidine TICS, however, has one clear peak around 4.5 eV, when in the case of pyridine TICS it is much harder to identify a peak around 4-5 eV. There is no experimental data for inelastic cross sections of pyridine.

![Graph showing inelastic cross sections for compact, diffuse, IAM-SCAR, and pyrimidine compact basis sets.](image)

**Figure 3.9:** The R-matrix total inelastic cross section for the compact and diffuse basis sets and IAM-SCAR inelastic cross section for pyridine; the R-matrix TICSs for pyrimidine [21, 17] is also plotted.

In order to gain further insight how the TICS change between different basis sets and how they differ between pyridine and pyrimidine, figure 3.10 presents the contribution to the TICS from each of irreducible representation. It is clear that TICSs with diffuse basis set has more peaks but the trend and size of the TICS is very similar. The pyrimidine TICSs for all symmetries is smaller but has a similar shape. Especially for the $^2B_1$ and $^2A_2$ symmetries it can be noticed that all TICSs (except for the diffuse basis set above 10 eV) have more or less the same number of peaks but these pyrimidine ones are shifted in lower energies. Due to the fact that all TICSs presented in the figure 3.10 have complicated structure it is not easy (and sometimes not possible) to identify resonances on the TICSs, a better tool to characterise them is time-delay analysis, therefore in the next section the results will be presented using it.
In the sections 2.3.4, 2.3.5 and 2.3.7 we have described some of the methods available to analyse resonances. In the previous section one could see resonances manifest themselves in the cross sections as a Gaussian peaks. Nevertheless, not all resonances appear on the cross section. There are two more useful methods to analyse resonances, namely: the time-delay analysis and the investigation of the cross section for the excited states (the last one can be used only to identify core-excited resonances).

The analysis of the eigenphase sum is not presented in this work, because in the case of large molecules like azabenzene, the resonances are manifested by very small, and in some cases, invisible steps, which makes it difficult to use [21].

The time-delay analysis can be used not only to find all resonances and determine their position and width, but also to characterise them in terms of their parent state(s). In order to determine the parent states, it is necessary to look for signatures of the resonances in particular scattering channels, using to this aim the analysis of the branching ratios (probability of decay of the metastable state into an open channel).
First, in the next subsection the shape resonances are characterised in more details both at SEP and CC level, using the cross sections and time-delay analysis. Next, in subsection 3.4.2 the core-excited resonances are characterised using both the time-delay analysis and the cross section for the excited states.

### 3.4.1 Shape Resonances

Low-energy electron collisions with pyridine (and other azabenzene molecules) were first studied by Nenner and Schultz [85] in 1975 using electron transmission spectroscopy (ETS). In 1983, Modelli and Burrow [86] also used this method to study the temporary anion states of pyridine and substituted pyridines. The two energetically lowest resonances (in azabenzene – up to triazine) were interpreted as π* shape resonances by Nenner and Schultz [85] (however it is possible that in some diazines the lowest resonances are bound states), with the trapping of the scattering electron into the lowest-lying unfilled π* orbitals. The first resonance in pyridine is associated with the first empty orbital – \( b_1 \) and the second with electron capture into the second empty orbital – \( a_1 \). Since the energy of the third resonance is higher than the first electronic excitation threshold (for pyridine and all diazines it is around 4 eV) the third resonance was interpreted as a shape resonance (trapping an electron into the next, \( b_1 \), empty orbital, in the case of pyridine) mixed with a core-excited resonance associated with low-lying excited states of the molecule. Their interpretation was confirmed by Winstead and McKoy [135, 136] in calculations of electron collisions with pyrazine and by Mašín [21] studying all diazines. As already mentioned, low-energy collisions with pyridine have also been studied computationally by Barbosa et al. [121] using the Schwinger multichannel method.

The presence of the first three resonances (shape resonances), is clearly visible in the integral elastic cross section in figures 3.4 and 3.7, as well as the time-delay, plotted in figures 3.11 and 3.12. In the cross sections all these resonances appear below 6 eV both in R-matrix and the Schwinger results. Above this energy, at SEP level, many pseudo-resonances are present in the R-matrix cross section that make it impossible to determine whether there are any physical resonances in this energy range. The time-delay analysis in figure 3.11 displays Lorentzian peaks. Unfortunately, due to many pseudo-resonances, analysis of resonances above 6 eV is not straightforward. It is worth noting that for the compact basis set the time-delay does not display many pseudo-resonances, almost all peaks are distinguishable (below 10 eV). On the other hand, the diffuse basis set has much more structure, there are a few more peaks which do not correspond to any of peaks for the compact basis set and shows many more pseudo-resonances.

Despite the fact that the SEP time-delay (as well as the SEP cross sections) is not very easy to interpret above 6 eV it is possible to notice a resonance at about 7.6 eV for the compact basis set,
Figure 3.11: The time-delay (the largest eigenvalue of the Q-matrix) for each symmetry, as a function of electron energy. The calculations were performed at SEP level for the basis sets indicated.

for \( 2B_1 \) symmetry (the time-delay plot for the diffuse basis set displays many pseudo-resonances above 6 eV but Lorenzian-like peaks contaminated with spikes can be distinguished at 7 eV and at 7.8 eV; one of them may correspond to the resonances at 7.6 eV for the compact basis set). This resonance may correspond to \( 3^{2}B_1 \) at 6.21 eV illustrated in figure 3.12, obtained at CC level\(^\dagger\) (it is also visible in the TICS, in figure 3.10 – the second peak for \( B_1 \) symmetry at 6.21 eV). It will be shown in section 3.4.2.1 (see, table 3.6) that one of the parent states of this resonance is the ground state, therefore this resonance may be a forth \( \pi^* \) with mixed shape-core-excited character. The existence of a fourth \( \pi^* \) resonance has been identified in the diazines and is discussed in the literature (e.g. [137]).

The resonance positions and widths (with their symmetries) obtained from SEP and CC calculations together with results from ETS experiments [85, 86] are collected in table 3.5. These parameters have been obtained using RESON [138], a Breit-Wigner profile fitting program (see, section 2.6). As mentioned before, for the SEP calculations with the compact basis set, the use of 35 virtual orbitals gives the best agreement with the results of Nenner and Schulz. To show that this number is optimal, the resonance parameters for other numbers of virtual orbitals are also listed at the beginning of table 3.5. Note that the two lowest resonances for the compact basis set with 40 v.o. are over-correlated.

\(^\dagger\)It is expected that mixed shape-core-excited resonances appear in CC calculations at lower energy than in SE or SEP calculations.
Figure 3.12: The time-delay (the largest eigenvalue of the Q-matrix) for each symmetry, as a function of electron energy. The calculations were performed at CC level for the basis sets indicated.

i.e. their energy is much lower than their experimental values.

<table>
<thead>
<tr>
<th>Level</th>
<th>Basis set</th>
<th>Nr. vo</th>
<th>$^2B_1$</th>
<th>$^2A_2$</th>
<th>$^2B_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEP</td>
<td>cc-pVDZ</td>
<td>25</td>
<td>1.15 (0.057)</td>
<td>1.46 (0.058)</td>
<td>5.8 (0.60)</td>
</tr>
<tr>
<td></td>
<td>cc-pVDZ</td>
<td>40</td>
<td>0.48 (0.01)</td>
<td>0.9 (0.016)</td>
<td>5.32 (0.48)</td>
</tr>
<tr>
<td>SEP</td>
<td>cc-pVDZ</td>
<td>35</td>
<td>0.77 (0.022)</td>
<td>1.11 (0.025)</td>
<td>5.51 (0.48)</td>
</tr>
<tr>
<td></td>
<td>6-311+G**</td>
<td>50</td>
<td>0.67 (0.027)</td>
<td>1.07 (0.030)</td>
<td>5.33 (0.47)</td>
</tr>
<tr>
<td></td>
<td>cc-pVDZ</td>
<td>60</td>
<td>0.95 (0.049)</td>
<td>1.33 (0.053)</td>
<td>5.09 (0.49)</td>
</tr>
<tr>
<td></td>
<td>6-311+G**</td>
<td>80</td>
<td>1.02 (0.076)</td>
<td>1.39 (0.080)</td>
<td>5.05 (0.51)</td>
</tr>
<tr>
<td>Barbosa et al. [121]</td>
<td></td>
<td></td>
<td>0.90</td>
<td>1.33</td>
<td>5.80</td>
</tr>
<tr>
<td>Nenner and Schulz [85]</td>
<td></td>
<td></td>
<td>0.62</td>
<td>1.20</td>
<td>4.58</td>
</tr>
<tr>
<td>Modelli and Burrow [86]</td>
<td></td>
<td></td>
<td>0.72</td>
<td>1.18</td>
<td>4.48</td>
</tr>
</tbody>
</table>

Table 3.5: Positions (and widths), in eV, of the $\pi^*$ resonances in pyridine; the number of virtual orbitals (Nr. vo) used in the calculations is indicated. The positions of the resonances calculated by Barbosa et al. [121] are listed as well; the Schwinger multichannel results were calculated at the SEP level considering only singlet-coupled excitations. Also listed are the experimental results of Nenner and Schulz [85] and Modelli and Burrow [86].

The best agreement with the experimental data for the first two resonances (i.e. the first $^2B_1$ and the $^2A_2$ shape resonances) among all R-matrix calculations is for the SEP calculations with the diffuse basis set; these are lower in energy than in the CC model. Nevertheless, all SEP calculations provide a third resonance that is too high in energy. This is because the third resonance has a mixed shape and
core-excited character [137, 135] and to describe it accurately configurations describing electronically excited states of the target must be included in the calculation. The CC results confirms this; the third resonance ($^2B_1$) lies in lower energy than for the SEP model (this resonance also manifests itself in the total inelastic cross section, illustrated in figure 3.10 – the first peak at energy $\sim 5.1$ eV for $^2B_1$ symmetry).

### 3.4.2 Core-excited resonances

#### 3.4.2.1 Time-delays analysis

Pyridine has an ionization threshold of $\sim 10$ eV, but in our calculations the ionization process is not considered (pseudostates would be required to describe ionization). Since the probability of capture of an electron in a resonant state is almost equal to zero above the ionization threshold, no resonance should appear above 10 eV. Nevertheless, because some excited states (parent states of resonances) appear at too high an energy (above the ionization threshold), a few resonances appear above 10 eV; they will not be characterized in this work.

Figure 3.12 shows the time-delay for all symmetries and basis sets: the resonances appear as Lorentzian peaks (section 2.3.7); table 3.6 collects the positions and widths of the shape, core-excited and mixed shape–core-excited resonances as well as their most likely parent states. The parameters have been determined using GRACE plotting program. This program enables one to enter a formula to which a curve is fitted and gives two parameters: a width and a resonant energy — energy of a Lorentzian peak (the resonance positions are very similar to those listed in table 3.5, but the widths differ significantly; the more reliable parameters are those obtained by GRACE, the differences may be due to a numerical artefact in RESON). The most likely parent states have been found using the analysis of branching ratios. Many of the resonances that were found using this method possess more than one parent state; in table 3.6 only the most dominant are reported in decreasing order of dominance. The resonances which appear for both basis sets are more reliable than those which appear only for one basis set. All resonances which appear for the compact basis set also are present in the calculations with the diffuse basis set. Therefore, in the next section, the resonances for the compact basis set will be considered. The same approach was used for diazines in Z. Mašín’s thesis [21]. In table 3.6 those that appear for the diffuse basis set only are not numbered.

Very narrow peaks are also visible in figure 3.12 which appears at 8.29 eV for the compact basis set for $^2B_1$, $^2B_2$ and $^2A_2$ symmetries (not for $^2A_1$ symmetry but this can be due to the fact that at 8.22 eV a Lorentzian peak is already present which can mask that very narrow peak). This narrow peak has no Lorentzian shape, therefore it cannot be confirmed as a resonance. It is also very unlikely

---

§In table 3.6, for comparison purposes, are also listed (in increasing energy order per symmetry) pyrimidine resonance energies and widths with the compact basis set and their parent states [21].
that three different resonances would appear at the same energy. It would seem to have threshold character: it is narrow and appears in all symmetries exactly at the same energy, however, there is no threshold for pyridine at this energy (see table 3.3). Calculations with much smaller grid have been performed around 8.29 eV to check if they are a numerical artefact; the presence of these peaks did not change with increasing precision. Therefore they are presented in figure 3.12 and in table 3.6 (the values with question marks in the last column) but they will not be characterised or discussed further.

<table>
<thead>
<tr>
<th>sym.</th>
<th>E_r (Γ)</th>
<th>Pyridine main parent states</th>
<th>E_r (Γ)</th>
<th>Pyrimidine main parent states</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>compact</td>
<td>diffuse</td>
<td>g.s.</td>
<td>1^3B_1, 1^1B_1</td>
</tr>
<tr>
<td>1^2A_1</td>
<td>6.30 (0.20)</td>
<td>6.23 (0.24)</td>
<td>1^3B_1</td>
<td>1.40 (0.09)</td>
</tr>
<tr>
<td>2^A_1</td>
<td>6.64 (0.08)</td>
<td>g.s., 1^3A_1</td>
<td>6.15 (0.18)</td>
<td>1^3A_2, 1^1B_1, 1^3B_1</td>
</tr>
<tr>
<td>2^A_1</td>
<td>6.86 (0.13)</td>
<td>g.s., 1^1B_2</td>
<td>7.75 (0.35)</td>
<td>2^3A_2, 1^1B_1, 1^3B_2</td>
</tr>
<tr>
<td>2^A_1</td>
<td>8.22 (0.28)</td>
<td>8.06 (0.31)</td>
<td>1^5A_2, 1^1A_2, 1^3B_1</td>
<td>8.34 (10^{-3})</td>
</tr>
<tr>
<td>2^A_1</td>
<td>9.27 (0.44)</td>
<td>g.s., 2^1A_1</td>
<td>8.94 (0.42)</td>
<td>2^3B_1, 2^1B_1, 2^3A_2</td>
</tr>
<tr>
<td>1^2B_1</td>
<td>0.96 (0.07)</td>
<td>1.02 (0.09)</td>
<td>shape resonance (g.s.)</td>
<td>0.96 (0.14)</td>
</tr>
<tr>
<td>2^2B_1</td>
<td>5.08 (0.37)</td>
<td>5.70 (0.40)</td>
<td>g.s., 1^3A_1, 1^3B_1, 2^3A_1</td>
<td>4.78 (0.38)</td>
</tr>
<tr>
<td>2^2B_1</td>
<td>6.21 (0.63)</td>
<td>6.09 (0.66)</td>
<td>g.s., 1^3A_1, 2^3A_1</td>
<td>6.37 (0.58)</td>
</tr>
<tr>
<td>2^2B_1</td>
<td>7.37 (0.47)</td>
<td>7.18 (0.51)</td>
<td>1^5B_2, 1^3B_2, 2^3A_1</td>
<td>7.11 (0.48)</td>
</tr>
<tr>
<td>2^B_1</td>
<td>8.29</td>
<td>7.45 (0.07)</td>
<td>g.s., 1^3B_2, 1^1B_1</td>
<td>8.47 (1.69)</td>
</tr>
<tr>
<td>6^2B_1</td>
<td>9.53 (0.53)</td>
<td>9.32 (0.49)</td>
<td>3^3A_1, 2^3A_1, g.s.</td>
<td>5.33 (0.01)</td>
</tr>
<tr>
<td>6^2B_1</td>
<td>9.86 (0.54)</td>
<td>9.62 (0.47)</td>
<td>2^3B_2, 2^1B_2, g.s.</td>
<td>5.33 (0.01)</td>
</tr>
<tr>
<td>6^2B_1</td>
<td>10.53 (0.54)</td>
<td>10.32 (0.49)</td>
<td>2^3B_2, 2^1B_2, g.s.</td>
<td>5.33 (0.01)</td>
</tr>
<tr>
<td>2^B_2</td>
<td>6.76 (0.13)</td>
<td>6.71 (0.16)</td>
<td>g.s., 1^1B_1</td>
<td>5.98 (0.24)</td>
</tr>
<tr>
<td>2^B_2</td>
<td>7.37 (0.29)</td>
<td>7.24 (0.34)</td>
<td>3^3A_1, 2^3B_2</td>
<td>8.16 (0.22)</td>
</tr>
<tr>
<td>2^B_2</td>
<td>8.29</td>
<td>9.41 (0.09)</td>
<td>g.s., 2^1B_1</td>
<td>5.33 (0.01)</td>
</tr>
<tr>
<td>2^B_2</td>
<td>1.32 (0.08)</td>
<td>1.40 (0.09)</td>
<td>shape resonance (g.s.)</td>
<td>0.53 (0.17)</td>
</tr>
<tr>
<td>2^B_2</td>
<td>6.38 (0.35)</td>
<td>6.30 (0.39)</td>
<td>g.s., 1^3A_1, 1^3B_2</td>
<td>6.11 (0.51)</td>
</tr>
<tr>
<td>3^2A_2</td>
<td>6.88 (0.45)</td>
<td>6.74 (0.49)</td>
<td>1^3A_1, 1^3B_2, 2^3A_1</td>
<td>7.33 (0.43)</td>
</tr>
<tr>
<td>3^2A_2</td>
<td>7.36 (0.75)</td>
<td>7.51 (0.75)</td>
<td>1^1B_2, 2^3A_2, 2^1B_2, g.s.</td>
<td>7.60 (0.67)</td>
</tr>
<tr>
<td>3^2A_2</td>
<td>8.29</td>
<td>9.88 (0.40)</td>
<td>3^3A_1, 2^1A_1, 2^1B_2</td>
<td>5.33 (0.01)</td>
</tr>
<tr>
<td>3^2A_2</td>
<td>9.53 (0.30)</td>
<td>g.s., 1^3A_1, 2^1A_1, 1^1B_2</td>
<td>5.33 (0.01)</td>
<td>g.s., 1^3A_1, 2^1A_1, 1^1B_2</td>
</tr>
</tbody>
</table>

Table 3.6: Positions, E_r (and widths, Γ), in eV, of all resonances in pyridine for the energy range from 0.01 eV up to 10 eV. The resonances which appear for the diffuse basis set only are not numbered. The main parent states are listed in the decreasing order of importance. The abbreviation ‘sym.’ stands for symmetry and ‘g.s.’ stands for ground state, that is 1^1A_1 parent state. The two question marks (‘?’) are for peaks which we are not able to be identified as a resonance (for more details, look for corresponding text). Also listed pyrimidine resonance energies and widths obtained using the compact basis set [21].

All resonances appearing in the time-delay analysis, except the two shape π^+ resonance described earlier, are mixed shape–core-excited or core-excited resonances. Only the 2^B_2 resonance at 9.41 eV
for the diffuse basis set could be a Feshbach resonance connected with state $2^1B_1$ with energy 9.42 eV. The previous study of diazines by Z. Mašín [21] shows however, that below 10 eV in the case of pyrimidine there is one Feshbach resonance for the compact basis set (at 8.34 eV with parent state of $A_1$ symmetry) and four for pyridazine (at 7.27 eV, 7.93 eV, 8.89 eV, 9.87 eV connected with states of symmetries $A_1$ and $B_2$, respectively). The time-delay for the diffuse basis set displays more Lorentzian peaks than for the compact basis set. A similar situation occurs in the time-delay analysis for pyrazine, described in [23]. It is not surprising that the resonance spectrum looks different for these two basis sets since the orbitals, particularly the v.o., generated with them are different. The additional peaks (appearing only for the diffuse basis set) are in general narrower than the others and all of them have the ground state as one of their parent states. In the case of three pairs of resonances: $2^1B_1$ at energy 9.86 eV with compact and 9.62 eV with diffuse basis set, $2^1B_2$ at energy 7.37 eV with compact and 7.24 eV with diffuse basis set, $2^1A_2$ at energy 9.88 eV with compact and 9.53 eV with diffuse basis set, despite the Lorentzian peaks having similar positions in the two basis sets, the parent states of these resonances are different for each basis set. This means that the resonances cannot be identified as the same resonance for both basis sets.

Although the structure of pyridine and pyrimidine are similar and give fairly similar cross sections the identification of resonances between these two systems is not straightforward. The number of resonances (with energy below 10 eV) per symmetry is not always the same. E.g. for $A_1$ and $B_2$ symmetries only 2 pyridine resonances are characterised for compact basis set while pyrimidine manifests 4 resonances per each of these symmetries. A few resonances for the two systems correspond to the same parent states (e.g. pyridine resonance at 6.30 eV and pyrimidine one at 5.96 eV correspond to the parent states of the same symmetry: $1^3B_1$, $1^1B_1$). The energy of pyrimidine resonances which may correspond to pyridine resonances, in most cases, is smaller than the pyridine ones. A few resonances for both systems are linked to the parent states of the same symmetry but the order of importance of these states is not the same for these two molecules (e.g. the order of parent states of $4^2A_2$ resonance for pyridine at 7.66 eV is: $1^1B_2$, $2^3A_1$, $1^3B_2$, g.s. and for pyrimidine at 7.60 eV is: $1^3B_2$, $1^1B_2$, $2^3A_1$).

### 3.4.2.2 Cross sections for the excited states

The excited state cross sections (ESCS) correspond to the process in which the target is initially in an excited state. If a molecule is in the same excited state before and after the collision the process is elastic and corresponds to the elastic cross section for excited state (ESECS). If after the collision the molecule is in a higher or lower state than the initial one, then the process is inelastic. The transfer from higher to lower state involves de-excitation of the molecule (and therefore super-elastic scattering; the electron has more energy after the collision than before) and it also contributes to the
excited state total cross section (ESTCS) (i.e. ESTCS is the sum of elastic and inelastic processes for the excited state cross section).

The analysis of the ESECS cross section and ESTSC can provide additional information about resonances lying at energies above the first vertical excitation energy. The ESECS and ESTCS were calculated, for all excited states included in our calculation, with the compact basis set. The ESECS are presented in figures 3.13, 3.14 and 3.15.

![Figure 3.13: Cross sections for electron scattering from pyridine initially in the electronic state indicated in the legend. Each panel shows the cross sections for those states identified as the main parent state of a specific resonance, which is indicated in the panel (here for resonances: $1^2 A_1$, $2^2 A_1$ and $1^2 B_2$, $2^2 B_2$).](image)

The plots of the ESECS show some peaks, which are present at energies corresponding to the positions of core-excited resonances. This confirms that the state whose cross section displays a peak is a parent state of those resonances. As it can be seen from the figures, not all parent states identified using the time-delay analyses show this behaviour for their ESECS. For example, despite the branching ratios analysis showing clearly that the $2^3 A_1$ excited state is likely to be a parent state of the $5^2 B_1$ resonance, the ESCS is flat in the energy range where the resonance appears, i.e. at 9.53 eV. The same situation occurs for the $1^3 B_1$ parents state of the $2^2 A_1$ resonance at energy 8.22 eV, $2^3 A_1$ parents state of the $3^2 A_2$ resonance at energy 6.88 eV and $1^1 A_1$ parents state of the $4^2 A_2$ resonance at energy 7.66 eV. This means that analysing the ESCSs is a complementary method to the time-delay analysis (using the branching ratios); if the state is identified as a parent state both by
Figure 3.14: Cross sections for electron scattering from pyridine initially in the electronic state indicated in the legend. Each panel shows the cross sections for those states identified as the main parent state of a specific resonance, which is indicated in the panel (here for resonances: $2^2B_1 - 5^2B_1$).

Figure 3.15: Cross sections for electron scattering from pyridine initially in the electronic state indicated in the legend. Each panel shows the cross sections for those states identified as the main parent state of a specific resonance, which is indicated in the panel (here for resonances: $2^2A_2 - 5^2A_2$).
time-delay and ESCS analysis, it gives us confidence that it is a parent state.

Figures 3.13, 3.14 and 3.15 also show very narrow peaks for the $1^1B_1$ excited state at energy $\sim 6.4 \text{ eV}$, $1^3A_1$ excited state at energy $\sim 4.8 \text{ eV}$ and $1^1B_2$ excited state at energy $\sim 6.4 \text{ eV}$. These are threshold peaks.

## 3.5 Summary

In order to examine resonances in small molecular clusters it is important to have a good picture of processes happening in an isolated molecule. Examining the low-energy electron scattering for pyridine in more details and comparing with the Schwinger method calculations at the SEP level and with experiment (Nenner and Schulz [85]) confirms that our method gives good descriptions of shape resonances. Unfortunately, there are no experimental data, at the moment, to confirm the positions of core-excited resonances obtained in this work. The only experimental results we are aware of, are DEA measurements in pyridine, obtained by M. Weyland *et al.* [33], using the velocity slice imaging method. Although a core-excited resonance is the initial step of DEA, and the two processes are linked, the interpretation of the experimental data in terms of results presented in this work is not trivial.

Another experiment, which can be used to confirm the theoretical results is the electron energy loss measurement of cross section for electronic excitation. This method was used to confirm core-excited resonances in pyrimidine [139]; the agreement between theory and experiment was very good (the calculated resonance positions are shifted into higher energies compared to the experimental one, but this is expected, since the polarization effect is not fully described in the theoretical model). Unfortunately, there is no reported measurement of cross section for electronic excitation for pyridine.
Electron collisions with Pyridine-water

The main purpose of the work presented in this chapter is to investigate the influence of water on the characteristics of resonances in pyridine (abbreviated to Pyr). Water is bound to pyridine by hydrogen bonding. The influence of hydrogen bonding on resonance behaviour has already been studied in formic acid (HCOOH, abbreviated to FA) clusters by T. C. Freitas et al. [27] who performed calculations with 1 and 2 added water molecules (for various geometries) at SE and SEP levels. The main conclusion of their work was that when water acts as the hydrogen (proton) acceptor in the hydrogen bond the shape resonance of HCOOH is destabilized and when water plays the role of the hydrogen (proton) donor, the resonance is stabilized. This can be understood by a qualitative, simplified electrostatic picture: water as a proton donor creates a positive charge near to the pyridine ring. The positive charge represents a more attractive electrostatic static potential seen by the incoming electron, which leads to the stabilization of the \( \pi^* \) shape resonance. Water acting as a proton acceptor creates negative charge near to the ring, which is repelling for the incoming electron and leads to the destabilization of the \( \pi^* \) shape resonance.

For clusters with two water molecules the resonance shift also depends on hydrogen bonds, i.e. if the two water molecules acts as a hydrogen donor, the resonance of HCOOH is stabilized more than for a cluster of formic acid with one water. In the case when one water molecule is a hydrogen acceptor and the second is a hydrogen donor the resonance is still destabilized but by a smaller amount than for HCOOH-H\(_2\)O with water acting as a hydrogen acceptor. These conclusions are
valid both for the SE and SEP method. The later calculation for phenol clusters performed by E. M. de Oliveira et al. [140] support the conclusions obtained from studies of formic acid clusters.

Our targets have significantly different structure and geometry from formic acid clusters. Pyridine clusters have more similarities to phenol but, although both pyridine and phenol are 6-membered rings, the water in the phenol cluster is not bound directly to the ring as it is in pyridine-water (abbreviated to Pyr-H$_2$O). In all three systems, however, the pure shape resonances are $\pi^*$. Therefore this chapter investigates whether the conclusions made by T. C. Freitas et al. also apply for pyridine clusters.

In this chapter calculations at SE, SEP and CC level are presented for low-energy electron collisions with the Pyr-H$_2$O and compared with isolated Pyr. Additionally, at SE level, results for larger clusters are presented, i.e. for pyridine-(H$_2$O)$_n$, $n = 2, 3, 5$. We mainly focused on pyridine with one water molecule, because the calculations are very computationally expensive for targets with many electrons. The structure of this system is presented in figure 4.1.

Figure 4.1: Geometrical structure of the pyridine-water clusters. The dotted red line indicates the hydrogen bond. In the figure the orange balls represent carbon, blue - nitrogen, white - hydrogen and red - oxygen. Generated using MOLDEN. The geometry of the system comes from [141].

Additionally, R-matrix calculations have been performed for isolated HCOOH and HCOOH-(H$_2$O)$_n$, $n = 1, 2$, for the same geometries as those presented in [27]. The results are consistent with those obtained with the Schwinger multichannel method. Therefore, the calculations are not presented in a separate chapter but only calculations for isolated FA and HCOOH-H$_2$O (for one chosen geometry) are used for comparison purposes in section 4.3.1.
4.1 Calculation Details

4.1.1 Targets

The geometry of isolated pyridine used in the calculations presented in this chapter remains the same as in the previous chapter. The geometry of the systems: Pyr-H\(_2\)O, Pyr-(H\(_2\)O)\(_2\), Pyr-(H\(_2\)O)\(_3\) was taken from [141]; the geometry of the Pyr-(H\(_2\)O)\(_5\) system comes from [142]. Pyridine clusters with more than one water molecule have not been broadly studied so far. No data were found to compare with our calculated target properties for the larger systems.

The properties of the pyridine clusters, isolated pyridine and water, obtained in this work with the cc-pVDZ basis set at HF level, are collected in table 4.1, together with experimental and other calculated values. The Pyr-H\(_2\)O dipole moment is over twice as large as that of pyridine. Water also increases polarizability of the system (if the interaction between molecules is neglected, in the first approximation the mean polarizability is additive). Table C.1, in appendix C collects the HF orbitals (determined using the cc-pVDZ basis set) of pyridine-water, pyridine and water listed in a way to show the correspondence between orbitals of the isolated systems to those of the cluster. For the occupied orbitals the correspondence is straightforward: the pyridine-water orbitals correspond to either pyridine or water orbitals, with the difference that the cluster orbitals have slightly lower energy than the corresponding pyridine orbitals and higher energy than the corresponding water orbitals. In the case of the unoccupied orbitals, some orbitals are a mixture of those of the two isolated systems. However, the majority of unoccupied pyridine-water orbitals have most of their...
density located around to pyridine and the shape of those orbitals is virtually the same as for isolated pyridine. But there are also orbitals with density located around the water and corresponding to orbitals of isolated water. A few pyridine-water orbitals describe density spread all over the cluster and their correlation to isolated molecule ones is not straightforward (this is the case for the 31th and 32th pyridine-water orbital, see table C.1, in appendix C). In some cases, for instance, the 40th cluster orbital, in spite of the fact that most of its density is located around pyridine, does not correspond to any of the pyridine ones.

Since the main goal of this work is to obtain an insight into the water influence on resonances, it is crucial to compare systems which are described on the same level of approximation, to ensure that the differences between the systems come only from the presence of water, i.e. to compare ‘like-for-like’. That is not trivial and it is the biggest challenge of this work: to ensure that the properties, e.g. polarizability, of the targets necessary to perform sophisticated calculations are described at the same level. Therefore it is important to correlate the orbitals of Pyr and Pyr-H₂O, since the polarization effect is described by promoting a target electron into a virtual orbital.

Apart from HF orbitals (used in SE and SEP calculations) CASSCF orbitals have also been generated (and used in CC scattering calculations); both HF and CASSCF orbitals were generated using MOLPRO. In the Pyr-H₂O active space 12 electrons are allowed to occupy 9 orbitals (CAS(12,9)). Various active spaces have been tested but this is the largest one for which calculations could be performed (calculations for larger active spaces are too computational demanding). This active space gives the first 9 target states (the ground state and 8 excited states) which correspond to the first 9 pyridine states calculated using CAS(10,8). We decided to restrict our calculation to 9 states to include only excited states linked to pyridine. For Pyr-H₂O and isolated pyridine in the State-Averaged procedure all 9 states have been used (in the State-Averaged procedure for pyridine calculations, presented in chapter 3, 33 states have been used).

4.1.2 SCATTERING

The R-matrix calculations were carried out with an R-matrix radius \( a = 15a_0 \) for Pyr-H₂O, Pyr-(H₂O)₂ and Pyr-(H₂O)₃ and \( a = 18a_0 \) for Pyr-(H₂O)₅. These values of the radius were chosen by analysing the radial charge densities of the target obtained using RADDEN (see section 2.6): above the chosen radius the charge density was negligible. The continuum basis sets included \( \ell_{\text{max}} = 6 \) partial wave (‘Continuum \( \ell_{\text{max}} \)’ in table 4.2).

The calculations were carried out for three different scattering models (SE, SEP and CC) for Pyr-H₂O, and one scattering model (SE) for Pyr-(H₂O)₂, Pyr-(H₂O)₃ and Pyr-(H₂O)₅. Table 4.2 lists all parameters used to carry out the calculations for these systems. The SEP calculations were performed
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<table>
<thead>
<tr>
<th>System</th>
<th>Pyr-H$_2$O</th>
<th>Pyr-(H$_2$O)$_2$</th>
<th>Pyr-(H$_2$O)$_3$</th>
<th>Pyr-(H$_2$O)$_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scattering model</td>
<td>SE</td>
<td>SEP</td>
<td>CC</td>
<td>SE</td>
</tr>
<tr>
<td>Basis set</td>
<td>cc-pVDZ</td>
<td>cc-pVDZ</td>
<td>cc-pVDZ</td>
<td>cc-pVDZ</td>
</tr>
<tr>
<td>R-matrix radius</td>
<td>$15a_0$</td>
<td>$15a_0$</td>
<td>$15a_0$</td>
<td>$15a_0$</td>
</tr>
<tr>
<td>No. of target states</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Target description</td>
<td>HF</td>
<td>HF</td>
<td>CAS(12,9)</td>
<td>HF</td>
</tr>
<tr>
<td>No. of virtual orbitals</td>
<td>20</td>
<td>4-50</td>
<td>0-60</td>
<td>20</td>
</tr>
<tr>
<td>Deletion threshold</td>
<td>$10^{-7}$</td>
<td>$10^{-7}$</td>
<td>$10^{-7}$</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>Continuum $\ell_{max}$</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4.2: Details of the calculation for Pyr-H$_2$O (the SE, SEP and CC scattering models) Pyr-(H$_2$O)$_2$, Pyr-(H$_2$O)$_3$ and Pyr-(H$_2$O)$_5$ (SE model). The numbers of ’Continuum $\ell_{max}$’ are the maximum values of the angular momentum of the continuum partial waves. The meaning of the other labels is the same as in figure 3.4.

with 7 frozen (1-5$a'$,1-2$a''$) orbitals and 19 active (6-17$a'$,3-9$a''$) ones for Pyr-H$_2$O and compared with Pyr calculations with 6 frozen (1-4$a_1$,1-2$b_2$) and 15 active (5-11$a_1$,1-2$b_1$,3-7$b_2$,1$a_2$) orbitals.

4.1.3 Polarizability

In order to compare results of scattering calculations at the SEP level between pyridine and pyridine-water we need to have the same amount of polarization included in each calculation. If the polarization of two systems is not described at the same level, comparing the relative positions of a resonance in these two systems cannot give reliable information on the resonance shifts. For instance, if for one system the polarization is described much better than the other one, the resonance position may be stabilized* even if, in reality, the position of this resonance is destabilized. Therefore we performed additional calculations to find out how well the polarizability is described in our SEP calculations. The aim of this section is to introduce the procedure used to estimate the polarizability described in the calculations.

The polarizability describes the tendency of an atom or a molecule to distort the electron cloud in the presence of an external charge or electric field. In general usage the term refers to the mean polarizability, i.e., the average over the three main axes of the molecule (average of the diagonal components of polarizability tensor):

$$\alpha = (\alpha_{xx} + \alpha_{yy} + \alpha_{zz})/3.$$  \hspace{1cm} (4.1)

Experimentally the polarizability can be measured as the ratio of induced dipole moment ($\mu_{\text{ind}}$) to the external field ($E$):

$$\alpha = \mu_{\text{ind}}/E.$$  \hspace{1cm} (4.2)

The UKRmol suite, specifically DENPROP (see section 2.6) can calculate the polarizability of the

*In this work stabilization means that a resonance energy decreases; resonance width, however, may decrease, increase or stay unchanged. Moreover, the term destabilization is used when the resonance energy increases.
target. This property is not used explicitly in the calculations, but as it has been mentioned, it can be used to give an insight in the quality of the polarization description in SEP calculations. In this program the components of the polarizability tensor, \( \alpha_{ij} \), for state \( k \), are calculated using a sum-over-states perturbation method [149, 150]:

\[
\alpha_{ij} = 2 \sum_{n \neq 0} \frac{\langle \Phi_k | \mu_i | \Phi_n \rangle \langle \Phi_n | \mu_j | \Phi_k \rangle}{E_n - E_k},
\]

(4.3)

where the indexes \( i \) and \( j \) represent the Cartesian components \( x, y \) and \( z \); \( E_n \) and \( | \Phi_n \rangle \) are eigenvalue and eigenvector of the \( n \)th excited state. The state for which the polarizability is calculated is labelled as: \( k \) with energy \( E_k \). When \( k = 0 \), this state is the ground state \( (| \Phi_0 \rangle \) with ground state energy \( E_0 \). \( M \) indicates the number of states included in the sum; in principle the sum runs over all states, in practice only the states with the same spin symmetry as \( | \Phi_k \rangle \) need to be included, due to the selection rule governing the dipole operator \( \mu \). The elements \( \langle \Phi_k | \mu_i | \Phi_n \rangle \) and \( \langle \Phi_n | \mu_j | \Phi_k \rangle \) form equation (4.3) are called the transition dipole moments, from state \( \Phi_k \) to \( \Phi_n \) and from state \( \Phi_n \) to \( \Phi_k \), respectively.

The \( i \)-component of the polarizability of the ground state is expressed by:

\[
\alpha_{ii} = 2 \sum_{n \neq 0} \frac{|\langle \Phi_0 | \mu_i | \Phi_n \rangle|^2}{E_n - E_0}.
\]

(4.4)

In our calculations at the SEP level only the ground state of the target is described, but in the scattering calculations, the \( L^2 \) functions which are expressed by equations (2.100) and (2.101) (and are responsible for describing polarization effects) contain single excitations of the target:

\[
\chi_i : (\text{core})^{N_d} (\text{valence})^{N-N_d-1} (\text{virtual})^1.
\]

These single excitations are marked as \( \Phi_n \) in equation (4.4) and they appear only for the scattering (\('N+1')\) part of calculations.

Figures 4.2 and 4.3 show the convergence of the mean polarizability and its components for Pyr and FA for an increasing number of virtual orbitals (number of states) included in the SEP calculations. The pyridine mean polarizability, presented in figure 4.2, converges to 73.25 \( a_0^3 \), whereas its experimental value is 64.1 \( a_0^3 \) [147, 148]. Our polarizability calculated using 20 v.o. is already slightly over the experimental value.

A different picture is obtained for formic acid, presented in figure 4.3. In this case our mean polarizability converges to 18.73 \( a_0^3 \), while its experimental value is 22.4 \( a_0^3 \) [112] (this behaviour is expected by [150]). At this stage we are not able to answer why for pyridine our calculations give a much higher value of mean polarizability than the experimental value while our mean polarizability
for formic acid is much below experimental value.

The attempt to establish how much polarizability is included in the calculations which give resonance energies close to experimental values for Pyr and FA systems (and to extrapolate the Pyr results for Pyr-H$_2$O) is presented in appendix C.2. However, the inconsistency of the estimated polarizability for Pyr and FA (in Pyr polarizability is overestimated, in FA underestimated) suggest that either there might be an error in calculating polarizability or our understanding of how to link the mean polarizability to our scattering results is not quite accurate. Therefore, this attempt of finding a way to establish how many v.o. we need to include in our calculations to obtain accurate resonance positions is not successful.

### 4.2 Differential Cross Section

In this section we present our results of elastic differential cross sections (EDCS) for Pyr-H$_2$O. We will analyse these results by comparing them together with results obtained for isolated pyridine and water. We do not present integral cross sections for Pyr-H$_2$O, since as a tool to analyse resonances we use time-delay, which is presented in the next section.
The calculations of EDCS for Pyr-H$_2$O have been performed at SE and SEP level. We present Pyr-H$_2$O EDCSs for the same energies as for the ones discussed in section 3.3.2 (in figure 3.6) of chapter 3. The Pyr-H$_2$O EDCS is compared with EDCS for isolated pyridine and isolated water, in figures 4.4 and 4.5.

We performed a test: calculations for pyridine have been carried out in $C_2v$ and $C_s$ point group. This showed that the program used to generate EDCS, i.e. POLYDCS (see section 2.6), produces slightly different results at high angles ($160^\circ$-$180^\circ$) depending on the point group used to carry out the calculations. Therefore, we are aware that the EDCS presented here cannot give reliable results at high angles.

Since Pyr-H$_2$O belongs to the $C_s$ point group, the EDCSs for isolated pyridine and water have also been calculated for this point group (due to the numerical artefact at high angles, mentioned above; therefore the pyridine EDCS slightly differs from the one presented in section 3.3.2, at higher angles).

The SE EDCSs for the specific energies of all presented here systems are similar to the SEP EDCSs. In figures 4.4 and 4.5 we have plotted curves which are the sum of the isolated water and pyridine EDCSs. Clearly, the water EDCS has a small contribution and does not significantly change the
shape of pyridine EDCS (the ‘pyridine + water’ EDCS has similar shape to the pyridine EDCS) for all presented energies for both methods. Although Pyr and Pyr-H$_2$O EDCSs have similar sizes and quite similar shapes, we can see that the Pyr-H$_2$O EDCS is not simply the sum of water and pyridine EDCS. For instance, in all graphs, except the one for 3 eV at SEP level, the pyridine/‘pyridine + water’ EDCS has two local minima in the medium angle range (for the one for 3 eV at SEP level, has one minimum). Whereas Pyr-H$_2$O EDCS in this range is flatter. Only one local minimum is visible in the presented Pyr-H$_2$O graphs.
Figure 4.5: Elastic differential cross sections for electron scattering from systems indicated in the legend and energies marked in the panels, obtained using the compact basis set at SEP level, with 30 v.o. for Pyr and Pyr-H$_2$O and 10 v.o. for water calculations.

For all energies discussed here, except 6 eV, there are resonance peaks at SE level (see figure 4.12, in sections 4.3.1), which are slightly shifted towards lower energies for pyridine-water with respect to pyridine. The SEP EDCS have been calculated using 30 v.o. For this number of v.o. there is no resonance at 3 eV and 6 eV for Pyr and Pyr-H$_2$O. Above 8 eV pseudo-resonances are present in both systems. Analysing the graphs, we can see that the differences between Pyr ('pyridine + water') and Pyr-H$_2$O are not significant regardless whether the energy of EDCS is resonant or non-resonant.
Therefore, it seems that the shifts of resonances positions caused by presence of water do not have significant effects on EDCS, and the dissimilarities are caused only by different properties (rotational constants, dipole moments) of these two systems.

### 4.3 Resonances in Pyridine-Water

The approach undertaken here is to start from the simplest scattering method, SE, which does not include correlation-polarization effects. The approximation is crude, since polarization has a significant effect on the characteristic of resonances. However, this method gives good insight into the water influence on resonance characteristics as the only differences between the calculations come from the presence of water. Next, SEP and CC calculations are presented, which give more reliable scattering results but are more difficult to interpret in terms of the comparison of the two systems. The resonance characteristics are analysed using the time-delay.

Investigating molecules bound with water in detail, we realised that the effect of the water on the resonance characteristics can be better analysed if it is separated into two contributions that can be studied separately. We distinguish direct and indirect effects (defined below). A study of these effects together with the total effect (also defined below) gives a better insight into the influence of water on our results. However, we use this approach only to analyse our SE results; to analyse our SEP and CC results we investigate only total effects. Nevertheless in the next chapter, we use this approach to analyse both SE and SEP results. The effects are as follows:

- **Indirect effect**: comprises of the changes to the molecular (here Pyr) geometry after binding with water. With few exceptions, the geometry of molecules in the clusters investigated by us differs from the equilibrium geometry. If the geometry of the molecule in a cluster is sufficiently different\(^\dagger\) from its equilibrium one, the resonance positions are shifted. This effect can be investigated without including water in the calculations (see figure 4.6).

- **Direct effect**: includes the changes in resonance characteristics caused by the presence of water, excluding the changes caused by differences in geometries, i.e. we compare resonance characteristics of the isolated molecule and the cluster (here Pyr and Pyr-(H\(_2\)O)\(_n\)), where the geometry of the molecule (Pyr) is the same as in cluster (see figure 4.6).

- **Total effect**: includes both direct and indirect effects, i.e. we compare resonance characteristics of molecule and cluster (Pyr and Pyr-(H\(_2\)O)\(_n\)) in their equilibrium geometries (see figure 4.6).

\(^\dagger\)The changes in resonance positions are observable if at least a few bond-lengths differ at least \(~ 0.01 \text{ Å}\) between the two geometries.
4.3. RESONANCES IN PYR-H2O

4.3.1 SE MODEL

In this section we investigate indirect, direct and total effects of water on the resonance characteristics. In the case of direct effects, we will also present and analyse our results for isolated HCOOH and HCOOH-H2O and compare them to the results of T. C. Freitas et al. [27] who performed calculations for a number of clusters (HCOOH-H2O and HCOOH-(H2O)2 with water binding to different sites). The geometries of those clusters have been provided to us by one of the authors. We performed R-matrix calculations for those systems. Our results for FA clusters are qualitatively in agreement with those obtained by T. C. Freitas et al. using the Schwinger multichannel method. Here, we present results only for one cluster which is depicted in figure 4.7. We chose this geometry because water acts as a proton donor as in the Pyr-H2O system (among the clusters studied by T. C. Freitas et al. are some in which water plays either the proton donor or proton acceptor role). Our goal is to confirm that the conclusions of T. C. Freitas et al. for HCOOH-H2O systems also hold for the direct effect in Pyr bound to water.

The investigation of the direct effect for FA differs from that for Pyr. Namely, in our definition of direct effect we compare results for the cluster in its equilibrium geometry with those for the molecule in the same geometry as in the cluster, which usually, is not the equilibrium geometry of the molecule. However, the direct effect could be defined in more general way: without specifying that cluster is in its equilibrium geometry. The geometry of formic acid in T. C. Freitas et al. work is kept the same in all of studied by them clusters and it is the geometry of isolated FA in its equilibrium geometry. Therefore, in the work of T. C. Freitas et al. only the explicit effect of water is considered,
(changes in geometry are not included), so the investigation of FA also counts as a looking at the
direct effect.

The last step will be studying the systems in terms of total effects. In this case our conclusions
on Pyr-H$_2$O can be compared to those of E. M. de Oliveira et al. [140] who performed calculations
for isolated phenol and phenol-H$_2$O clusters in their equilibrium geometries. Comparison of these
systems gives total effects of water on isolated system.

Since only the pure shape resonances ($1^2B_1$ and $1^2A_2$ for pyridine, $1^2A''$ for formic acid and
$1^2A'$, $1^2A''$ for phenol) can be fully described at SE level, we will mainly focus on comparison of
these resonances and attempts to compare the Pyr resonance of mixed shape–core-excited character
(the $2^2B_1$) are left until section 4.3.3.

### 4.3.1.1 INDIRECT EFFECTS

In order to have a better insight into changes caused by water binding to pyridine, we investigated
the changes in its geometry. Figure 4.8 illustrates the bond-lengths of pyridine in its equilibrium
geometry, Pyr Eq, (figure 4.8a) and the geometry in the cluster with one water, Pyr 1w, (figure 4.8b).
The changes in bond-lengths are smaller than $\sim \pm 1.4\%$. The bond-lengths between all atoms are
shorter for pyridine in the cluster.

![Figure 4.8: Bond-lengths, in Å, of isolated pyridine in equilibrium geometry (Eq) and in cluster with
one water (1w).](image)

Figure 4.9 presents the time-delay plots for isolated pyridine in both geometries. All three reso-
nances visible in the figure are slightly destabilized for Pyr 1w. Comparing the time-delays for Pyr
Eq with Pyr 1w, a correlation between the bond-lengths (in general: volume of the molecule) and res-
onance positions can be noticed: a resonance position is lower in energy for the system with longer
bond-lengths (bigger volume).

The resonance shifts are collected in table 4.3. The shifts are not significant, however it is im-
portant to notice the direction of the shift. A single water molecule binding to pyridine changes the
Figure 4.9: Time-delay for isolated pyridine in two different geometries: equilibrium (Eq) and its geometry in the cluster Pyr-H$_2$O (Pyr 1w). The calculations were performed at SE level with the cc-pVDZ basis set and 20 virtual orbitals. The time-delay is plotted for the symmetries indicated in the panels.

Table 4.3: Shifts in the resonance positions of isolated pyridine in the geometry corresponding to the clusters with respect to isolated pyridine in their equilibrium geometry. The calculations were performed at SE level with 20 v.o.

<table>
<thead>
<tr>
<th>system</th>
<th>$\Delta E_r$</th>
<th>1 $\pi^*$</th>
<th>2 $\pi^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr</td>
<td>$E_{1w}^{\text{Eq}} - E_r^{\text{Eq}}$</td>
<td>0.12</td>
<td>0.08</td>
</tr>
</tbody>
</table>

geometry (decreases its bond-lengths/volume) which destabilises the resonances\textsuperscript{\textsuperscript{1}}.

### 4.3.1.2 Direct effects

**Pyridine, Pyr-H$_2$O**

Figure 4.10 presents the time-delay for isolated pyridine in its Pyr-H$_2$O geometry (Pyr 1w) and Pyr-H$_2$O in its equilibrium geometry. Therefore, it illustrates the direct effect of water on Pyr (we do not include the changes in geometry). In this case water stabilizes all resonances visible in the figure.

**Formic acid, FA-H$_2$O**

The same situation can be observed in figure 4.11 for isolated formic acid in its geometry in the cluster

\textsuperscript{1}In the next chapter, we will find out that the opposite behaviour is observed for thymine-(H$_2$O)$_5$. 
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Figure 4.10: Time-delay for isolated pyridine in its geometry in the cluster Pyr-H$_2$O (Pyr 1w) and for Pyr-H$_2$O in its equilibrium geometry. The calculations were performed at SE level with the cc-pVDZ basis set and 20 virtual orbitals. The time-delay is plotted for the symmetries indicated in the panel.

Figure 4.11: Time-delay for isolated formic acid in its geometry in the cluster FA-H$_2$O (FA 1w) and for FA-H$_2$O in its equilibrium geometry. The calculations were performed at SE level with the cc-pVDZ basis set and 20 virtual orbitals. The time-delay is plotted for the symmetries indicated in the panel.

Table 4.4 collects resonance shifts for Pyr and FA. The shift in the FA cluster is similar in size with the one presented by T. C. Freitas et al. [27], they reported shift of 0.5 eV. The changes between our
and their results may be due to different basis set used in calculations (they used aug-cc-pVDZ, while we used cc-pVDZ basis set). The direction of the shifts (stabilization of resonances) of the studied systems confirms the conclusion by T. C. Freitas et al. [27], that water acting as proton donor (as in these cases) stabilizes resonances§.

<table>
<thead>
<tr>
<th>system</th>
<th>∆Er</th>
<th>1 π*</th>
<th>2 π*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr</td>
<td>Er\textsubscript{1w} - Er\textsubscript{Eq}</td>
<td>-0.36</td>
<td>-0.31</td>
</tr>
<tr>
<td>FA</td>
<td>Er\textsubscript{1w} - Er\textsubscript{Eq}</td>
<td>-0.40</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.4: Shifts in the resonance positions of pyridine and formic acid for the case where geometry does not change in the cluster. The calculations were performed at SE level with 20 v.o. See text for details.

### 4.3.1.3 TOTAL EFFECTS

Figure 4.12 illustrates the time-delay for isolated pyridine (Eq) and Pyr-H\textsubscript{2}O in their equilibrium geometries. We see that the presence of water stabilizes the resonances but the changes are not significant. The first shape resonance (1\textsuperscript{2}B\textsubscript{1} or 1 π* resonance) is shifted to lower energy by about 0.24 eV compared to that of isolated pyridine. The second shape resonance (1\textsuperscript{2}A\textsubscript{2} or 2 π* resonance) is shifted to lower energy by about 0.21 eV.

The total effect of water is by definition the sum of indirect and direct effects. Indeed, summing the resonance shifts for indirect (see table 4.3) and direct effect (see table 4.4) gives the shifts due to the total effects (see table 4.5).

<table>
<thead>
<tr>
<th>system</th>
<th>∆Er</th>
<th>1 π*</th>
<th>2 π*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyr</td>
<td>Er\textsubscript{1w} - Er\textsubscript{Eq}</td>
<td>-0.24</td>
<td>-0.21</td>
</tr>
</tbody>
</table>

Table 4.5: Shifts in the resonance positions of isolated pyridine in its equilibrium geometries with respect to Pyr-H\textsubscript{2}O in its equilibrium geometries. The calculations were performed at SE level with 20 v.o.

The change in geometry induced by water has an opposite effect on the resonance shift than the explicit presence of water. The resonance positions for pyridine in equilibrium geometry are lower in energy than those for pyridine in geometry of the cluster but higher in energy than those for Pyr-H\textsubscript{2}O. The direct effects are stronger than indirect ones, therefore as a result of the total effects, all resonances are stabilized. In terms of direct effects, the stabilization of the resonances is caused by the fact that water is a proton donor (as the introduction to this chapter explains that was shown by T. C. Freitas et al. [27]). However, in case of the indirect effect there is no qualitative picture to explain the water effect on destabilization of the resonances.

§In the next chapter, we will find out that the analysis of thymine clusters also confirm this conclusion.
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Figure 4.12: Time-delay for isolated pyridine (Eq) and Pyr-H$_2$O in their equilibrium geometries. The calculations were performed at SE level with the cc-pVDZ basis set and 20 virtual orbitals. The time-delay is plotted for symmetries indicated in the panel.

The resonance shift in the phenol-water system is -0.07 eV for the first $\pi^*$ resonance and -0.13 eV for the second one. E. M. de Oliveira et al. [140] studied total effects and we cannot look at direct and indirect effects separately. However, it is reasonable to assume that as in pyridine, the direct effect are stabilizing and the indirect are either destabilizing or very mildly stabilizing.

Qualitatively the conclusions for our SE result for the resonance characteristics are in agreement with those of T. C. Freitas et al. [27] for formic acid (direct effects) and E. M. de Oliveira et al. [140] for phenol (total effects) with 1 and 2 water molecules (for various geometries) at SE level.

4.3.2 SEP MODEL

It has already been shown in the chapter 3 that the inclusion of more virtual orbitals in the scattering calculations, i.e. increasing polarization by promotion of a target electron to one of many virtual orbitals, stabilizes resonances. Therefore, it is key to describe the same amount of polarizability in the systems in order to compare their resonance positions. The method we hoped to use (described in 4.1.3) is not viable thus we cannot estimate how much of the polarizability of the systems is being described (nevertheless, we attempted to describe the dependence between resonance energies and polarizability for Pyr, Pyr-H$_2$O and FA; the results are presented in appendix C.2).
The only option was to look at how the resonance positions changed as we added virtual orbitals one by one. First, in the set of virtual orbitals for both targets were included only orbitals that have the same or similar electron charge distributions. Since the orbitals of pyridine-water have different energy to those of isolated pyridine, and since the cluster possesses additional orbitals with charge density connected to water, inclusion in both scattering calculations of the same number of virtual orbitals, does not guarantee that one of the electrons which is allowed to occupy one of the virtual orbitals will occupy the same orbitals in both systems. Nevertheless, most of pyridine-water orbitals are similar to those of pyridine and/or water orbitals.

In our calculations virtual orbitals are chosen in order of increasing energy (it is not possible to exclude an orbital with energy between the lowest and highest energy of selected orbitals). Unfortunately, only 4 virtual orbitals of the lowest energies of pyridine-water have the same or similar shape to those of pyridine. The 5th and 6th v.o. of pyridine-water (20th a′ and 21st a′ orbitals of pyridine-water in the table C.1, in appendix C) are a mixture of pyridine and water orbitals and the two orbitals (both of a′ symmetry) correspond only to one of pyridine (13th a₁ orbital of pyridine, in the table C.1). Table 4.6 presents the position of the two lowest shape resonances for the two systems and their shifts for various numbers of virtual orbitals. Inclusion of 4 v.o. gives the resonance shifts: 0.23 eV for the $1^2B_1$ resonance and 0.22 eV for the $1^2A_2$ resonance (at SE level the resonance shifts are: 0.24 eV and 0.21 eV for the first and second pure $\pi^*$ resonance, respectively). Including an additional v.o. in the calculations for both systems decreases the shift (but the change is not significant, as observed in table 4.6, for ‘v.o.’ = 5). Nevertheless, comparing the relative positions of the resonances, when 6 v.o. of pyridine-water and 5 v.o. of pyridine are included (the 20th a′ and 21st a′ orbitals of pyridine-water correspond to 13th a₁ pyridine orbital), the shift for both resonances increases. However, including more v.o. decreases the shift again, and for calculations with 9 v.o. for Pyr-H₂O and 8 v.o. for pyridine, the shift is the same as for calculations with 4 v.o. It can be seen in table C.1, that pyridine-water orbitals with charge distribution around water and pyridine have much lower energy than the corresponding ones for the isolated systems, for instance, 10th v.o. and 12th v.o. (24th a′ and 25th a′) Pyr-H₂O orbitals. Inclusion of these orbitals, i.e. 10 v.o. and 13 v.o. for Pyr-H₂O and 9 v.o. and 12 v.o. for pyridine, increases the shift for the first shape resonances (the shift for the second resonances is unchanged). The 14th Pyr-H₂O v.o. (the 26th a′ Pyr-H₂O orbital in table C.1), even if it has a charge distribution mostly around the pyridine, does not seem to correspond to any pyridine orbital. Including this orbital in the calculations, i.e. 14 v.o. for Pyr-H₂O and 12 v.o. for pyridine, changes the relative position of the first resonance even more. It can be seen from the table C.1 that

---

*Throughout this section, the numbers in brackets are given for readers who are interested in the shape of orbitals illustrated in table C.1, in appendix C. In this table all (frozen, active, virtual) orbitals are numbered whereas in table 4.6 the number of virtual orbitals (for all symmetries: v.o. and amount of virtual orbitals per symmetry: v.o./sym) are given. Therefore the reader should be aware that the numbers in brackets are linked only to the table in appendix and are not connected to the amount of virtual orbitals counted in table 4.6.*
among the 39 lowest virtual orbitals of pyridine-water (18th \( a' \sim 42 \) th \( a' \), 10th \( a'' \sim 23 \) th \( a'' \) orbital) there are 35 which correspond to isolated pyridine orbitals. The position of the shape resonances for isolated pyridine with 35 v.o. are in the best agreement with experiment (see chapter 3). By including 35 v.o. in Pyr-H₂O we include different orbitals than in the isolated systems. Unfortunately, since the orbitals with the lowest energies of the specific symmetry are selected, any orbital with energy lower than the energy of the last orbital of the specific symmetry cannot be eliminated. Therefore, in table 4.6 we compare the results for 39 v.o. and 35 v.o. for pyridine-water and pyridine, respectively (see figure 4.13). The highest number of v.o. for which the resonance positions are collected in table 4.6 are 50 v.o. for Pyr-H₂O and 44 v.o. for Pyr.

<table>
<thead>
<tr>
<th>Pyr-H₂O</th>
<th>Pyridine</th>
<th>( E_{\text{r}}^{\text{Pyr-H}<em>2\text{O}} - E</em>{\text{r}}^{\text{Pyr}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>v.o.</td>
<td>v.o./sym</td>
<td>( E_r^{\text{A}} ) ( E_r^{\text{A''}} )</td>
</tr>
<tr>
<td>4</td>
<td>2a' 2a''</td>
<td>2.19 2.59</td>
</tr>
<tr>
<td>5</td>
<td>3a' 2a''</td>
<td>2.12 2.54</td>
</tr>
<tr>
<td>6</td>
<td>4a' 2a''</td>
<td>2.06 2.50</td>
</tr>
<tr>
<td>7</td>
<td>4a' 3a''</td>
<td>2.01 2.43</td>
</tr>
<tr>
<td>8</td>
<td>5a' 3a''</td>
<td>1.95 2.37</td>
</tr>
<tr>
<td>9</td>
<td>6a' 3a''</td>
<td>1.54 1.98</td>
</tr>
<tr>
<td>10</td>
<td>7a' 3a''</td>
<td>1.48 1.95</td>
</tr>
<tr>
<td>13</td>
<td>8a' 5a''</td>
<td>1.34 1.86</td>
</tr>
<tr>
<td>14</td>
<td>9a' 5a''</td>
<td>1.32 1.85</td>
</tr>
<tr>
<td>20</td>
<td>12a' 8a''</td>
<td>1.13 1.60</td>
</tr>
<tr>
<td>30</td>
<td>19a' 11a''</td>
<td>0.69 1.11</td>
</tr>
<tr>
<td>35</td>
<td>22a' 13a''</td>
<td>0.60 0.99</td>
</tr>
<tr>
<td>39</td>
<td>25a' 14a''</td>
<td>0.37 0.85</td>
</tr>
<tr>
<td>50</td>
<td>30a' 20a''</td>
<td>0.11 0.59</td>
</tr>
</tbody>
</table>

Table 4.6: Position of the first and second shape resonances of pyridine and Pyr-H₂O. Also given are the resonance shifts (\( \Delta E_r^{\text{A}} \) and \( \Delta E_r^{\text{A''}} \)). The numbers of virtual orbitals used in the calculations are indicated in the column ‘v.o.’; in the column ‘v.o./sym’ the number of virtual orbitals per symmetry is listed.

It can be seen that the shift for the second shape resonance is hardly influenced by the number of v.o. The shift for the first shape resonances is more significantly affected (from 0.23 eV for 4 v.o. to 0.38 eV for 39 v.o.). The reason for the bigger effect on the first resonance is not clear at the moment.

As was the case for the SE calculations, the conclusions for SEP results are also in agreement with those of T. C. Freitas et al.’s formic acid-water calculations at SEP level [27]. They observed that inclusion of polarization stabilizes resonance even more than at SE level. In their case the inclusion of polarization changed the shift by about 20\% (from \( \sim 0.5 \) eV at SE level to \( \sim 0.6 \) eV at SEP level). That is also the case for the pyridine-water \( 1^2B_1 \) shape resonance: the shift also changes by about 20\% (from \( \sim 0.24 \) eV at SE level to \( \sim 0.30 \) eV at SEP level with 35 v.o.). Nevertheless, this is not the case for the \( 1^2A_2 \) shape resonance, for which the shift stays almost the same after including polarization.
**CHAPTER 4. ELECTRON COLLISIONS WITH PYRIDINE-WATER**

### 4.3. RESONANCES IN PYR-H$_2$O

**Figure 4.13:** The time-delay of pyridine and Pyr-H$_2$O for the symmetries indicated in the panels, as a function of electron energy. The calculations were performed at SEP level using the cc-pVDZ basis set and the number of virtual orbitals (v.o.) indicated in the figure. The spikes appearing above 7 eV are pseudo-resonances.

This means that the second $\pi^*$ resonance is less sensitive to polarization.

#### 4.3.3 CC MODEL

The approach undertaken in this section is similar to the previous ones. First, results for 0 v.o. are presented (figure 4.14). Next results with inclusion of additional polarization are discussed. The numbers of virtual orbitals included in calculation has been chosen as in the previous section. The energies and energy order of CASSCF orbitals differ from HF orbitals but the changes are not very significant; hence the orbitals are not presented in the appendix.

Figure 4.14 shows that results for pyridine and pyridine-water, with 0 v.o., do not differ much. Similarly to SE and SEP calculations, the pure shape resonances are slightly shifted to lower energy in the presence of water. This is also the case for some of the core-excited (and mixed shape–core-excited) resonances but not for all. The $1^2A_1$ and $2^2A_1$ resonances (respectively, at $\sim$7.6 eV and $\sim$9.5 eV in $A'$ symmetry for Pyr-H$_2$O) and $1^2B_2$ and $2^2B_2$ resonances (respectively, at $\sim$8.2 eV and $\sim$8.6 eV in $A''$ symmetry for Pyr-H$_2$O) of pyridine-water are slightly shifted to higher energy compared to isolated pyridine. It can also be noted that pyridine has an extra peak at $\sim$7.5 eV ($3^2B_1$...
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Figure 4.14: The time-delay of pyridine and Pyr-H$_2$O for corresponding symmetries indicated in the panels, as a function of electron energy. The calculations were performed at CC level using the cc-pVDZ basis set for 0 virtual orbitals. The ground state and 8 excited states are included in both calculations.

resonance) very close to another one at $\sim$7.1 eV ($2^2B_1$ resonance). This extra peak cannot be seen in the pyridine-water plot due to the lower symmetry of the system (i.e. it is hidden by another peak).

Inclusion of polarization (virtual orbitals) into calculations lowers all of the resonances visible in figure 4.14. The dependence of time-delay on the number of virtual orbitals for pyridine and pyridine-water is shown in figure 4.15 and 4.16, respectively. In figure 4.15, we also plotted the time-delay for our best calculations presented in chapter 3. It can easily be seen that inclusion of 6 virtual orbitals into pyridine calculation and 7 v.o. into Pyr-H$_2$O one do not change the resonance positions much, but inclusion of 18 v.o. and 20 v.o. for Pyr and Pyr-H$_2$O, respectively, changes the position of resonances significantly and new resonances appear. The $2^2B_1$ and $3^2B_1$ resonances of pyridine (at $\sim$7.1 eV and $\sim$7.5 eV) which are not completely distinguished for calculations with 0 v.o. and 6 v.o. are now more separated. Also, one new structure appears at the time-delay for pyridine-water of $A''$ symmetry at 6.66 eV (see figure 4.16 or table 4.7, 20 v.o.). Inclusion of additional polarization stabilizes all of the Pyr-H$_2$O resonances presented here (there are no destabilized resonances any longer). The resonance spectra of Pyr and Pyr-H$_2$O for the calculations with the highest number of v.o. presented in this work (80 v.o. for Pyr and 94 v.o. for Pyr-H$_2$O) are illustrated in figure 4.17. The
Figure 4.15: CC time-delay for pyridine calculated with cc-pVDZ basis set; symmetries and number of virtual orbitals (v.o.) are indicated in the figure. ‘Best cal.’ refers to our best calculations at CC level for isolated pyridine described in chapter 3.

Figure 4.16: CC time-delay for Pyr-H$_2$O calculated with cc-pVDZ basis set; symmetries and number of virtual orbitals (v.o.) are indicated in the figure.
<table>
<thead>
<tr>
<th>Res</th>
<th>Pyr-H₂O</th>
<th>Pyridine</th>
<th>$E_r^{\text{Pyr-H}_2\text{O}} - E_r^{\text{Pyr}}$</th>
<th>Res</th>
<th>Pyr-H₂O</th>
<th>Pyridine</th>
<th>$E_r^{\text{Pyr-H}_2\text{O}} - E_r^{\text{Pyr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1!^2B_1$</td>
<td>1.95</td>
<td>2.09</td>
<td>-0.14</td>
<td>$^1!^2A_2$</td>
<td>2.42</td>
<td>2.53</td>
<td>-0.11</td>
</tr>
<tr>
<td>$^2!^2B_1$</td>
<td>6.96</td>
<td>7.07</td>
<td>-0.11</td>
<td>$^2!^2A_2$</td>
<td>7.65</td>
<td>7.71</td>
<td>-0.06</td>
</tr>
<tr>
<td>$^3!^2B_1$</td>
<td>7.62</td>
<td>7.44</td>
<td>0.18</td>
<td>$^1!^2B_2$</td>
<td>8.22</td>
<td>8.09</td>
<td>0.13</td>
</tr>
<tr>
<td>$^1!^2A_1$</td>
<td>7.62</td>
<td>7.44</td>
<td>0.18</td>
<td>$^3!^2A_2$</td>
<td>8.22</td>
<td>8.46</td>
<td>-0.24</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>8.78</td>
<td>8.85</td>
<td>-0.07</td>
<td>$^2!^2B_2$</td>
<td>8.61</td>
<td>8.46</td>
<td>0.15</td>
</tr>
<tr>
<td>$^2!^2A_1$</td>
<td>9.47</td>
<td>9.37</td>
<td>0.10</td>
<td>$^4!^2A_2$</td>
<td>9.20</td>
<td>9.20</td>
<td>0.00</td>
</tr>
<tr>
<td>$^7!^6v.o.$</td>
<td>1.85</td>
<td>2.03</td>
<td>-0.18</td>
<td>$^1!^2A_2$</td>
<td>2.31</td>
<td>2.48</td>
<td>-0.17</td>
</tr>
<tr>
<td>$^2!^2B_1$</td>
<td>6.73</td>
<td>6.98</td>
<td>-0.25</td>
<td>$^2!^2A_2$</td>
<td>7.49</td>
<td>7.65</td>
<td>-0.16</td>
</tr>
<tr>
<td>$^3!^2B_1$</td>
<td>7.52</td>
<td>7.04</td>
<td>0.48</td>
<td>$^1!^2B_2$</td>
<td>8.11</td>
<td>8.05</td>
<td>0.06</td>
</tr>
<tr>
<td>$^1!^2A_1$</td>
<td>7.52</td>
<td>7.04</td>
<td>0.48</td>
<td>$^3!^2A_2$</td>
<td>8.11</td>
<td>8.40</td>
<td>-0.29</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>8.59</td>
<td>8.77</td>
<td>-0.18</td>
<td>$^2!^2B_2$</td>
<td>8.49</td>
<td>8.40</td>
<td>0.09</td>
</tr>
<tr>
<td>$^2!^2A_1$</td>
<td>9.37</td>
<td>9.34</td>
<td>0.03</td>
<td>$^4!^2A_2$</td>
<td>9.05</td>
<td>9.16</td>
<td>-0.11</td>
</tr>
<tr>
<td>$^2!^2B_1$</td>
<td>1.29</td>
<td>1.56</td>
<td>-0.27</td>
<td>$^1!^2A_2$</td>
<td>1.75</td>
<td>2.02</td>
<td>-0.27</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>5.87</td>
<td>6.19</td>
<td>-0.32</td>
<td>$^2!^2A_2$</td>
<td>6.90</td>
<td>7.15</td>
<td>-0.25</td>
</tr>
<tr>
<td>$^3!^2B_1$</td>
<td>6.66</td>
<td>6.90</td>
<td>-0.24</td>
<td>$^1!^2B_2$</td>
<td>7.42</td>
<td>7.44</td>
<td>-0.02</td>
</tr>
<tr>
<td>$^1!^2A_1$</td>
<td>6.94</td>
<td>6.93</td>
<td>0.01</td>
<td>$^3!^2A_2$</td>
<td>7.42</td>
<td>7.75</td>
<td>-0.33</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>7.89</td>
<td>8.15</td>
<td>-0.26</td>
<td>$^2!^2B_2$</td>
<td>7.87</td>
<td>7.89</td>
<td>-0.02</td>
</tr>
<tr>
<td>$^2!^2A_1$</td>
<td>8.74</td>
<td>8.74</td>
<td>0.00</td>
<td>$^4!^2A_2$</td>
<td>8.30</td>
<td>8.53</td>
<td>-0.23</td>
</tr>
<tr>
<td>$^6!^5v.o.$</td>
<td>1.58</td>
<td>1.00</td>
<td>-0.42</td>
<td>$^1!^2A_2$</td>
<td>1.08</td>
<td>1.46</td>
<td>-0.38</td>
</tr>
<tr>
<td>$^2!^2B_1$</td>
<td>5.08</td>
<td>5.44</td>
<td>-0.36</td>
<td>$^2!^2A_2$</td>
<td>6.21</td>
<td>6.56</td>
<td>-0.35</td>
</tr>
<tr>
<td>$^3!^2B_1$</td>
<td>6.02</td>
<td>6.34</td>
<td>-0.32</td>
<td>$^1!^2B_2$</td>
<td>6.67</td>
<td>6.74</td>
<td>-0.07</td>
</tr>
<tr>
<td>$^1!^2A_1$</td>
<td>6.27</td>
<td>6.34</td>
<td>-0.07</td>
<td>$^3!^2A_2$</td>
<td>6.76</td>
<td>7.08</td>
<td>-0.32</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>7.15</td>
<td>7.49</td>
<td>-0.34</td>
<td>$^2!^2B_2$</td>
<td>7.13</td>
<td>7.23</td>
<td>-0.10</td>
</tr>
<tr>
<td>$^2!^2A_1$</td>
<td>7.99</td>
<td>8.06</td>
<td>-0.07</td>
<td>$^4!^2A_2$</td>
<td>7.49</td>
<td>7.81</td>
<td>-0.32</td>
</tr>
<tr>
<td>$^9!^8v.o.$</td>
<td>0.47</td>
<td>0.91</td>
<td>-0.44</td>
<td>$^1!^2A_2$</td>
<td>0.96</td>
<td>1.37</td>
<td>-0.41</td>
</tr>
<tr>
<td>$^2!^2B_1$</td>
<td>4.90</td>
<td>5.33</td>
<td>-0.43</td>
<td>$^2!^2A_2$</td>
<td>6.09</td>
<td>6.46</td>
<td>-0.37</td>
</tr>
<tr>
<td>$^3!^2B_1$</td>
<td>5.90</td>
<td>6.22</td>
<td>-0.32</td>
<td>$^1!^2B_2$</td>
<td>6.53</td>
<td>6.61</td>
<td>-0.08</td>
</tr>
<tr>
<td>$^1!^2A_1$</td>
<td>6.12</td>
<td>6.24</td>
<td>-0.12</td>
<td>$^3!^2A_2$</td>
<td>6.60</td>
<td>6.99</td>
<td>-0.39</td>
</tr>
<tr>
<td>$^4!^2B_1$</td>
<td>7.02</td>
<td>7.40</td>
<td>-0.38</td>
<td>$^2!^2B_2$</td>
<td>6.98</td>
<td>7.11</td>
<td>-0.13</td>
</tr>
<tr>
<td>$^2!^2A_1$</td>
<td>7.83</td>
<td>7.93</td>
<td>-0.10</td>
<td>$^4!^2A_2$</td>
<td>7.37</td>
<td>7.71</td>
<td>-0.34</td>
</tr>
</tbody>
</table>

Table 4.7: Positions of the shape and core-excited resonances of pyridine and Pyr-H₂O at CC level. Also given are the energy shifts of the resonances in the cluster ($\Delta E_r$). The energy of the resonances is given for various numbers of virtual orbitals indicated in the table.
positions of the resonances and their shifts for different numbers of v.o. are collected in table 4.7.

The CC calculations show that water stabilizes all resonances presented in this section (the shape and core-excited resonances as well as the resonances with mixed shape–core-excited character) for calculations with higher number of v.o. than 20. However the resonance shifts are not the same for all resonances. The majority of the resonance shifts in calculations with 60 (and 94) v.o. for Pyr-H\(\text{H}_2\text{O}\) compared with 50 (and 80) v.o. for Pyr are approximately between -0.3 eV and -0.4 eV. For resonances \(1^2A_1, 2^2A_1, 1^2B_2\) and \(2^2B_2\) the shifts are not higher than -0.13 eV.

### 4.4 Resonances in Pyr-(H\(\text{H}_2\text{O}\))\(n\), \(n = 2, 3, 5\)

The structure of the systems presented in this section is illustrated in figure 4.18. All calculations presented here are at SE level. Pyr-(H\(\text{H}_2\text{O}\))\(_2\) and Pyr-(H\(\text{H}_2\text{O}\))\(_3\) belong to \(C_1\) point group, whereas Pyr-(H\(\text{H}_2\text{O}\))\(_3\) belongs to \(C_2\) (note that Pyr-H\(\text{H}_2\text{O}\) also belongs to \(C_2\) point group and isolated Pyr to \(C_{2v}\)). Table 4.8 illustrates the correlation of irreducible representations between these point groups.

In this section we present indirect and total effects of water on pyridine. Direct effects are not presented in this section as they can be derived from the the total and indirect effects (as a difference between them).
CHAPTER 4. ELECTRON COLLISIONS WITH PYRIDINE-WATER

4.4. RESONANCES IN PYR-(H₂O)ₙ

Figure 4.18: Geometrical structure of the pyridine-water clusters studied in this work. Generated using MOLDEN. The geometry of Pyr-(H₂O)ₙ, n = 2, 3 comes from [141] and the geometry of Pyr-(H₂O)₅ comes from [142].

<table>
<thead>
<tr>
<th>n</th>
<th>n = 0</th>
<th>n = 1, 3</th>
<th>n = 2, 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>P.G.</td>
<td>Cᵥ₂</td>
<td>Cᵥ</td>
<td>C₁</td>
</tr>
<tr>
<td></td>
<td>A₁, B₁</td>
<td>A'</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>B₂, A₂</td>
<td>A''</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Correlation table for point groups of Pyr-(H₂O)ₙ, n = 1, 2, 3, 5.

INDIRECT EFFECTS

The investigation of changing the geometry of pyridine induced by water is presented for clusters Pyr-(H₂O)ₙ, n = 2, 3, 5. Figure 4.19 illustrates the bond-lengths for the equilibrium geometry of pyridine, Pyr Eq, (figure 4.19a) and for the geometry of pyridine in the cluster with five water molecules, Pyr 5w, (figure 4.19b). The changes in bond-lengths between these systems are smaller than ∼1.4%. The changes in bond-lengths between pyridine in cluster Pyr-(H₂O)₅ (Pyr 5w) and pyridine in clusters with fewer water molecules: Pyr-H₂O (Pyr 1w), Pyr-(H₂O)₂ (Pyr 2w), Pyr-(H₂O)₃ (Pyr 3w), are no larger than ∼0.2%. Therefore, the comparison of time-delay between Pyr Eq and Pyr 2w, Pyr 3w, Pyr 5w does not differ from that presented in section 4.3.1.1. Indeed, the changes in time-delay for Pyr 1w, Pyr 2w, Pyr 3w and Pyr 5w (presented in figure 4.20) are not noticeable. This is not surprising, since in each cluster only one water molecule attaches to the ring (to the nitrogen); the other water molecules bind to water. Thus the geometry of pyridine in the clusters is similar.

Figure 4.19: Bond-lengths, in Å, of pyridine in equilibrium geometry (Pyr Eq) and in clusters with 5 water molecules (Pyr 5w).
Figure 4.20: Time-delay for isolated pyridine in various geometries: its equilibrium geometry (Pyr Eq) and its geometry in the cluster Pyr-H$_2$O (Pyr 1w), Pyr-(H$_2$O)$_2$ (Pyr 2w), Pyr-(H$_2$O)$_3$ (Pyr 3w) and Pyr-(H$_2$O)$_5$ (Pyr 5w). The calculations were performed at SE level with the cc-pVDZ basis set and 20 virtual orbitals. The time-delay is plotted for the symmetries indicated in the panel.

**TOTAL EFFECTS**

Figure 4.21 illustrates the resonances for isolated pyridine and Pyr-(H$_2$O)$_n$, $n = 1, 2, 3, 5$. Due to the fact that the isolated pyridine belongs to $C_{2v}$ point group and Pyr-(H$_2$O)$_n$, $n = 1, 3$ to $C_s$ the time-delay for $A_1$ and $B_1$ irreducible representations are summed. Since Pyr-(H$_2$O)$_2$ and Pyr-(H$_2$O)$_3$ belong to the $C_1$ point group, the time-delay for these systems is plotted twice in the panel for the $A_1 + B_1/A'$ symmetry and the one for $A_2 + B_2/A''$ (see table 4.8). For all these systems water stabilizes the resonances but the shifts are not significant, especially for pyridine-(H$_2$O)$_2$ and pyridine-(H$_2$O)$_3$.

The biggest change in resonance position can be noticed for pyridine-(H$_2$O)$_5$. Table 4.9 lists the resonance shifts for these systems.

<table>
<thead>
<tr>
<th>Res</th>
<th>Pyr-H$_2$O</th>
<th>Pyr-(H$_2$O)$_2$</th>
<th>Pyr-(H$_2$O)$_3$</th>
<th>Pyr-(H$_2$O)$_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1^2B_1$</td>
<td>-0.25</td>
<td>-0.13</td>
<td>-0.12</td>
<td>-0.36</td>
</tr>
<tr>
<td>$1^2A_2$</td>
<td>-0.21</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.26</td>
</tr>
</tbody>
</table>

Table 4.9: Energy shifts of the two lowest, pure $\pi^*$ shape resonances in pyridine-H$_2$O, pyridine-(H$_2$O)$_2$, pyridine-(H$_2$O)$_3$ and pyridine-(H$_2$O)$_5$ with respect to those in isolated pyridine.

We observe that the trend of resonance shift for the clusters is connected with the energy of $\pi^*$ orbitals of the systems, see table 4.10. The energy differences between orbitals of pyridine-water clusters and isolated pyridine are close to the resonance shifts. The shifts are also correlated with the dipole moments of the clusters (table 4.1). That can be understood if for simplicity we assume that dipole moment of pyridine in the cluster is approximately equal to the dipole moment of isolated pyridine. The total dipole moment of the cluster is a vector sum of the dipole moment of isolated pyridine and water. With this assumption if the total dipole moment is larger than that of isolated
pyridine it means that the water dipole moment has increasing contribution to the total dipole moment. Thus, more positive charge is next to the ring. In this situation the scattering electron is more attracted to the cluster than to isolated pyridine — the resonance is stabilized. The opposite situations takes place when total dipole moment of the cluster is smaller than that of isolated pyridine. In this case water dipole moment has decreasing contribution to the total dipole moment. Therefore more negative charge is next to the ring, which is less attractive for incoming electron.

The fact that the $1 \pi^*$ resonance is more affected by presence of water than the $2 \pi^*$ resonance for each cluster presented in this section, can be explained by higher density around the nitrogen which is bound to water. The shape of first and second $\pi^*$ orbitals are presented in table 4.10.

Although T. C. Freitas et al. also studied formic acid bound to two water molecules [27], the comparison with Pyr-$(\text{H}_2\text{O})_2$ is not straightforward since in the case of formic acid the 2 water molecules are directly bound to this molecule, whereas in case of pyridine one water binds to nitrogen and the second water molecule binds to the oxygen in the other water molecule (see, figure 4.18).

The results presented here show that water molecules stabilize the two lowest shape resonances. However, increasing the number of water molecules does not always increase the resonance shifts.

Figure 4.21: The time-delay for pyridine and Pyr-$(\text{H}_2\text{O})_n$, $n = 1, 2, 3, 5$ for the corresponding symmetries, as a function of electron energy. The calculations were performed at SE level using the cc-pVDZ basis set. The time-delay for pyridine-$(\text{H}_2\text{O})_n$, $n = 2, 5$ is plotted twice (the reason for it is explained in the main text).
<table>
<thead>
<tr>
<th>Res.</th>
<th>Pyr</th>
<th>Pyr-H$_2$O</th>
<th>Pyr-(H$_2$O)$_2$</th>
<th>Pyr-(H$_2$O)$_3$</th>
<th>Pyr-(H$_2$O)$_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\pi^*$</td>
<td>3.14 eV</td>
<td>2.88 eV</td>
<td>2.98 eV</td>
<td>2.98 eV</td>
<td>2.67 eV</td>
</tr>
<tr>
<td>2 $\pi^*$</td>
<td>3.53 eV</td>
<td>3.29 eV</td>
<td>3.43 eV</td>
<td>3.45 eV</td>
<td>3.20 eV</td>
</tr>
</tbody>
</table>

Table 4.10: The lowest $\pi^*$ orbitals of pyridine and the pyridine clusters indicated. The nitrogen is located at the position facing the water molecules.

We noticed a correlation between dipole moments of the clusters and resonance shifts. Additionally, we noticed that water affects the first shape resonance more strongly than the second one.

### 4.5 Summary

In this chapter we compared resonances positions of isolated pyridine with those affected by presence of water. We compared Pyr-H$_2$O to pyridine in SE, SEP and CC level. The shape and core-excited resonances and those of mixed shape–core-excited character are stabilized in presence of water. However, water does not affect all resonances equally strong. The differences between the resonance shifts can be linked to shape of the orbitals into which incoming electron is trapped: water affects more the orbitals with density around nitrogen (those with density close to water).

The SE calculations for clusters with more than one water molecule also show stabilization of the resonances. In all the clusters presented in this chapter only one water molecule is bound to the pyridine ring and in all clusters the water molecule acts as a hydrogen donor. Our observations are consistent with the T. C. Freitas et al. hypothesis that resonance are stabilized when water acts as a hydrogen donor. The results of pyridine cluster calculations, however, do not allow us to verify the resonance behaviour in the case when water acts as a hydrogen acceptor and in the case when more than one water is bound to the ring. These cases can be verified for thymine clusters calculations presented in the next chapter.
Electron collisions with thymine-(H$_2$O)$_5$

Thymine, as one of the four nucleobases in DNA (see chapter 1), has been of interest to electron-molecule interaction researchers for a long time. This molecule, as well as its equivalent in RNA - uracil, has been widely studied both experimentally and theoretically, due to their similarities, number of studies compare the two molecules. The attachment energies of electrons to the nucleic acid bases in their gas phases were measured for the first time (except for uracil) in 1998 by Aflatooni et al. [34] in an ETS experiment. After 2000, several experimental groups have measured ion yield of anionic fragments of thymine and uracil produced through dissociative electron attachment: Hanel et al. [37], Denifl et al. [43, 38], Ptasinska et al. [44], Scheer et al. [39, 40], Abouaf et al. [35], Aflatooni et al. [41], Burrow et al. [36]. Theoretically, gas-phase collisions between slow electrons and thymine or uracil molecules have been studied by: C. Winstead and V. McKoy [59, 20, 19, 55], and F. Kossoski et al. [63] (they carried out scattering calculations employing the Schwinger multichannel (SMC) method); Y. Wang et al. [57] and F. A. Gianturco et al. [58, 60], (they used the single-center expansion (SCE) potentials); S. Tonzani and C. Greene [54] (they used the R-matrix method together with model potentials); A. Dora et al. [64, 16], and Z. Masín and J. D. Gorfinkel [24] (they used the R-matrix method); In this chapter, simpler calculation for isolated thymine are presented, for the purpose of comparison and as a basis for calculations of clusters of thymine surrounded by water molecules.
Only a handful of studies on microsolvated nucleobases are available. S. Kim et al. studied theoretical vertical detachment energies of thymine, uracil and adenine-uracil base pair [151, 152, 153]. In 2014, M. Smyth et al.’s study of thymine surrounded by 5 water molecules was published [79]. They calculated vertical electron attachment (VEA) energies for the first \( \pi^* \) resonance and found it decreases with respect to the isolated molecule. They assumed this is the case for all resonances (also for the \( \sigma^* \) resonance which leads to DEA). With this assumption, using nonlocal complex potential theory and the multiple scattering theory [51, 154, 155] they calculated DEA cross section for hydrogen detachment for isolated thymine and uracil” (more details about their work is given in section 5.4.4). Very recently, in 2016, J. Kočišek et al. [78] published an experimental study of electron attachment to microhydrated uracil and thymine (more details is given in section 5.4.4). Their results seem to be in contradiction with M. Smyth et al.’s theoretical outcome, which predicted that solvation of thymine and uracil strongly enhances the cross section for the \( \text{N}_2\text{-H} \) fragmentation process. The experimental results show that the fragmentation process (both for \( \text{N}_1\text{-H} \) and \( \text{N}_2\text{-H} \)) does not occur when thymine and uracil are surrounded by a few water molecules.

The main goal of this chapter is similar to that of the previous one, i.e. to investigate the effect of water on the resonance characteristics. The discrepancy between theoretical and experimental results mentioned above is not satisfactory. Therefore, we hope to gain a better understanding of the influence of water on resonance position by performing R-matrix scattering calculations that support either the Smyth et al.’s or Kočišek et al.’s results. Our calculations have been performed for exactly the same geometry as in [79] (the geometry was provided by one of the authors of that work).

Unlike chapter 4 (pyridine-water clusters), in this chapter we discuss results for several different geometries of the Thy-(H\(_2\)O)\(_S\) clusters. Calculations for thymine bound to 1, 2, 3 water molecules for a number of geometries that will be discussed later (also provided by M. Smyth et al.) have also been performed. That helped us to investigate hydrogen bonding effects in more detail, and allowed us to determine whether T. C. Freitas et al.’s conclusion of the role of water on resonances in HCOOH holds for systems with more than 2 water molecules (T. C. Freitas et al. studied clusters of formic acid with one and two water molecules for various geometries).

The main challenge of performing R-matrix calculations for the systems presented in this chapter was their size, especially for thymine-(H\(_2\)O)\(_S\) (116 electrons and no symmetry). Calculations with such big computational requirements had never been performed before, due to limitation of the UKRmol suite. These calculations were also challenging because the new UKRmol+ suite, used to perform these calculations, needed to be debugged; computer restrictions and allocating and sorting a huge amount of data were also issues.

* M. Smyth et al. state that there is no difference between their theoretical model of uracil and thymine [79]. Therefore they performed calculations using mixed data for both molecules. They assume that the results hold both for uracil and thymine.
the computational demands. Therefore, we tested a model in which the water molecules were not explicitly included in the calculations. The effects of their presence on thymine orbitals was included by using modified orbitals to describe thymine. We studied a system of thymine with its orbitals modified by the presence of water. In one case water is described using the polarized continuum model [156] and in the second it is represented as point charges [156]. The new thymine orbitals, polarized orbitals and orbitals modified by water described as point charges, were provided to us by S. Caprasecca.

5.1 Thymine characteristics

Thymine (abbreviated to Thy) is pyrimidinic nucleobase, a heterocyclic aromatic compound, its chemical formula is C₅H₆N₂O₂. The structure of thymine is illustrated in figure 5.1

![Thymine molecular structure](image)

Figure 5.1: Geometrical structure of the thymine molecule. Blue colour represents nitrogen, orange – carbon, red – oxygen and white (grey) – hydrogen atoms. Generated using MOLDEN.

The alternative names for thymine are 2,4-Dihydroxy-5-methylpyrimidine or 5-methyluracil. As the name implies, the only difference in the structure between thymine and uracil is a methyl group replacing a hydrogen in uracil. In DNA, thymine binds to adenine by two hydrogen bonds. In RNA, thymine is replaced with uracil in most cases.

Thymine possesses 66 electrons; the orbitals in the ring are similar to those of pyrimidine (the thymine orbitals can be found in appendix D, table D.1) and there are still the six π-electrons from the three double bonds in the aromatic structure.

At room temperature thymine has the appearance of a white to off white crystalline powder, with a melting point of 316-317°C and a boiling point of 335°C; it is odourless. Its vertical ionization energy is close to that of other benzene ring molecules and it is around 9.1-9.2 eV [157, 158], the first electronic excitation threshold is around 3.6-3.9 eV [42, 159] and its dipole moment is 4.13 Debye [160]. It belongs to the C₁ point group.
5.2 CALCULATION DETAILS

The indirect, direct and total effects of water on isolated system were introduced in chapter 4. However, we remind the reader of the definitions:

- Direct effect of water includes the changes in resonance characteristics that the presence of water causes, excluding changes in the thymine geometry, i.e. we compare Thy and Thy-(H\(_2\)O)\(_n\) results, where the Thy geometry is preserved in all systems.

- Indirect effect of water includes the changes of Thy geometry which can be investigated without including water in the calculations.

- Total effect of water includes both direct and indirect effects, i.e. we compare Thy and Thy-(H\(_2\)O)\(_n\) in their equilibrium geometries.

The targets studied in this chapter were chosen so as to study these effects in some detail.

5.2.1 TARGET GEOMETRIES

In this chapter we are investigating a number of targets: isolated thymine and several thymine clusters with various numbers of water molecules; moreover, we also examine clusters with a specific number of waters for various binding sites of H\(_2\)O to thymine. For the sake of investigating indirect effects we also compare different geometries of thymine. The large number of targets, their names and the differences between them may be, at the beginning, confusing for reader. Therefore, we first present all of them here, and then we repeat the structure of the discussed targets at the beginning of each section. The targets are not presented here in the same order in which they appear throughout this chapter, but in a way, we hope that, is easy to follow. The studied targets are:

1. Thy-(H\(_2\)O)\(_5\)

   Investigations of clusters with 5 water molecules are the main goal of this chapter. They are presented in section 5.4. We are presenting 2 clusters of this type:

   - Thy-(H\(_2\)O)\(_5\) in its equilibrium geometry. The structure of this cluster is presented in figure 5.2a, and we refer to it as ABCDE cluster (in abbreviation: ABCDE) or by using expression: cluster in ABCDE geometry.

   - Thy-(H\(_2\)O)\(_5\) cluster in a non-equilibrium geometry. This cluster is investigated for complementary purposes. The structure of this cluster is presented in figure 5.2b, and we refer to it as ACDEF cluster (in abbreviation: ACDEF) or by using expression: cluster in ACDEF geometry.
5.2. Calculation Details

Figure 5.2: Structure of Thy-(H$_2$O)$_5$ for the two different geometries studied in this work. The labels of each water molecule in the geometry ABCDE are used throughout the text.

2. Thy-H$_2$O

In order to gain better insight into electron scattering from the ABCDE cluster, we investigated thymine bound to only one water from this cluster at a time. In this case we investigate ten systems:

- Five Thy-H$_2$O for each of the waters in the cluster ABCDE. In this cases the Thy-H$_2$O clusters are not optimised. They are created by removing 4 water molecules from the ABCDE cluster. These clusters are presented in section 5.3.3. Each cluster is labelled by a capital letter in accordance to the position of the water molecule in cluster ABCDE (see figure 5.2a). Therefore, we refer to each of them as A (B, C, D or E) cluster. The structure of each of the clusters is presented in figure 5.3a.

- Five Thy-H$_2$O with optimised geometry for each of the waters in the cluster ABCDE. In this case, 4 waters are removed from the ABCDE cluster and then a (local) optimisation is performed for the thymine-water cluster. These clusters are presented in section 5.3.2. These clusters are also labelled by the capital letter corresponding to position of the water molecule in the cluster ABCDE, but to distinguish them from the cluster above ‘eq’ is added to the name. Therefore, we refer to each of them as Aeq (Beq, Ceq, Deq or Eeq) cluster. The structure of each of the clusters is presented in figure 5.3b. It turned out that geometries of the clusters Aeq and Eeq are very similar; this is also the case for clusters Beq and Ceq. The results and conclusions for Aeq and Beq clusters hold also for Eeq and Ceq clusters, respectively. Therefore we will only include clusters Aeq, Beq and Deq in the future discussion.

3. Thy-(H$_2$O)$_2$

Thy-(H$_2$O)$_2$ has been investigated for similar reasons as Thy-H$_2$O. Unlike the single water case above, we do not consider clusters with optimised geometries.
• Four Thy-(H$_2$O)$_2$ clusters. Each of them is created by removing 3 water molecules from the ABCDE cluster. These clusters are presented in section 5.3.3. Each cluster is labelled by a capital letter in accordance to position of the water molecule in the cluster ABCDE. Therefore, we refer to each of them as AD (AE, BC or BD) cluster. The structure of each of the cluster is presented in figure 5.3a.

4. Thy-(H$_2$O)$_3$

The geometries of these clusters as those above are not optimised.

• Two Thy-(H$_2$O)$_3$ clusters. We refer to each of them as BCD cluster and BCE cluster. The structure of each of the cluster is presented in figure 5.5.

Figure 5.3: Structure of Thy-H$_2$O clusters studied in this work. (a): Thy-H$_2$O extracted from cluster ABCDE. (b): optimised geometry of Thy-H$_2$O. See text for more details. Generated using MOLDEN.

Figure 5.4: Structure of Thy-(H$_2$O)$_2$ for four different geometries. Generated using MOLDEN.

Figure 5.5: Structure of Thy-(H$_2$O)$_3$ for two different geometries. Generated using MOLDEN.
5. Thy

Calculations for isolated thymine in three different geometries have been performed:

- Thy in equilibrium geometry - in order to compare with the clusters above and investigate
  total effects of water on thymine. We refer to this system as: Thy eq or Thy in the geometry
  G1 (in abbreviation: Thy G1). This system is discussed in section 5.3.1. The structure and
  its bond-lengths are presented in figure 5.6a.

- Thy in non-equilibrium geometry, the geometry of thymine is the same as in the ABCDE
  cluster - in order to compare with the ABCDE clusters and investigate direct effects of wa-
  ter on thymine; and to compare to Thy in geometry G1 to investigate indirect effects. We
  refer to this system as: Thy in geometry G2 (in abbreviation: Thy G2) or Thy in the geometry
  of the ABCDE cluster. The structure and its bond-lengths are presented in figure 5.6b.

- Thy in its geometry in the ACDEF cluster (non-equilibrium geometry) - in order to com-
  pare with the ACDEF clusters and investigate direct effects of water on thymine; and to
  compare to Thy in geometry G1 to investigate indirect effects. We refer to this system as:
  Thy in geometry G3 (in abbreviation: Thy G3) or Thy in the geometry of the ACDEF cluster.
  The structure and its bond-lengths are presented in figure 5.6c.

- Thy in geometry of Aeq, Beq, Ceq, Deq, Eeq cluster (non-equilibrium geometry) - in order
  to compare with Aeq, Beq, Ceq, Deq, Eeq clusters and investigate direct effects of water
  on thymine. Nevertheless, the reader will find out in section 5.3.2 that, in this case, the
  thymine geometries in these clusters are very similar to each other and to Thy G1, there-
  fore we do not present an additional image with bond-lengths for these geometries.

![Figure 5.6: Bond-lengths, in Å, of thymine in equilibrium geometry (G1) and in clusters: ACDEF (G2) and ABCDE (G3).](image)

6. Thy-pol

Thymine with modified (polarized) orbitals for two geometries is presented in section 5.4.5:

- Thy-pol ABCDE is a thymine molecule with orbitals modified by the presence of water
  molecules which have the position and orientation as in ABCDE cluster. Water in this
case is described using the polarized continuum model. The thymine geometry is that of thymine G2, in figure 5.6b.

- **Thy-pol ACDEF** is as above but using the locations of water from the ACDEF cluster. The thymine geometry is the same as that of isolated thymine G3, in figure 5.6c.

7. **Thy-char**

Thymine described by polarized orbitals obtained using point charges is presented in section 5.4.5:

- **Thy-char ACDEF** is a thymine molecule with orbitals modified by the presence of water molecules which have the position and orientation as in the ACDEF cluster. Water in this case is described by point charges. The thymine geometry is the same as that of isolated thymine G3, in figure 5.6c.

The geometry of all targets presented in this chapter was provided by Prof. J. Kohanoff: M. Smyth et al. [79] performed geometry optimisations at the density functional level of theory (DFT), using the hybrid functional PBE0 [161].

### 5.2.2 Target Details

For all of calculations presented here we used the compact basis set: cc-pVDZ. The reasons for this are:

- the basis set has been shown to be appropriate for the description of resonances in a pyrimidine (thymine is pyrimidinic nucleobase) [123, 139],
- A. Dora et al. [16] performed R-matrix calculations for thymine using this basis set, and we intend to compare our results with theirs. Therefore we have kept as many parameters unchanged as possible.
- this compact basis set is less computationally demanding than a diffuse one as it requires a smaller R-matrix radius.

The calculations presented in this chapter have been performed at SE and SEP level, therefore only in the ground electronic state of the targets needs to be described. These was done at HF level; some of the HF orbitals are presented in appendix D, table D.1.

The calculated ground state energies and dipole moments for all systems studied are collected in table 5.1. We can see that Thy G1, as expected, has the lowest ground state energy of the thymine geometries; Thy in cluster ABCDE (G2) has lower ground state energy than Thy in cluster ACDEF (G3). Consequently, the energy of Thy-pol ABCDE is smaller than that one of Thy-pol ACDEF. The ground
state energies of the Thy-H\textsubscript{2}O extracted from the ABCDE cluster are very similar to each others, the differences are not larger than 0.004 Hartrees. The differences between the ground state energies for optimised geometries of cluster Thy-H\textsubscript{2}O: Aeq, Beq, Deq are not larger than 0.007 Hartrees. As expected the energies of optimised Thy-H\textsubscript{2}O are lower than those of non-optimised Thy-H\textsubscript{2}O. The differences between the ground state energies of Thy-(H\textsubscript{2}O)\textsubscript{2} and Thy-(H\textsubscript{2}O)\textsubscript{3} clusters are not larger than 0.018 Hartrees and 0.016 Hartrees, respectively. It is not surprising that the dipole moment depends very significantly on the geometry of the systems: cluster C possesses the largest dipole moment and D the smallest one.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
System & \textit{E} & \textit{\mu} \\
\hline
Thy & G1 & \text{-451.548} & 4.64 \\
 & G2 & \text{-451.542} & 4.92 \\
 & G3 & \text{-451.528} & 4.94 \\
\hline
Thy-H\textsubscript{2}O & A & \text{-527.581} & 6.45 \\
 & B & \text{-527.579} & 4.47 \\
 & C & \text{-527.577} & 7.19 \\
 & D & \text{-527.579} & 2.54 \\
 & E & \text{-527.578} & 3.41 \\
 & Aeq & \text{-527.591} & 3.93 \\
 & Beq & \text{-527.584} & 3.67 \\
 & Deq & \text{-527.588} & 4.95 \\
\hline
Thy-(H\textsubscript{2}O)\textsubscript{2} & AD & \text{-603.618} & 4.04 \\
 & AE & \text{-603.630} & 4.47 \\
 & BC & \text{-603.612} & 6.21 \\
 & BD & \text{-603.616} & 2.72 \\
\hline
Thy-(H\textsubscript{2}O)\textsubscript{3} & BCD & \text{-679.663} & 3.35 \\
 & BCE & \text{-679.647} & 4.63 \\
\hline
Thy-(H\textsubscript{2}O)\textsubscript{5} & ABCDE & \text{-831.752} & 4.65 \\
 & ACDEF & \text{-831.740} & 4.26 \\
\hline
Thy-pol & ABCDE & \text{-451.532} & 5.97 \\
 & ACDEF & \text{-451.521} & 6.48 \\
\hline
\end{tabular}
\caption{Calculated ground state energy (\textit{E}) in Hartree and dipole moment (\textit{\mu}) in Debye of isolated Thy and Thy clusters with water presented in this work.}
\end{table}

5.2.3 Scattering

Calculations have been performed at SE and SEP level using an R-matrix radius of 18 \textit{a}\textsubscript{0} (the complete charge distribution of Thy-(H\textsubscript{2}O)\textsubscript{5} is contained in this radius). Although, the radius of 13 \textit{a}\textsubscript{0} is sufficient for isolated thymine, we wanted to keep as many calculation parameters as possible the same for all targets. We have confirmed that the change of R-matrix radius between 13 \textit{a}\textsubscript{0}, 15 \textit{a}\textsubscript{0} and 18 \textit{a}\textsubscript{0} does not have a significant effect on the resonance characteristic for isolated thymine. This is
illustrated in figure 5.7 (top panel).

Convergence tests have been carried out for the maximum angular momenta of the continuum, for these systems: thymine, thymine with polarized orbitals, thymine-(H$_2$O)$_5$. Inclusion of partial waves up to $\ell_{\text{max}} = 4$ is not enough: it is clearly visible in figure 5.7 (bottom panel) that at higher energies (above 7 eV) lack of partial waves manifests itself as additional peaks in the time-delay which disappear as $\ell_{\text{max}}$ increases. Differences between calculations with $\ell_{\text{max}} = 5$ and $\ell_{\text{max}} = 6$ are still significant above 9 eV, therefore $\ell_{\text{max}} = 5$ is still not sufficient. Results for thymine, thymine-(H$_2$O)$_5$ and thymine with polarized orbitals converge with $\ell_{\text{max}} = 6$; this number is used in the calculations presented in next section.

The SEP calculations have been carried with 15 frozen and 18 active thymine orbitals. 10 virtual orbitals have been included in the calculations for all systems, excluding: isolated thymine, for which calculations have been carried out with inclusion of up to 50 v.o.; and Thy-(H$_2$O)$_5$ up to 30 v.o. Both target and scattering parameters used to perform our calculations are collected in table 5.2.
5.3 Resonances

In this section we present and analyse the resonances in Thy-(H$_2$O)$_n$, $n = 1, 2, 3, 5$. We focused on the two pure shape and the mixed shape-core-excited $\pi^*$ resonances with the lowest energies. Initially, the results for isolated thymine are presented and compare with prior studies. Next the results for isolated thymine are compared with the resonances in thymine-water clusters. The calculations for Thy-(H$_2$O)$_n$, $n = 1, 2, 3, 5$ have been performed in order to investigate the correlation between our results and the previously studied molecules in clusters with water, i.e. to investigate how the resonance shifts depending on whether water plays the role of hydrogen donor or acceptor in the cluster. These studies are closer to those of T. C. Freitas et al. [27] than the one presented in the previous chapter, since in case of the thymine and formic acid, water may act as a hydrogen acceptor or donor, whereas in pyridine clusters water acts only as a hydrogen donor (first water molecule binds to the pyridine nitrogen, the second and the next water molecules bind to the first water molecule, leading to a high water concentration on one side of pyridine – close to nitrogen). Therefore, the studies of thymine clusters give more information about role of water depending on the donor/acceptor character and its binding site, than pyridine systems.

In the last section of this chapter the results for Thy-(H$_2$O)$_5$ are analysed in more detail, by analysing indirect, direct and total effects and comparing the results to available data in the literature.

5.3.1 Thymine

In this section we compare the resonance characteristic obtained in this work with other results. We also examine the change in resonance characteristics as a function of the number of virtual orbitals.
used in the calculations. In the case of calculations at SE level, 10 v.o. is sufficient to describe the \( \pi^* \) resonances. Calculation with 30 (and more) v.o. describe more structure in the time-delay than calculations for 10 v.o., but we will not analyse the resonances at higher energies in detail (except for the 4th resonance, for which resonance parameters are listed in table 5.3). It can be seen in figure 5.8 that including more v.o. in the calculations hardly change the time-delay below 9 eV. At the SEP level we performed calculation for 30, 40, and 50 v.o. These results together with SE ones are presented in figure 5.8.

![Figure 5.8: SE and SEP time-delay calculations for isolated thymine with the numbers of virtual orbitals indicated in the figure, performed with the cc-pVDZ basis-set and \( \ell_{\text{max}} = 6 \), for the non-equilibrium geometry G3 (these calculations have been performed for G3 geometry as it was the first geometry which was available to us).](image)

Table 5.3 lists the energies and widths of resonances calculated at SE and SEP level with 40 v.o. for thymine in its equilibrium geometry and compares our results to other calculations and observed values.

The resonance energies obtained in this work at SE and SEP levels are higher than those obtained by Dora et al. Since the SE calculations for low energies are not significantly dependent on the number of v.o. and our SEP calculations have been performed with 10 v.o. more than Dora et al.’s calculations, the different resonance positions are probably caused by the different geometry used in these calculations. Dora et al.’s calculations have been performed for a thymine geometry optimised
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<table>
<thead>
<tr>
<th>Reference</th>
<th>model</th>
<th>1 $\pi^*$</th>
<th>2 $\pi^*$</th>
<th>3 $\pi^*$</th>
<th>4 $\pi^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>SE</td>
<td>2.56 (0.41)</td>
<td>4.68 (0.31)</td>
<td>8.24 (1.88)</td>
<td>10.79 (1.62)</td>
</tr>
<tr>
<td>Dora et al.$^a$</td>
<td></td>
<td>2.45 (0.36)</td>
<td>4.60 (0.27)</td>
<td>7.98 (1.55)</td>
<td>11.41 (1.06)</td>
</tr>
<tr>
<td>Tonzani &amp; Greene$^b$</td>
<td></td>
<td>2.40 (0.20)</td>
<td>5.50 (0.60)</td>
<td>7.90 (1.00)</td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>SEP</td>
<td>0.72 (0.12)</td>
<td>2.74 (0.12)</td>
<td>5.73 (0.72)</td>
<td>7.63 (0.14)</td>
</tr>
<tr>
<td>Dora et al.$^a$</td>
<td></td>
<td>0.60 (0.11)</td>
<td>2.73 (0.11)</td>
<td>5.52 (0.57)</td>
<td>7.41 (0.12)</td>
</tr>
<tr>
<td>Winstead &amp; McKoy$^c$</td>
<td></td>
<td>0.30</td>
<td>1.90</td>
<td>5.70</td>
<td></td>
</tr>
<tr>
<td>Aflatooni et al.$^d$</td>
<td>Exp.</td>
<td>0.29</td>
<td>1.71</td>
<td>4.05</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Position (widths), in eV, of the $\pi^*$ resonances for isolated thymine. In this work both SE and SEP calculations have been performed with 40 v.o., $\ell_{max} = 6$, $a = 18a_0$. $^a$ Dora et al. [16]; $^b$ Tonzani and Greene [54]; $^c$ Winstead and McKoy [19]; $^d$ Observed (ETS) vertical attachment energies, Aflatooni et al. [34].

using density functional theory with the B3LYP functional and the 6-31+G* basis set. It was optimised imposing $C_s$ symmetry, whereas the equilibrium geometry actually belongs to the $C_1$ point group.

We note that we do not present SEP results with higher number of v.o. here, since our main purpose is to compare our results to Thy-(H$_2$O)$_5$. The SEP calculations for Thy-(H$_2$O)$_5$ are computationally expensive and we have performed SEP calculations for this cluster with up to 30 v.o. which corresponds to 20 v.o. of the isolated Thy (see section 5.4.2). Comparison of SEP results for Thy-(H$_2$O)$_5$ with our best results for Thy would require us to perform calculations with very high number of v.o. for Thy-(H$_2$O)$_5$, which at this stage cannot be done. The SEP results, presented here have only qualitatively character: to investigate whether they give the same, similar or different picture as SE results. They do not give reliable resonance position, as we have not included enough v.o. in these calculations.

5.3.2 THYMINE-H$_2$O

In order to investigate the direct and indirect influence of water on the characteristics of the resonances, we performed calculations for Thy-H$_2$O cluster in three different geometries (presented in figure 5.9) and for isolated thymine in its geometry in these three Thy-H$_2$O clusters (Aeq, Beq, Deq).

![Figure 5.9: Structure of Thy-H$_2$O for the three different optimised geometries. Generated using MOLDEN.](image-url)
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Figure 5.10: SE time-delay for three geometries of the Thy-H$_2$O clusters, Thy-H$_2$O eq, compared to the SE time-delay for isolated thymine (G1), Thy eq.
To investigate the direct effect of water, the Thy-H\textsubscript{2}O clusters in their optimised geometry ought to be compared with isolated Thy in the geometry of the specific Thy-H\textsubscript{2}O system. Unlike the case of pyridine-H\textsubscript{2}O and (as will be shown in section 5.4) thymine-(H\textsubscript{2}O)\textsubscript{5}, the equilibrium geometry of isolated thymine does not differ significantly from those of thymine in the Thy-H\textsubscript{2}O clusters investigated. For this reason the results for thymine in the specific geometry of the cluster can be replaced by results for thymine in its equilibrium geometry. The indirect effects on the resonance characteristics are negligible and the total effects are approximately equal to the direct effects. These (total) effects can be seen in the SE time-delay plotted in figure 5.10.

The structures of the discussed clusters, presented in figure 5.9, are plotted using MOLDEN, which draws red dashed lines when it determines that a hydrogen bond is present in the system (and it does this by looking at geometrical parameters). Our plots indicate the presence of a hydrogen bond for cluster Beq but not for clusters Aeq and Deq. In the original paper [79], water is hydrogen bonded to thymine for all these clusters. In that paper, water in cluster Aeq is bound both by hydrogen and oxygen to thymine, while water in cluster Deq is only bound by hydrogen. We note that the authors of this paper used density function theory (DFT) to determine the wave function for theses system, while we use HF wave functions. The fewer number of hydrogen bonds identified in our calculations suggest that the hydrogen bonds calculated using the HF approximation are weaker than using DFT. Nevertheless, we believe the effect on the resonances will be similar.

The assumption that the water molecules in clusters Aeq and Deq acts both as proton donor and proton acceptor, may explain why their resonances (presented in figures 5.10) do not behave in the same way: at the SE level the first \( \pi^* \) resonance is slightly destabilized while the second \( \pi^* \) resonance is slightly stabilized. This can be understood by analysing the orbitals into which the electron is trapped. The first \( \pi^* \) orbital has low density close to the water, however it has slightly more density nearer to water oxygen than hydrogen. Also the bond-length between water oxygen and thymine hydrogen is slightly shorter than between water hydrogen and thymine oxygen. Therefore water acts stronger as a proton acceptor than proton donor; that can explain the destabilization of the first \( \pi^* \) resonance. The second \( \pi^* \) orbital has much more density close to hydrogen than oxygen, therefore in this case water acts stronger as a proton donor than proton acceptor; this stabilize the second \( \pi^* \) resonance.

For geometries Aeq and Deq, the third resonance (of mixed shape–core-excited character) is not present as the third \( \pi^* \) orbital is not present amongst the 10 v.o.included in the calculations. At the SEP level both resonances are destabilized, however the shift of the first resonance is larger then the second one (see figure 5.11). In the case of cluster Beq where water acts as a hydrogen donor, the three resonances visible in the time-delay are stabilized both at SE and SEP levels.
The positions and widths of the resonances for Thy-H$_2$O are collected in Table 5.4 and the time-delay for all geometries at SE and SEP level is summarized in Figure 5.11. The SEP calculations have been performed only for 10 v.o. to reduce computational cost, therefore the resonances appear higher than expected. They are presented here for the purpose of comparing them to SEP calculation with 10 v.o. for isolated thymine. However, for the reasons explained in the previous chapter, section 4.3.2, comparing results for different targets at SEP level is not straightforward (the number of virtual orbitals for each system should be chosen to describe polarization at the same level), therefore the comparison of resonance positions for isolated thymine and Thy-H$_2$O, both calculated using 10 v.o., may not be reliable. Therefore, we trust more the SE results than SEP ones. The SEP results are presented here to check whether inclusion of polarization qualitatively changes the picture of water effect on resonance shifts.

<table>
<thead>
<tr>
<th>Geom</th>
<th>SE</th>
<th>SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1\pi^*$</td>
<td>$2\pi^*$</td>
</tr>
<tr>
<td>Thy eq</td>
<td>2.56 (0.41)</td>
<td>4.68 (0.31)</td>
</tr>
<tr>
<td>Aeq</td>
<td>2.65 (0.41)</td>
<td>4.59 (0.26)</td>
</tr>
<tr>
<td>Beq</td>
<td>2.31 (0.36)</td>
<td>4.45 (0.30)</td>
</tr>
<tr>
<td>Deq</td>
<td>2.67 (0.41)</td>
<td>4.62 (0.30)</td>
</tr>
</tbody>
</table>

Table 5.4: Positions (widths), in eV, of the $\pi^*$ resonances at SE and SEP levels with 10 v.o. for thymine-H$_2$O clusters in their optimised geometries (see text and figure 5.11).

The approach described in the section 4.3.2 is to include in the SEP calculation for the cluster all virtual orbitals which appear for isolated system. In this and the next section we did not apply this approach due to lack of time to perform the proper calculations.
The four SEP resonances presented in table 5.4 have the same trend: for geometries Aeq and Deq all four resonance go up in energy, compared to the resonances in isolated thymine; for geometry Beq they all go down in energy. The second resonance in clusters Aeq and Deq moves in a different direction for SEP calculations to the SE one. The more likely explanation of this inconsistency is that the SEP results for isolated thymine contain more polarization than the SEP results of Aeq and Deq clusters. Therefore the resonance positions of isolated thymine may be shifted too much towards lower energies.

5.3.3 THYMINE-(H₂O)ₙ, n = 1, 2, 3

In order to have a better insight into the effect of water on thymine, i.e. to investigate whether water has an additive effect on the resonance positions, calculations for Thy-(H₂O)ₙ, n = 2, 3 have been performed. These calculations together with calculations for clusters with one water molecule have been also performed to investigate the direct effect of water on the resonances positions. The results presented in this section are for non-optimised geometries of these clusters. These geometries have been obtained by removing specific water molecules from the Thy-(H₂O)₅ cluster presented in section 5.4. Therefore, the results for Thy-H₂O, which are presented in this section are not the same as in the previous section (in the section 5.3.2, the geometries of each investigated cluster have been optimised). The structure of Thy-H₂O for the non-optimised geometries studied in this section are illustrated in figure 5.12. First, we start by comparing the optimised and non-optimised cases for a single H₂O. The main observed difference between optimised and non-optimised Thy-H₂O clusters (apart from different bond-lengths between their atoms) is that whereas, the geometry (see picture 5.3b) of clusters Beq and Ceq are almost identical, this is not the case for clusters B and C. Their geometries (see picture 5.12), therefore, energies and dipole moments (see table 5.1) and time-delay (see figure 5.13) are fairly different. A similar situation appears for the Aeq and Eeq clusters (which are almost identical) and fairly different A and E clusters. The water is bound to different thymine atoms in the A and E systems: thymine acts as a hydrogen donor for A and as a hydrogen acceptor for E).

The differences in the time-delay between optimised and non-optimised Thy-H₂O clusters are:
In clusters A and D Thy acts as a hydrogen donor; for these Thy-H$_2$O clusters resonances shift towards higher energies than for clusters Aeq and Deq.

In clusters B, C and E, Thy acts as a hydrogen acceptor, and the resonances move to lower energies than for clusters Beq and Eeq.

The observed similarities between optimised and non-optimised Thy-H$_2$O cluster are:

- When Thy acts as a hydrogen acceptor, the resonances of clusters B, C and Beq are stabilized both at SE and SEP level compared to Thy G1 and Thy G2, respectively.

- The resonances of clusters A, D and Aeq, Deq are destabilized compared to isolated Thy (Thy G1 and Thy G2, respectively) at SEP (but not at SE) level (however in the case of Aeq and Deq it is not entirely clear whether Thy acts as a hydrogen donor).

- For clusters A and Aeq the third resonance is not present (this is also the case for cluster Deq) due to the fact that the third $\pi^*$ orbital is not amongst the 10 v.o.

Figure 5.13 illustrates the direct effect of water on the resonance positions for Thy-H$_2$O clusters. These results confirm once more T. C. Freitas et al.’s conclusion of the role of hydrogen bonds on resonance shifts. The SEP results are consistent with SE ones: the resonances are stabilized for clusters where water act as hydrogen donor and destabilize for clusters where water acts as hydrogen acceptor. Both SE and SEP results give the same qualitative picture for all resonances presented (even
the SEP resonances visible in figure 5.13 which are not present at the SE level have the same trend as the pure \( \pi^* \) shape resonances). However, for the same reason explained in the previous section, comparison of relative resonance positions of isolated thymine and Thy-H\(_2\)O at SEP level, may not give reliable results.

The time-delay presented in figure 5.13 shows as well that the resonance shift also depends (however, less prominently) on the bonding location of water in the clusters (in other words, it depends on which thymine atom binds to the water molecule). For instance, we can see in figure 5.13 both at SE and SEP level, that the first \( \pi^* \) resonance of Thy-H\(_2\)O E is less stabilized than for clusters B and C, however the second \( \pi^* \) resonance for cluster E is the strongest stabilized. At the SE level, A and D clusters are almost equally destabilized, whereas at SEP level the resonance position is more strongly destabilized in cluster A than in cluster D. However the differences in resonance shifts for different clusters may also be caused by inclusion of different v.o.

In order to investigate how the direct effects vary depending on the number of water molecules in the clusters, calculations have been performed for clusters presented in figures 5.14 and 5.15. The time-delay graphs comparing results for Thy-H\(_2\)O, Thy-(H\(_2\)O)\(_2\) and Thy-(H\(_2\)O)\(_3\) are presented in figures 5.16 and 5.17. The isolated Thy results are for the geometry G2. The calculations have also been performed at SEP level, but they give the same qualitative picture, therefore they are not presented here.

![Figure 5.14](image1.png)

Figure 5.14: Structure of Thy-(H\(_2\)O)\(_2\) for the four different non-optimised geometries studied in this chapter (same as in figure 5.4). Generated using MOLDEN.

![Figure 5.15](image2.png)

Figure 5.15: Structure of Thy-(H\(_2\)O)\(_3\) for the two different non-optimised geometries studied in this chapter (same as in figure 5.5). Generated using MOLDEN.
CHAPTER 5. ELECTRON COLLISIONS WITH THYMINE-(H$_2$O)$_n$

5.3. RESONANCES

We can see that the effect of water on the Thy resonances is approximately additive (the shift does not always add quantitatively) for these systems. If in Thy-(H$_2$O)$_2$, the thymine acts as a hydrogen donor for both water molecules (cluster AD in figure 5.16) the destabilization effect is bigger than for Thy-H$_2$O clusters A and D. On the contrary, if thymine acts as a hydrogen acceptor for both water molecules, the stabilization effects are bigger. The stabilization or destabilization effect can be

Figure 5.16: Time-delay calculations at SE level with 10 v.o. for isolated Thy and Thy-(H$_2$O)$_n$, $n = 1, 2$ for the geometries indicated in the panels.

Figure 5.17: Time-delay calculations at SE level with 10 v.o. for isolated Thy and Thy-(H$_2$O)$_n$, $n = 1, 2, 3$ for the geometries indicated in the panels.
reduced or even cancelled out if one water is a donor and another an acceptor. An example where these effects almost cancel, is the second resonance for the AE cluster in figure 5.16, bottom panel, or the first resonance for the BD cluster in figure 5.17, top panel. The same conclusions apply for Thy-(H$_2$O)$_3$ (see figure 5.17).

This investigation shows that whether a single water molecule attaching to Thy stabilizes or destabilizes the resonance depends on whether it is the donor or acceptor in the hydrogen bonding. In addition, it also shows that which one of the thymine atoms the water molecule binds to has also an effect on how much the resonances is stabilized/destabilized. The effect of water on the Thy resonances is approximately additive for the Thy-(H$_2$O)$_n$, $n = 2, 3$. Both pure shape resonances are not de-/stabilized of the same amount due to difference in the orbital density of the first and second $\pi^*$ orbitals.

### 5.4 THYMINE-(H$_2$O)$_5$

In this section scattering results are presented for two different clusters containing five water molecules, their structure is presented in figure 5.18. The main difference between these two systems is the water (labelled as a 'B') bound to the oxygen close to the methyl group is not present in the second cluster and it is replaced by a water (labelled as a 'F') bound to the second oxygen. The orientation and distance of the other water molecules are slightly different. Another difference, much less prominent but as important, is that the thymine geometry in these two clusters is different.

![Thy-(H$_2$O)$_5$ structure](image)

Figure 5.18: Structure of Thy-(H$_2$O)$_5$ for the two different geometries discussed in this section (same as figure 5.2). Generated using MOLDEN.

We will discuss the indirect, direct and total effects of water in both clusters. Next, we will compare our results for the ABCDE cluster with the results of M. Smyth et al. [79] for the same cluster, and analyse these results in terms of their agreement with J. Kočíšek et al.’s experiment [78]. Finally, we will analyse results for polarized thymine and compare them with our ab initio calculations for both clusters.
5.4.1 INDIRECT EFFECTS

In order to investigate the influence of changes to the Thy geometry due to the presence of water, we analyse indirect effects. Figure 5.19 illustrates which systems are compared in order to investigate indirect effects.

The thymine geometries are detailed in figure 5.20. On the left-hand-side we present thymine in its equilibrium geometry (G1), in the middle thymine with the geometry it has in the cluster ABCDE (G2) and on the right-hand-side thymine with the geometry it has in the cluster ACDEF (G3). The bond-lengths for the equilibrium geometry of the isolated thymine (G1) ring are longer than thymine in the cluster ABCDE, except for the that between the carbon bound to methyl group (C₄) and the carbon bound with hydrogen (C₃); the non-ring bonds are either the same or shorter for Thy G1 than in case of the ABCDE cluster (Thy G2). The comparison of the thymine bond-lengths for the equilibrium geometry with the one for the ACDEF cluster shows that almost all (both ring and non-ring) bond-lengths of Thy G1 are shorter than Thy G3 ones, except for these between N₁ and C₂, C₂ and N₂, and C₄ and C₁. On the whole, looking at the volume of these systems, we have found that thymine in the clusters is bigger than in its equilibrium geometry: on average the thymine atoms in the cluster ACDEF are slightly further from the center of mass than in the cluster ABCDE and even further than in its equilibrium geometry.

To investigate indirect effects, calculations have been performed for thymine in the geometries shown in figure 5.20. Table 5.5 shows that changes in bond-lengths have an effect on the energy of the π⁺ orbitals. The conclusion which arises here is that larger distances between atoms lower the energies of the three π⁺ orbitals and therefore the SE resonance energies (see figure 5.21) due to a decrease of the energy of orbitals into which the electron is trapped.

The changes in position of the resonances are presented in table 5.6. Note that in this table the resonance shifts obtained at SE level are calculated with 10 v.o. and at SEP level are calculated with 20 v.o. and 30 v.o., whereas the time-delay seen in figure 5.21 is calculated using 30 v.o. both at SE and SEP level. We can already see that the indirect effect on the resonance positions is not negligible.
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Figure 5.20: Bond-lengths, in Å, and angles, in degree, of thymine in equilibrium geometry (G1) and in clusters: ACDEF (G2) and ABCDE (G3). The double arrows indicate a length between the two atoms listed.

<table>
<thead>
<tr>
<th>geom</th>
<th>1 (\pi^*)</th>
<th>2 (\pi^*)</th>
<th>3 (\pi^*)</th>
<th>4 (\pi^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thy G1</td>
<td>2.91 eV</td>
<td>4.97 eV</td>
<td>9.10 eV</td>
<td>16.14 eV</td>
</tr>
<tr>
<td>Thy G2</td>
<td>2.83 eV</td>
<td>4.87 eV</td>
<td>9.08 eV</td>
<td>16.12 eV</td>
</tr>
<tr>
<td>Thy G3</td>
<td>2.64 eV</td>
<td>4.61 eV</td>
<td>8.82 eV</td>
<td>16.13 eV</td>
</tr>
</tbody>
</table>

Table 5.5: The shapes and energies of the first four \(\pi^*\) orbitals of thymine in three different geometries.

The SE and SEP results give qualitatively the same picture: the water molecules affect the geometry of thymine, due to these changes the resonances are stabilized. The only exception is the fourth resonance, of mixed shape–core-excited character, which is destabilized for the Thy G2 system.
Figure 5.21: Time-delay for thymine in three different geometries (see main text for the explanation of the symbols ‘G1’, ‘G2’ and ‘G3’). The calculations have been performed for the scattering model and number of v.o. indicated on the panels.

Table 5.6: Shift in the resonance positions of thymine in the geometry corresponding to the clusters ABCDE and ACDEF (G2 and G3) with respect to isolated thymine in its equilibrium geometry (G1). The number of v.o. used in the calculations is indicated in the table.

big change of the behaviour of the resonance with mixed shape–core-excited character comes form the fact that the SE calculations do not include some v.o. necessary to describe the resonance accurately. Comparing the SE results obtained using 20 v.o. for Thy G2 and Thy G1 (not presented in the table and figure) gives the same trend for each of the resonances (also for the fourth mixed shape–core-excited resonance). The shifts between the resonances of Thy G2 and Thy G1 are the same for calculations at SE and SEP level using 20 v.o. and only slightly different for the SEP calculations using 30 v.o. The changes in the resonance shifts of Thy G3 and Thy G1 between methods are small. As we already mentioned, the SEP resonance shifts are not very reliable since we do not have a method...
to ensure that the polarization is described at the same level for both systems. However, in this case we compare similar systems: they differ only by bond-lengths of their atoms and most of their orbitals are similar. Therefore, we can be more confident that that polarization of investigated systems is described at a similar level. The SEP resonance shifts presented here seem to be more reliable than the ones presented in the next section. We can state that the changes in the thymine geometry due to the presence of water stabilize all presented resonances in both clusters for both scattering methods. However, the indirect effects have stronger influence on the resonances of the ACDEF than ABCDE cluster.

5.4.2 Direct Effects

In order to investigate the direct effects of water in the system we analyse changes in the resonance characteristics in the clusters with respect to isolated thymine in the geometry which it has in the cluster. Figure 5.22 illustrates which systems are compared in order to investigate direct effects.

As we already stated in section 5.3.3, the effects of water on the Thy resonances are approximately additive (the shift does not always add quantitatively) for clusters with 2 and 3 H₂O molecules. We also noticed that the effect on resonance positions is stronger-when Thy acts as a hydrogen donor than when Thy acts as a hydrogen acceptor. Since in both ABCDE and ACDEF clusters, Thy acts as a hydrogen acceptor for three water molecules and donor for two, one might expect the effect to approximately cancel out. The top panel of figure 5.23 shows that this is the case for the first peak in the SE time-delay of the ABCDE cluster: the position of the first $\pi^*$ resonance of Thy G2 is almost the same as for the cluster ABCDE. The second $\pi^*$ resonance of the ABCDE cluster is stabilised with respect to the resonance of Thy G2. The third resonance is not present in the cluster, due to the fact that the third $\pi^*$ orbital is not included amongst the 10 v.o. used in the SE calculations (this is because amongst the chosen v.o. of the cluster are also water orbitals, therefore the third $\pi^*$ orbital is missing in the cluster calculations but is present amongst the first 10 v.o. of isolated thymine). The shift of the two pure shape $\pi^*$ resonance positions is consistent with energy differences between first two $\pi^*$ orbitals of the clusters: ABCDE and ACDEF, and those of isolated thymine: Thy G2 and Thy G3 (see appendix D, table D.1).

In the bottom panel of figure 5.23, the SEP calculations performed with 20 v.o. for Thy G2 and 30 v.o. for the ABCDE cluster are presented. We compare these numbers of virtual orbitals, as the 20
v.o. of isolated Thy are included amongst the 30 v.o. of Thy-(H₂O)₅ (i.e. amongst the 30 v.o. we can identify 20 orbitals which also appear for isolated Thy and 10 additional orbitals which correspond to water). This is one of the approaches used in chapter 4 to compare two systems at SEP level. We can see that the trend remains the same as for calculations at the SE level. The position of the first resonance is almost the same, whereas the second resonance is stabilised in the cluster. The third resonance is also slightly stabilized; the resonances above 7 eV are destabilized (the narrow sharp spikes in the SEP graphs at higher energies are pseudo-resonances).

![SE and SEP time-delay graphs](image)

Figure 5.23: Time-delay for Thy-(H₂O)₅ ABCDE and isolated Thy G2 at SE level with 10 v.o. (top panel) and at SEP with 20 v.o. for Thy G2 and 30 v.o. for Thy-(H₂O)₅ ABCDE (bottom panel).

The resonance positions of Thy G3 and the ACDEF cluster and their shifts are not the same as for Thy G2 and ABCDE cluster. However, the results for SE and SEP calculations are consistent, as in case of indirect effects. The SE time-delay presented in the top panel of figure 5.24 and SEP time-delay presented in the bottom panel of figure 5.24 show that the position of the first, third and fourth \(\pi^*\) resonances is slightly destabilized, whereas the second \(\pi^*\) resonance of the cluster is stabilized, the fifth resonance visible amongst the pseudo-resonances is also slightly stabilized.

The resonance shifts for both clusters are collected in table 5.7. Since the third resonance is not present in the SE time-delay graph (the third \(\pi^*\) orbital into which electron is trapped is not amongst the 10 v.o. of the cluster which are included in the calculation), we analyse only the first and second
π* resonance. Table 5.7 (and figures 5.23 and 5.24) illustrates that the direct effects do not influence resonances in the same way (unlike the indirect effects, which stabilized all resonances for both clusters). The shift of the first resonance of ABCDE cluster with respect to Thy G2 is not significant, whereas the first resonance of ACDEF cluster is destabilized. The second resonance for both clusters is stabilized. The direct effects have stronger influence on resonances of the ACDEF than ABCDE cluster (indirect effects alike).

![Figure 5.24: Time-delay for Thy-(H2O)5 ACDEF and isolated Thy G3 at SE level with 10 v.o. (top panel) and at SEP with 20 v.o. for Thy G3 and 30 v.o. for Thy-(H2O)5 ACDEF (bottom panel).](image)

<table>
<thead>
<tr>
<th>model</th>
<th>v.o.</th>
<th>ΔE_r</th>
<th>1 π*</th>
<th>2 π*</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>10</td>
<td>E_r^{ABCDEF} - E_r^{G2}</td>
<td>0.005</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E_r^{ACDEF} - E_r^{G3}</td>
<td>0.11</td>
<td>-0.31</td>
</tr>
<tr>
<td>SEP</td>
<td>20</td>
<td>E_r^{ABCDEF} - E_r^{G2}</td>
<td>-0.03</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>E_r^{ACDEF} - E_r^{G3}</td>
<td>0.14</td>
<td>-0.35</td>
</tr>
</tbody>
</table>

Table 5.7: Shift in the resonance positions of clusters ABCDE and ACDEF with respect to isolated thymine in geometry G2 and G3, respectively. The number of v.o. used in the calculations is indicated in the table.

The fact that the second resonance is affected more strongly by water than the first one can be understood by analysing the first and second π* orbitals of the clusters (we have already used this approach in sections 5.3.2 and 5.3.3), illustrated in table 5.8 (the orbitals can also be find in appendix D, table D.1: orbitals number 59, 61 and 59, 60 for cluster ABCDE and ACDEF, respectively). We can
see that the second $\pi^*$ orbital has more density close to those water molecules which are hydrogen donors than the first $\pi^*$ orbital. The differences in the first $\pi^*$ resonance shift between the two clusters can also be understood by comparing the orbitals. In cluster ABCDE two of the water molecules which act as a hydrogen donor are close to the first $\pi^*$ orbital, whereas for the cluster ACDEF this is the case for only one water molecule. Therefore the first $\pi^*$ resonance of the ACDEF cluster is destabilized, while the position of the first resonance of cluster ABCDE hardly changes (see table 5.7). The differences in the second $\pi^*$ resonance shift between the two clusters is harder to explain by looking at the second $\pi^*$ orbital, since the same number of water molecules which are hydrogen donors are close to the second $\pi^*$ orbital. Therefore, the reasons may be distance between thymine and water (stronger hydrogen bonds in ACDEF cluster).

<table>
<thead>
<tr>
<th>cluster</th>
<th>1 $\pi^*$</th>
<th>2 $\pi^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thy-(H$_2$O)$_5$ ABCDE</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>Thy-(H$_2$O)$_5$ ACDEF</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 5.8: The shapes and energies of the 1$^\text{st}$ and 2$^\text{nd}$ $\pi^*$ orbitals of ABCDE and ACDEF clusters.

### 5.4.3 TOTAL EFFECTS

In order to investigate the total effect of water on thymine, we compare thymine clusters with isolated thymine in its equilibrium geometry (illustrated in figure 5.25).

The total effect is the sum of the indirect and direct effects. Therefore if we sum the resonance shifts caused by the indirect (see table 5.6) and direct effects (see table 5.7), we get the total shifts (see table 5.9).

Analysing table 5.6 or figure 5.21, we noticed that in general the indirect effect of water stabilized the resonances. Table 5.7 or figure 5.23 and 5.24 show that direct effects at SE level have very little effect on the position of the first ABCDE resonance, destabilize the first ACDEF resonance and stabilize the second one for both geometries.
Table 5.9: The resonance shifts of clusters ABCDE and ACDEF with respect to isolated Thy in its equilibrium geometry (G1). The number of v.o. used in the calculations is indicated in the table.

The total effects of water on the resonances of the Thy-(H\(_2\)O)\(_5\) ABCDE cluster are illustrated in figure 5.26. To analyse these effects we compare Thy G1 with the ABCDE cluster. At both SE and SEP level the first and second resonances are stabilized. The situation is similar for the cluster ACDEF at SE and SEP levels, as illustrated in figure 5.27. For both clusters and isolated Thy the SE calculations have been performed with 10 v.o. and the SEP calculations with 30 v.o. for clusters and 20 v.o. for isolated Thy. The two pure shape \(\pi^*\) resonance shifts for both clusters at SE and SEP level are collected in table 5.9.

![Figure 5.26: Time-delay for Thy-(H\(_2\)O)\(_5\) ABCDE and isolated Thy G1 at SE level with 10 v.o. (top panel) and at SEP with 20 v.o. for Thy G1 and 30 v.o. for Thy-(H\(_2\)O)\(_5\) ABCDE (bottom panel).](image)

The role of indirect and direct effects on resonance positions is not always the same. Moreover they do not influence all resonances in the system in the same way. Although the indirect effects stabilize the two pure shape \(\pi^*\) resonances, the second one is slightly stronger affected than the first one at the SE and SEP levels for both clusters (the exception is the resonance shift of the ACDEF
5.4. THYMINE-(H₂O)₅

The influence of the direct effect on the second resonance is also stronger than for the first resonance (regardless of the sign of the shift, i.e. the second resonance is stabilized more than the first is destabilized). The same trend can be noticed analysing the total effect: both pure shape π⁺ resonances are stabilized but the second resonance is affected more strongly by the presence of water. The total effects have a stronger influence on resonances of the ACDEF than ABCDE cluster (indirect and direct effects alike). Most of the differences in the resonance shifts between the two clusters come from the different geometry of Thy (indirect effects, see table 5.6).

Our results show that the influence of water on the resonance positions does not have the same effect for each resonance in the cluster. The resonance shift depends on many conditions, for instance, whether water acts as the acceptor or donor in the H-bond, how many water molecules are in the cluster, what the binding sites are, how much the binding water to Thy changes its geometry. The changes in the resonance position of the two clusters are not large. Only the second resonance of the ACDEF cluster shifts more than 0.5 eV towards lower energies. The resonance shifts of both clusters are approximately equal to the energy differences of the π⁺ orbitals of the clusters with respect to isolated Thy G1. SE and SEP results give qualitatively the same picture of the water influence on resonance de-/stabilization.
5.4.4 COMPARISON WITH PRIOR RESEARCH

M. Smyth et al. have performed VEA and DEA calculations for N₂-H (see figure 5.20) fragmentation, for uracil and thymine, surrounded by five water molecules, based on the nonlocal complex potential and multiple scattering theories [51, 154, 155]. This allowed them to obtain the DEA cross section for hydrogen detachment, which is strongly enhanced by presence of a water cluster. They explained the strong enhancement of the DEA cross section by two effects: lowering of the resonance position of thymine/uracil and the increase of the resonance lifetime, both due to interaction with the water molecules. They performed the VEA calculations only for the first π⁺ (A’) resonance, whereas G. A. Gallup and I. I. Fabrikant [62] determined that the resonance which leads to N₂-H fragmentation is a very wide σ⁺ resonance and N₁-H (see figure 5.20) fragmentation is due to the coupling between the σ⁺ and the second π⁺ (A’’) resonance. M. Smyth et al. assumed that the other resonances also behave in the same way as the one calculated by them.

M. Smyth et al. also calculated vertical attachment energies for the first π⁺ resonance of isolated thymine (our Thy G1) and three clusters of Thy-H₂O (our Aeq, Beq, Deq); these values together with Thy-(H₂O)₅ (our ABCDE) and our resonance positions are collected in table 5.10. The SE calculations give absolute resonance positions much higher in energy since this is the most basic approximation. Also, our SEP results for absolute resonance positions are not reliable as we have not included enough virtual orbitals in our calculations. Therefore, the comparison of our results will be qualitative and not quantitative: we analyse how the cluster’s resonance positions change with respect to the isolated Thy. In the table we only present the SEP results for Thy G1 with 20 v.o. and Thy-(H₂O)₅ with 30 v.o. (the reason for comparison of the SEP calculation for these specific number of v.o. has been explained in section 5.3.1). We do not present here our results for Thy-H₂O since we only have SEP calculations with 10 v.o. available. As we have already explained in chapter 4, the comparison of resonance positions between different systems at the SEP with the same number of v.o. may not give reliable results, as for each cluster we may be including different levels of polarization.

<table>
<thead>
<tr>
<th>VEA</th>
<th>Smyth et al.</th>
<th>Thy G1</th>
<th>Aeq</th>
<th>Beq</th>
<th>Deq</th>
<th>ABCDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 π⁺ res.</td>
<td>SE</td>
<td>2.56</td>
<td>2.65</td>
<td>2.31</td>
<td>2.67</td>
<td>2.49</td>
</tr>
<tr>
<td></td>
<td>SEP</td>
<td>1.36</td>
<td></td>
<td></td>
<td></td>
<td>1.25</td>
</tr>
</tbody>
</table>

Table 5.10: Vertical electron attachment (VEA) and energy of the first π⁺ resonance (1 π⁺ res.) of isolated Thy, Thy-H₂O for geometries Aeq, Beq and Deq and Thy-(H₂O)₅ ABCDE. The results of Smyth et al. are taken from [79]. Our results are calculated at SE level with 10 v.o. and SEP with 20 v.o. for Thy G1 and 30 v.o. for cluster ABCDE.

By analysing Smyth et al.’s results collected in table 5.10, we can see that water decreases the VEA. In the Thy-H₂O clusters the VEA strongly depends on the binding site at which water is attached to
Thy, but in each case the VEA is smaller than that of isolated thymine. For Thy-(H_2O)_5, the VEA changes (decreases) by -0.32 eV. Our calculations for the first resonance for Thy-(H_2O)_5 also show a lowering of its position but the stabilisation is less strong than the one calculated by Smyth et al. At the SE level the resonance shifts by -0.07 eV; the SEP results also give a shift much smaller than the Smyth et al.’s (about -0.11 eV). The behaviour of the first resonance shifts for Thy-H_2O for our calculations are also different from Smyth et al.’s ones. The energy of the resonance for clusters Aeq and Deq increases, i.e. we observe destabilization of the resonances. Our calculations show that the effect on resonance positions depends on the water acceptor/donor character in the cluster (which has already been shown also in work [27, 140]) and with respect to this can destabilize or stabilize resonances. We also noted in the previous sections that water does not have the same effects on each resonance (the size and sign of the shift does not have to be the same for every resonance) in the same system. That is in contradiction to the assumption made by Smyth et al. that water has always the same stabilizing effects on each resonance (i.e. they stated that water always stabilize all resonances) and that the resonance shift is the same for each resonance in the system like the 1 π^* resonance calculated by them.

The strongly enhanced cross section for the fragmentation process obtained by Smyth et al. is not in agreement with the latest experiment carried out by Kočišek et al. [78]. However, the experimental results are for hydrogen detachment from both nitrogen atoms, while the Smyth et al. calculations only for one. Kočišek et al. performed experiments for small clusters of thymine/uracil with water – microhydrated nucleobases. The size of the clusters was controlled by controlling the pressure in the chamber to produce only clusters with a small number of water molecules. However, the experimental set-up did not allowed them to determine the proportion of clusters of different sizes. They performed the measurements for two values of molecular beam pressure; this allowed them to compare the results for a mixture with larger concentration of smaller cluster than the other.

The experiment shows that microhydration leads to production of different DEA fragments than the isolated nucleobases. The presence of water molecules prevents the hydrogen fragmentation process. Kočišek et al. gave two possible explanations for that outcome: first, changes to the resonance caused by the hydration; second, "a redistribution of internal energy by water (caging) and stabilization of the intact anion" [78] (uracil⁻/Thy⁻). They pointed out that Smyth et al.’s work [79] does not predict significant changes in the resonance characteristic and therefore concluded that the most probable explanation is the caging effect. However, Smyth et al.’s results present significant changes in resonance position (almost 75%) and lifetime (around 40%) influenced by the present of water. Actually, our results show that water does not change resonance characteristics significantly (see figure 5.26). Therefore, our results support the proposed explanation of changing fragmentation channels by caging effects.
The Kočišek et al. experiment indicates that the presence of water molecules in the systems has another role in the DEA process than de-/stabilization of the resonance, i.e. can prevent the dissociative fragment from detaching and by energy transfer it can detach itself. Therefore, these experimental results are not in contradiction to our results but introduce a different role of water on the DEA process.

5.4.5 Thymine with polarized orbitals

The results for systems in which water is described using the polarized continuum model in one case and as point charges in the second case (introduced at the beginning of this chapter) are presented in figure 5.28. The calculations for the system in which water is described as point charges (Thy-char) have been performed only for the ACDEF cluster. The polarized continuum model (PCM) and point charges model describe the effect of water on thymine.

![Figure 5.28: The time-delay for Thy-pol and Thy-(H₂O)₅ in geometry ABCDE (top panel) and time-delay for Thy-pol, Thy-char and Thy-(H₂O)₅ in geometry ACDEF (bottom panel) at SE level with 10 v.o. In both panels are also plotted time-delays for isolated Thy G1 and G2 at SE level with 10 v.o.](image)

The thymine in the clusters Thy-pol ABCDE, Thy-pol ACDEF and Thy-char ACDEF has the same geometry as in the cluster ABCDE, ACDEF, respectively. Therefore, the indirect effects are the same as in section 5.4.2. From figure 5.28, we can analyse the direct effects (comparing Thy-pol/Thy-char
with Thy G2 or G3) and total effects (comparing Thy-pol/Thy-char with Thy G1). The direct effects are not significant; the resonances of Thy-pol ABCDE are slightly stabilized with respect to Thy G2. We can also notice stabilization of the first resonance of Thy-pol and Thy-char ACDE with respect to Thy G3, however the position of the second resonance remains almost the same. Therefore, we can state that the total effects are mostly indirect effects, i.e. the changes in resonance positions between Thy-pol/Thy-char and Thy G1 are mostly caused by the change in geometry of thymine in Thy-pol/Thy-char, and not by modified orbitals. This is not the case for \textit{ab initio} calculations for Thy-(H$_2$O)$_5$. Although, the positions of the first resonance are similar for Thy-pol ABCDE and Thy-(H$_2$O)$_5$ ABCDE, the positions of the second resonance differ more prominently: the Thy-(H$_2$O)$_5$ ABCDE resonance is more stabilized than the Thy-pol one. Both the 1$^{\text{st}}$ and 2$^{\text{nd}}$ $\pi^*$ resonance of the cluster ACDEF differ substantially from those of Thy-pol/Thy-char ACDEF. In terms of direct effects, the first resonance is destabilized for cluster ACDEF (see table 5.7), while for Thy-pol ACDEF is stabilized. In terms of total effects the Thy-(H$_2$O)$_5$ ACDEF first resonance is less stabilized than the Thy-pol/Thy-char ACDEF one. However, the second $\pi^*$ resonance of Thy-(H$_2$O)$_5$ ACDEF is stabilized much more significantly than the one of Thy-pol/Thy-char ACDEF, in terms of direct and total effects. We can also see (more clearly in the case of ACDEF Thy-pol/Thy-char and ACDEF Thy-(H$_2$O)$_5$) that the resonance positions of Thy-pol/Thy-char are closer to the resonance positions of isolated Thy than of Thy-(H$_2$O)$_5$.

The fact that the direct effect on Thy-pol are not significant and do not have the same trend as the one for Thy-(H$_2$O)$_5$ may suggest that the PCM does not describe the influence of water on the system correctly. On the other hand, in the SE calculations for Thy-pol the polarization effects have been included (polarized orbital have been used in the calculation), therefore comparing the SE results for Thy-pol with our SE results for isolated Thy and Thy-(H$_2$O)$_5$, may not be accurate. However, we know that inclusion of polarization effects in R-matrix calculation always stabilizes resonances and qualitatively does not change the resonance shifts (as shown in sections 5.4.1-5.4.3). Assuming that inclusion of same amount of polarization would stabilize the two pure shape $\pi^*$ resonance equally, it is possible the position of the first resonance for Thy-pol could be the same as the one for the clusters, but differences between the positions of the second resonances for Thy-pol and Thy-(H$_2$O)$_5$ would be even larger than the one observed in figure 5.28. Therefore it is more likely that the reason for the differences in results for Thy-pol and Thy-(H$_2$O)$_5$ systems is that PCM do not describe accurately the total effect of water on thymine. This means that our expectation of being able to replace the computationally expensive and time-consuming calculations including all molecules in the cluster by much simpler ones using polarized orbitals is unlikely to yield good results.
5.5 SUMMARY

In this chapter we investigated how water influences the resonance position in Thy-(H₂O)ₙ, n = 1, 2, 3, 5, with focus on pure \( \pi^* \) resonances. Although both thymine and pyridine are ring molecules they form clusters which are fairly different in structure (see figures 4.18 and 5.18). In pyridine clusters water concentrates near to nitrogen and only one water is bound to the ring, whereas the water molecules in thymine clusters are located around the ring with different binding sites and acceptor/donor characters. Therefore the scattering results presented in this chapter are fairly different from those presented in chapter 4. Unlike pyridine cluster calculations, the thymine ones allowed us to investigate the role of water as a hydrogen acceptor and the effect of more than one water molecule bound to the ring. These results show that the conclusions deduced by T. C. Freitas et al. [27] for formic acid clusters also hold for all thymine clusters presented in this chapter. Moreover, we observed that the effect of water on the resonances positions is additive.

We mostly focused on Thy-(H₂O)₅ clusters for which we presented a detailed study for indirect, direct and total effects of water on thymine. We observed that the indirect effect stabilized thymine resonances (both in ABCDE and ACDEF geometry), while in the previous chapter we showed the opposite effect on pyridine resonances. However, we noticed for all investigated molecules that comparing the same molecule in equilibrium geometry and the one in the cluster, gives a resonance position lower in energy for the system with longer bond-lengths (bigger volume). There is no qualitative picture to explain the water indirect effect on de-/stabilization of the resonances, unlike to direct effects, for which the de-/stabilization of the resonances is explained by water acceptor/donor character.

The direct effects more strongly influence the second \( \pi^* \) resonance than the first one, unlike in pyridine clusters, where the first \( \pi^* \) resonance is affected more strongly than the second one. The different effects on \( \pi^* \) resonances can be correlated with the shape of the \( \pi^* \) orbitals into which electron is trapped. If the electronic density of the \( \pi^* \) orbital is located close to the water molecule the resonance shift is affected more strongly. The direction of the shift also seems to depend on which of the water atoms is closer to the molecule: if hydrogen is closer to the molecule the resonance is stabilized, and in case of oxygen it is destabilized. In the clusters with more then one water molecule, the effects of each water are competitive and not always obvious.

The total effects of water on ABCDE and ACDEF clusters on both \( \pi^* \) resonances is stabilization as it was the case for pyridine clusters. However our calculations for smaller thymine clusters showed that the presence of water does not always have to stabilize resonances. We also showed that resonances in the system are not always affected by water in the same way. Therefore our calculations
are in contradiction to some assumption and conclusion presented by M. Smyth et al. [79]. Moreover our calculations show that the presence of water does not have as strong an effect on resonance shifts as presented in the paper of M. Smyth et al. Our results support Kočišek et al.’s hypothesis about caging effect [78] preventing hydrogen fragmentation loss (see section 5.4.4 for more details). Finally, our calculations in which water effects on thymine are described using the polarized continuum model do not give the same results as *ab initio* calculations. Therefore the time-consuming and computationally expensive *ab initio* calculations cannot be replaced with the simplest ones.
Conclusions and outlook

The main focus of this work was to investigate collisions of low-energy electrons with small molecular clusters, i.e. biological molecules bound with one, up to five water molecules, and the influence of water on resonance characteristics. To study these influences ab initio R-matrix calculations have been performed.

In order to investigate how resonance characteristics are modified by the presence of water, the isolated molecules have been studied. Therefore, we investigated isolated pyridine and thymine and their clusters with water molecules. Due to the fact that, at the time, there were no available calculations of low-energy electron collision from isolated pyridine (and, to our knowledge, no other inelastic calculations are yet available), this system has been studied in detail by us. In this work we performed calculation for pyridine using the SE, SEP and CC approximations (see chapter 3). We presented elastic and inelastic integral and differential cross sections, resonance energies and widths and characterised the resonances’ parent states. To determine the resonance characteristics we used the time-delay analysis, which we found to be the most useful tool for identifying and characterizing resonances. We found a large number of resonances, most of which had not been characterized before. We compared our pyridine results with those obtained in our group for pyrimidine. In most cases, the pyrimidine results are qualitatively similar to pyridine ones: the cross sections have similar shape (see section 3.3 and appendix B) and many resonances have parent states of the same symmetries (see section 3.4).

The pyridine resonances have been compared to those of Pyr-H$_2$O at SE, SEP and CC level. At SE and SEP levels we compared the two pure shape $\pi^*$ resonances (as only these resonances can be fully described using these models), while at CC level all resonances up to 10 eV have been compared. All
resonances which appear for pyridine are also present for Pyr-H$_2$O. Results for the CC calculations (presented in section 3.3.3) with a low number of virtual orbitals shows that not all resonances stabilize due to water presence. However, the results for calculations with more than 20 v.o. present stabilization for all resonances. We conclude that for Pyr both shape and core-excited resonances are shifted towards lower energy when a single water molecule attaches to it.

We also analysed our SE results for Pyr-(H$_2$O)$_n$, $n = 1, 2, 3, 5$, in terms of indirect, direct and total effect of water on the resonances. Water influences resonance positions in two ways: by changing the geometry of the molecule to which it is bound (indirect effect) and by the explicit presence of water in the system, excluding change of molecule geometry (direct effect). In terms of indirect effect, water destabilizes pyridine resonances (in each pyridine cluster the shift is the same), however the direct and total effects of water stabilize the resonances. Water affects slightly more the first pure $\pi^*$ resonance than the second one. We explain that by the shape of the $\pi^*$ orbitals: the first $\pi^*$ orbital has more density close to the water than the second one.

Including more water in the cluster, does not change the direction of the shifts for the pure shape $\pi^*$ resonances at SE level. However, the resonances for Pyr-(H$_2$O)$_n$, $n = 2, 3$ are less stabilized than Pyr-H$_2$O resonances, while, the Pyr-(H$_2$O)$_5$ shape resonances are more stabilized than Pyr-H$_2$O. In each of the clusters only a single water molecule is directly bound to the ring by nitrogen, each additional water is bound to another water molecule. The resonance positions of the clusters seem to be correlated with their dipole moment (see section 4.4).

Calculations for low-energy electron collisions with isolated thymine using the R-matrix method at SE, SEP and CC level have been already performed by A. Dora et al. [16]. Therefore, in this work we only presented the calculations for isolated thymine which are needed to compare with thymine clusters. Namely, calculations at SE and SEP level for isolated thymine and Thy-(H$_2$O)$_n$, $n = 1, 2, 3, 5$ have been performed. Due to the computational demands of these calculations and very long computational time, no CC calculations have been performed. Also, for the same reasons, the SEP calculations have not been performed with the number of virtual orbitals which would give resonance energies close to experimental values. Thereby, the SEP results presented in this work do not give reliable resonance positions for isolated Thy and Thy-(H$_2$O)$_5$. The purpose of these calculations was to investigate role of water on resonance positions and examine if the same qualitative picture is obtained both at SE and SEP level. Thy-(H$_2$O)$_n$, $n = 1, 5$ have been investigated in terms of indirect, direct and total effects for both scattering models. However, in Thy-H$_2$O indirect effects are negligible, thus direct effects are equal to the total effects in these systems. The systems: Thy-(H$_2$O)$_n$, $n = 2, 3$ have been investigated in terms of direct effects only (as we did not posses the equilibrium geometries for those systems). The broadest investigation has been done for Thy-(H$_2$O)$_5$, as theses results could be compared to another calculations performed by M. Smyth et al. [79] and experimental...
results for microsolvated thymine carried out by J. Kočišek et al. [78].

Investigation of the pyridine and thymine clusters in terms of indirect effects at SE level shows that these effects may play a different role in each system. Water influences the pyridine geometry in a way that destabilizes resonances, whereas in Thy-(H$_2$O)$_5$ indirect effects stabilize the resonances.

The direct effects obtained at SE level are consistent between all systems presented in this work, and they depend on the role of the water binding to the molecule: water acting as a hydrogen donor stabilizes the resonance positions, while water acting as a hydrogen acceptor destabilizes the resonance positions. This dependence of acceptor/donor character of water on the resonance position was first deduced by T. C. Freitas et al. [27], who investigated formic acid bound to one and two water molecules. The investigation of Thy-(H$_2$O)$_n$, $n = 1, 2, 3, 5$, extended their conclusion to ring molecules and to clusters up to five water molecules (since in Pyr-(H$_2$O)$_n$, $n = 1, 2, 3, 5$ only one water is directly bound to the ring, in the same position and orientation for all clusters, we can only investigate the role of single water acting as a hydrogen donor). We also found that the effect of water on the resonances positions is additive. Therefore, in the system with several water molecules, where some of them act as a hydrogen donor and the others act as acceptor, these effects can cancel out.

We also noticed that in the direct effects destabilization is stronger than stabilization. Although the direction of the shift for all pure shape $\pi^*$ resonances depends on the water role as a donor or acceptor, the effects are not equally strong for each resonance. By looking at the $\pi^*$ orbitals into which the incoming electron is trapped, we found a correlation between orbital density and resonance shift: if the electronic density of the orbital that the scattering electron occupies is localized close to the water molecules the shifts are stronger than when the orbital density is not close to the water molecules.

For clusters with more than one water, where some are hydrogen donors and some hydrogen acceptors, the direction of the resonance shifts in the same system may be different. This situation can be observed for Thy-(H$_2$O)$_5$ (see, section 5.4.2). Since each water molecule does not shift both resonances by the same amount, the combination of effects from all water molecules can give the opposite effect for each resonance.

The total effects are a sum of indirect and direct effects. The direct effects are correlated whether water is bound as a proton donor or acceptor in the cluster, however not indirect effects. Therefore, in principle the outcome of these effects does not have to depend on water acceptor/donor character. For pyridine clusters the direct effects are stronger than indirect effects, therefore as the total effect we observe a stabilization of resonances in these systems. In Thy-(H$_2$O)$_5$, however, both indirect and direct effects stabilize the second resonance but the first resonance is stabilized by indirect effect and slightly destabilized by direct effects. As a total effect we observe stabilization of both shape resonances in Thy-(H$_2$O)$_5$ clusters.

The investigation of Thy-(H$_2$O)$_n$, $n = 1, 2, 3, 5$ in terms of indirect, direct and total effects at SEP
level are qualitatively consistent with the observation at SE level. However, since we are not able to ensure how much polarizability is included in our calculations, we are not sure if we are comparing like-with-like. And therefore, we are not confident that the resonance shifts influenced by presence of water are reliable.

Calculations to determine how much of the polarization effects are included in the calculations for both compared systems have been undertaken in this work. Our first approach was to estimate the polarizability of the investigated systems and then include the same percentage of polarizability for both. We tested isolated pyridine and isolated formic acid. In the first case, to obtain resonance positions close to experimental values, we needed to overestimated the experimental value of polarizability. However, in the case of formic acid, with the polarizability under the experimental value the right resonance position can be obtained. Due to the fact the results for these systems are not consistent we suspect that either the program does not calculate the polarizability correctly or our understanding of the problem is not correct or complete. One way or another, at this stage, we are not able to use this method to determine the number of virtual orbitals needed to be used in our calculations in order to compare scattering data for the cluster with that for isolated molecule confidently.

The second approach to this problem was to only include the virtual orbitals in the calculations of the isolated molecule which are also present in the cluster calculations. Since the identification of the orbitals is not always straightforward and we do not know if we describe enough polarizability of water this method does not guarantee that the polarization effects are described in the same level for both system. We also do not possess any experimental data for the clusters we studied (or any other) to ensure whether the calculations with the number of virtual orbitals chosen in this way give the right position of resonances. Nevertheless, this method is the best we can do right now to compare SEP and CC calculations for various systems.

Future work should try to accomplish the challenge of finding the recipe of how many virtual orbitals should be included in the cluster calculations. This would allow us to predict actual resonance position. A more challenging future task is to find a method which can determine the number of virtual orbitals (polarization) needed in the calculations to obtain the accurate resonance position for any system.

Future work should also include thymine clusters calculations at CC level, in order to investigate of the water effect also on core-excited resonances. Performing calculations at SEP level with a higher number of virtual orbitals than those presented in this work would give a better description of the shape $\pi^*$ resonances. Using larger CAS model for Pyr-H$_2$O system would improve the description of the presented resonances for this system. Since DEA also strongly depends on the resonance width, the future studies should focus on the characterisation of this parameter.
Our work shows that the presence of water in the investigated systems has an effect on the resonance characteristic. Kočišek et al.’s experiment [78] (discussed in section 5.4.4 of chapter 5) proved that water significantly influences the DEA processes (it prevents the hydrogen fragmentation process in thymine and uracil). However, the possible explanation of the changes in DEA influenced by the presence of water suggests a different role of water on DEA than de-/stabilization of resonances. Nevertheless, our research contributes to filling in the gaps in knowledge about water effects on biological molecules (pyridine and thymine). We confirmed the influence of water on resonance stabilization and destabilization. We found that the effects of water on the resonances are approximately additive. We also show that in contradiction to Smyth et al.’s assumption [79] water does not always stabilize all resonances. Finally we explained that molecule bound to water may change its geometry which also has an influence on resonance characteristics.

The work on pyridine is a first step towards understanding the effect of core-excited resonances in DNA damage by looking at their constituents and prototypes. Our investigation of microhydration shows the effect is still not well understood. Although we shown that the changes to the resonances in Thy-(H₂O)₅ are not huge, their effect on DEA (and also, the effect of changes to the lifetime, which were not investigated in this work) may be important. Much still needs to be done to gain a deeper understanding of the mechanism by which low energy electrons damage DNA and how this mechanism could be modified and controlled.
A.1 UKRMOL SUITE

The software used before the UKRmol+ suite has been developed, is called the UKRmol suite. It is divided into two subsets of programs: UKRmol-in and UKRmol-out [107]. The subsets correspond, respectively, to the inner and outer region in the R-matrix method. Additionally some of the UKRmol-in programs are also used to perform target calculations. The programs used to carry out the target calculations are illustrated in figure A.1 and those ones used to perform the scattering inner region calculations are shown in figure A.2. The flowchart for the scattering outer region calculations is illustrated in figure A.3.
A.2 Running the UKRmol and UKRmol+ Suite

In chapter 2, section 2.6 are discussed programs essential to perform R-matrix calculations. The programs need input files (additionally some of them also need pre-processed data files); preparing the input manually was very time-consuming and it was easy for the user to make mistakes. The input files usually need two kinds of data: settings which are established by the user, depending on the kind of calculation one runs, and data which can be found in the standard output files, of the

Figure A.1: A flowchart of the programs called in target calculations. The blue boxes indicate programs in the suite. The green boxes indicate the main output/input of the different programs. The purple boxes indicate alternative options to produce molecular orbitals in the calculation [107].

Figure A.2: A sequence of programs called in the inner region calculations (the meaning of boxes is as same as figure A.1).

Figure A.3: A sequence of programs called in the outer region calculations (the meaning of boxes is as same as figure A.1).
programs run at the earlier stages. Therefore, in order to simplify the setting up of the calculations, in the script, the user only needs to specify parameters which depend on the calculation one runs, i.e. geometry of molecule, basis set, scattering method, etc. The script then generates the input files itself and invokes the programs in the right order. It also extracts relevant data from some output files and saves them in files in a format more useful for the user, i.e. it saves cross section, eigenphases sum and time-delay data in a format which can be used without any changes by plotting software. Additionally, the script sums the cross section results obtained for each irreducible representation for all states and gives a total cross section (the scattering region results are obtained for each irreducible representation separately, thus sometimes it is useful to combine them).

The script is written in perl but no knowledge of it is needed to run it. Users familiar with perl or other programming languages (e.g. python), can modify the script to their specific needs. Many functionalities of the script have been added since it was created and plenty of new features can be still included. The script is written to give a lot of flexibility to the user, enough to perform all the calculations presented in this work. The same script may invoke either the UKRmol or UKRmol+ suites. It may execute each of the programs mentioned above in the appropriate sequence to obtain scattering results, or, when needed, it may invoke either only one program or a part of the sequence, e.g. it allows one to perform calculations only for the target. If, for some reason, the user needs to modify input files manually, it is possible to ‘switch off’ the automatic generation of the input.

The script allows one to run calculations for almost any target; the limitation, however, comes from the software itself and also from memory limitation of the machine used to perform the calculations. The basis set for which calculations are carried out is specified in script by name but the user has to make sure that the required files containing the basis set exist. UKRmol+ users have also the choice to give only the name of the basis set without putting it explicitly into a file. The target can be described using the HF or CASSCF methods. Users can specify how many and explicitly which of target orbitals are frozen and how many and which are in the active space. For the target, by default, some properties of the molecule are calculated but additionally the polarizability can also be obtained by specifying it in the script\(^*\).

For the scattering calculations, one can choose among SE, SEP or CC models. Continuum basis sets for different R-matrix radii are provided in separate files (in the same way as for the molecular basis sets). Users may choose the R-matrix radius (the script also allows one to run RADDEN in order to make this choice) and the maximum value of partial waves \(\ell_{\text{max}}\) for which calculations are to be carried out. Since, it is possible to create more than one different continuum for the same R-matrix radius, the name of a file containing the continuum basis for the same R-matrix radius and \(\ell_{\text{max}}\) may be distinguished by the use of a suffix (for the time being, the default suffixes are: ‘old’

\(^*\)Performing calculation to obtain polarizability for one of the molecule, a bug in DENPROP was discovered and reported.
and ‘new’ for two different continuum orbitals of the same R-matrix radius). Moreover, users must also input the scattering energy range, the energy step and several other parameters.

The script itself takes care of putting all files in appropriate directories. It creates a directory named after the calculated target (the user specifies the name in the script). The next folder is created and named depending on the user’s settings. The name contains the name of the basis set, an acronym for scattering method, number of frozen orbitals, number of active orbitals, number of virtual orbitals, number of target states included in the calculation, R-matrix radius, maximum number of partial waves, as mentioned above, suffix of file containing the continuum basis set, precision of SCATCI-INTEGRALS binaries (blank if not needed) and suffix (an arbitrary string, which may be empty). For instance, for one specific pyridine calculation the directory created has the name: "pyridine/cc-pVDZ.SE.16frozen.5active.20virtual.1states.r15.L5.old.quadru_prec". Although the name of the directory is very long, it prevents accidentally overwriting previous calculations run for different settings. In that case, if the user runs calculations for exactly the same set of settings and does not want to overwrite the previous calculation, the two directories can be distinguished by changing the suffix of the directory (option in the script is called ‘suffix’) and thus preventing overwriting. In summary, the script takes care that all the user’s calculations for one target are in the same directory and groups calculations by chosen settings.

The whole script is divided into a few files, only one of them contains the user settings. For the time being, there is no user manual of the script but since it is written in an intuitive way with many comments for each variable, it should be clear enough for the user. The main contribution to developing the script by the author of this thesis was the adding of several new features. These are: enabling the use of CASSCF type of orbitals, option to calculate the polarizability of the target; option to run complementary programs like RADDEN or HAMDIAG. In addition the parallization of the script was implemented, to enable to perform outer region calculations for each irreducible representation at the same time. Also the possibility to run the script on different machines (i.e. the Linux system at the OU and ARCHER) was added, and, more importantly, the script was adapted in order to run the UKRmol+ suite.

---

1 Although the files containing the GTOs basis sets for the free particle for UKRmol and UKRmol+ are the same, due to technical reasons, they have different names. For UKRmol each basis set with different R-matrix radius and \( \ell_{\text{max}} \) value is put in separate file, where for UKRmol+ they are only group by different R-matrix radius.
# Benzene, Pyridine, Pyrimidine

## B.1 Benzene, Pyridine and Pyrimidine HF Orbitals

Table B.1 presents HF orbitals for benzene, pyridine and pyrimidine determined with the compact basis set (cc-pVDZ), listed in increasing energy order. The changes in orbital shape between the three molecules are not significant, but the corresponding orbitals are not always in the same order. Generated by MOLDEN with the contour parameter: space = 0.0500.

<table>
<thead>
<tr>
<th>No.</th>
<th>Benzene</th>
<th>Pyridine</th>
<th>Pyrimidine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-11.2412 Ha</td>
<td>1 a&lt;sub&gt;g&lt;/sub&gt;</td>
<td>-15.5676 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Benzene Orbital 1" /></td>
<td></td>
<td><img src="image" alt="Pyridine Orbital 1" /></td>
</tr>
<tr>
<td>2</td>
<td>-11.2407 Ha</td>
<td>1 b&lt;sub&gt;1u&lt;/sub&gt;</td>
<td>-11.2792 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Benzene Orbital 2" /></td>
<td></td>
<td><img src="image" alt="Pyridine Orbital 2" /></td>
</tr>
<tr>
<td>3</td>
<td>-11.2407 Ha</td>
<td>1 b&lt;sub&gt;2u&lt;/sub&gt;</td>
<td>-11.2791 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Benzene Orbital 3" /></td>
<td></td>
<td><img src="image" alt="Pyridine Orbital 3" /></td>
</tr>
<tr>
<td>Index</td>
<td>Energy (Ha)</td>
<td>Orbital Representation</td>
<td>Energy (Ha)</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>4</td>
<td>-11.2395</td>
<td>2 ( a_g )</td>
<td>-11.2653</td>
</tr>
<tr>
<td>5</td>
<td>-11.2395</td>
<td>1 ( b_{3g} )</td>
<td>-11.2474</td>
</tr>
<tr>
<td>6</td>
<td>-11.2390</td>
<td>2 ( b_{1u} )</td>
<td>-11.2474</td>
</tr>
<tr>
<td>7</td>
<td>-1.1448</td>
<td>3 ( a_g )</td>
<td>-1.2541</td>
</tr>
<tr>
<td>8</td>
<td>-1.0109</td>
<td>2 ( b_{2u} )</td>
<td>-1.0865</td>
</tr>
<tr>
<td>9</td>
<td>-1.0109</td>
<td>3 ( b_{1u} )</td>
<td>-1.0300</td>
</tr>
<tr>
<td>10</td>
<td>-0.8201</td>
<td>2 ( b_{3g} )</td>
<td>-0.8552</td>
</tr>
<tr>
<td>11</td>
<td>-0.8201</td>
<td>4 ( a_g )</td>
<td>-0.8526</td>
</tr>
<tr>
<td>12</td>
<td>-0.7031</td>
<td>5 ( a_g )</td>
<td>-0.7160</td>
</tr>
<tr>
<td>13</td>
<td>-0.6412</td>
<td>4 ( b_{1u} )</td>
<td>-0.6551</td>
</tr>
</tbody>
</table>

**APPENDIX B. BENZENE, PYRIDINE, PYRIMIDINE**

**B.1. BENZENE, PYRIDINE AND PYRIMIDINE HF ORBITALS**
<table>
<thead>
<tr>
<th>No.</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>-0.6130</td>
<td>3 b\textsubscript{2u}</td>
<td>-0.6509</td>
<td>9 a\textsubscript{1}</td>
<td>-0.6486</td>
<td>9 a\textsubscript{1}</td>
</tr>
<tr>
<td>15</td>
<td>-0.5833</td>
<td>4 b\textsubscript{2u}</td>
<td>-0.5934</td>
<td>6 b\textsubscript{2}</td>
<td>-0.5922</td>
<td>6 b\textsubscript{2}</td>
</tr>
<tr>
<td>16</td>
<td>-0.5833</td>
<td>5 b\textsubscript{1u}</td>
<td>-0.5730</td>
<td>10 a\textsubscript{1}</td>
<td>-0.5825</td>
<td>10 a\textsubscript{1}</td>
</tr>
<tr>
<td>17</td>
<td>-0.4968</td>
<td>1 b\textsubscript{3u}</td>
<td>-0.5360</td>
<td>1 b\textsubscript{1}</td>
<td>-0.5703</td>
<td>1 b\textsubscript{1}</td>
</tr>
<tr>
<td>18</td>
<td>-0.4905</td>
<td>3 b\textsubscript{5g}</td>
<td>-0.5155</td>
<td>7 b\textsubscript{2}</td>
<td>-0.4707</td>
<td>11 a\textsubscript{1}</td>
</tr>
<tr>
<td>19</td>
<td>-0.4905</td>
<td>6 a\textsubscript{g}</td>
<td>-0.4154</td>
<td>11 a\textsubscript{1}</td>
<td>-0.4165</td>
<td>1 a\textsubscript{2}</td>
</tr>
<tr>
<td>20</td>
<td>-0.3327</td>
<td>1 b\textsubscript{2g}</td>
<td>-0.3797</td>
<td>2 b\textsubscript{1}</td>
<td>-0.4131</td>
<td>7 b\textsubscript{2}</td>
</tr>
<tr>
<td>21</td>
<td>-0.3327</td>
<td>1 b\textsubscript{1g}</td>
<td>-0.3439</td>
<td>1 a\textsubscript{2}</td>
<td>-0.3748</td>
<td>2 b\textsubscript{1}</td>
</tr>
<tr>
<td>22</td>
<td>0.1358</td>
<td>1 a\textsubscript{u}</td>
<td>0.1155</td>
<td>3 b\textsubscript{1}</td>
<td>0.1018</td>
<td>2 a\textsubscript{2}</td>
</tr>
<tr>
<td>23</td>
<td>0.1358</td>
<td>2 b\textsubscript{3u}</td>
<td>0.1297</td>
<td>2 a\textsubscript{2}</td>
<td>0.1170</td>
<td>3 b\textsubscript{1}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.1821 Ha</td>
<td>0.1825 Ha</td>
<td>0.1852 Ha</td>
<td>0.1852 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 a&lt;sub&gt;g&lt;/sub&gt;</td>
<td>12 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td>12 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.2198 Ha</td>
<td>0.2143 Ha</td>
<td>0.2211 Ha</td>
<td>0.2211 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 b&lt;sub&gt;1u&lt;/sub&gt;</td>
<td>8 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td>8 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0.2198 Ha</td>
<td>0.2286 Ha</td>
<td>0.2302 Ha</td>
<td>0.2302 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 b&lt;sub&gt;2u&lt;/sub&gt;</td>
<td>13 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td>13 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>0.2550 Ha</td>
<td>0.2525 Ha</td>
<td>0.2462 Ha</td>
<td>0.2462 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 a&lt;sub&gt;g&lt;/sub&gt;</td>
<td>9 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td>9 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.2550 Ha</td>
<td>0.2593 Ha</td>
<td>0.3243 Ha</td>
<td>0.3243 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 b&lt;sub&gt;3g&lt;/sub&gt;</td>
<td>14 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td>14 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>0.2716 Ha</td>
<td>0.3381 Ha</td>
<td>0.3784 Ha</td>
<td>0.3784 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 b&lt;sub&gt;1u&lt;/sub&gt;</td>
<td>4 b&lt;sub&gt;1&lt;/sub&gt;</td>
<td>4 b&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.3479 Ha</td>
<td>0.3810 Ha</td>
<td>0.3788 Ha</td>
<td>0.3788 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 b&lt;sub&gt;2g&lt;/sub&gt;</td>
<td>15 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td>15 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.4353 Ha</td>
<td>0.4326 Ha</td>
<td>0.4690 Ha</td>
<td>0.4690 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 b&lt;sub&gt;3g&lt;/sub&gt;</td>
<td>10 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td>10 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.4353 Ha</td>
<td>0.4637 Ha</td>
<td>0.4928 Ha</td>
<td>0.4928 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 a&lt;sub&gt;g&lt;/sub&gt;</td>
<td>16 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td>16 a&lt;sub&gt;1&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.4667 Ha</td>
<td>0.4704 Ha</td>
<td>0.5078 Ha</td>
<td>0.5078 Ha</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 b&lt;sub&gt;1u&lt;/sub&gt;</td>
<td>11 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td>11 b&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<p>| 34 | 0.4667 Ha | 6 b_{2u} | 0.5529 Ha | 12 b_{2} | 0.5324 Ha | 17 a_{1} |
| 35 | 0.5861 Ha | 7 b_{2u} | 0.5754 Ha | 17 a_{1} | 0.6447 Ha | 18 a_{1} |
| 36 | 0.5876 Ha | 10 a_{g} | 0.6333 Ha | 18 a_{1} | 0.6531 Ha | 5 b_{1}  |
| 37 | 0.6681 Ha | 9 b_{1u} | 0.6680 Ha | 5 b_{1}  | 0.6905 Ha | 12 b_{2} |
| 38 | 0.6813 Ha | 3 b_{3u} | 0.6840 Ha | 13 b_{2} | 0.7120 Ha | 19 a_{1} |
| 39 | 0.7127 Ha | 11 a_{g} | 0.7195 Ha | 3 a_{2}  | 0.7159 Ha | 6 b_{1}  |
| 40 | 0.7329 Ha | 3 b_{2g} | 0.7228 Ha | 19 a_{1} | 0.7237 Ha | 20 a_{1} |
| 41 | 0.7329 Ha | 2 b_{1g} | 0.7234 Ha | 14 b_{2} | 0.7261 Ha | 3 a_{2}  |
| 42 | 0.7386 Ha | 10 b_{1u} | 0.7260 Ha | 20 a_{1} | 0.7411 Ha | 13 b_{2} |
| 43 | 0.7386 Ha | 8 b_{2u} | 0.7346 Ha | 6 b_{1}  | 0.8137 Ha | 7 b_{1}  |</p>
<table>
<thead>
<tr>
<th>Row</th>
<th>$\lambda$ (Ha)</th>
<th>$\gamma$</th>
<th>$\Delta$ (Ha)</th>
<th>$\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>0.7393</td>
<td>$12 a_g$</td>
<td>0.7885</td>
<td>$21 a_1$</td>
</tr>
<tr>
<td>45</td>
<td>0.7393</td>
<td>$6 b_{3g}$</td>
<td>0.8025</td>
<td>$15 b_2$</td>
</tr>
<tr>
<td>46</td>
<td>0.7395</td>
<td>$7 b_{3g}$</td>
<td>0.8131</td>
<td>$4 a_2$</td>
</tr>
<tr>
<td>47</td>
<td>0.8227</td>
<td>$4 b_{3u}$</td>
<td>0.8456</td>
<td>$22 a_1$</td>
</tr>
<tr>
<td>48</td>
<td>0.8227</td>
<td>$2 a_u$</td>
<td>0.8494</td>
<td>$7 b_1$</td>
</tr>
<tr>
<td>49</td>
<td>0.8524</td>
<td>$11 b_{1u}$</td>
<td>0.8741</td>
<td>$16 b_2$</td>
</tr>
<tr>
<td>50</td>
<td>0.8524</td>
<td>$9 b_{2u}$</td>
<td>0.9396</td>
<td>$17 b_2$</td>
</tr>
<tr>
<td>51</td>
<td>0.8859</td>
<td>$13 a_g$</td>
<td>0.9644</td>
<td>$23 a_1$</td>
</tr>
<tr>
<td>52</td>
<td>0.8859</td>
<td>$8 b_{3g}$</td>
<td>0.9894</td>
<td>$24 a_1$</td>
</tr>
<tr>
<td>53</td>
<td>0.9088</td>
<td>$4 b_{2g}$</td>
<td>1.0580</td>
<td>$8 b_1$</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No.</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
<th>Energy (Ha)</th>
<th>Orbital</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>0.9835</td>
<td>12 b_{1u}</td>
<td>1.0826</td>
<td>18 b_{2}</td>
<td>1.1378</td>
<td>26 a_{1}</td>
</tr>
<tr>
<td>55</td>
<td>0.9972</td>
<td>14 a_{g}</td>
<td>1.0838</td>
<td>25 a_{1}</td>
<td>1.1541</td>
<td>17 b_{2}</td>
</tr>
<tr>
<td>56</td>
<td>1.0498</td>
<td>5 b_{3u}</td>
<td>1.1352</td>
<td>26 a_{1}</td>
<td>1.1861</td>
<td>5 a_{2}</td>
</tr>
<tr>
<td>57</td>
<td>1.1039</td>
<td>10 b_{2u}</td>
<td>1.1607</td>
<td>9 b_{1}</td>
<td>1.1871</td>
<td>9 b_{1}</td>
</tr>
<tr>
<td>58</td>
<td>1.1039</td>
<td>13 b_{1u}</td>
<td>1.1644</td>
<td>5 a_{2}</td>
<td>1.2263</td>
<td>18 b_{2}</td>
</tr>
<tr>
<td>59</td>
<td>1.1202</td>
<td>9 b_{3g}</td>
<td>1.1920</td>
<td>19 b_{2}</td>
<td>1.2479</td>
<td>27 a_{1}</td>
</tr>
<tr>
<td>60</td>
<td>1.1498</td>
<td>3 b_{1g}</td>
<td>1.2126</td>
<td>27 a_{1}</td>
<td>1.2944</td>
<td>10 b_{1}</td>
</tr>
</tbody>
</table>

Table B.1: HF orbitals of benzene, pyridine and pyrimidine. The numbers in first columns for each molecule (No.) indicate the number of orbitals. In the second columns for each molecules (Orbital) is given energy in Hartree and shape of orbitals. The numbers in third columns (Sym.) indicate number of orbital per symmetry and its irreducible representation.

B.2 Comparison of Cross Sections

In order to compare how the presence of nitrogen influences the position of resonances, the SE and SEP cross sections of benzene, pyridine, pyrimidine systems are presented in figure B.1 and B.2, respectively. Due to the fact that benzene has higher symmetry, $D_{6h}$, than these azabenzenes, $C_{2v}$, the first two resonances in benzene are degenerate and therefore indistinguishable. The degenerate resonances are formed by trapping the incoming electron into the lowest empty $\pi^*$ orbitals of the...
same energy. In table B.1, it can be seen that orbitals number 22 and 23 are the first unoccupied orbitals (LUMO) and have the same energy. It is important to notice that the benzene orbitals have been calculated using the $D_{2h}$ point group, however benzene belongs to the $D_{6h}$ point group; this is because MOLPRO does not perform calculations for higher symmetries than $D_{2h}$. The symmetry $a_u$ in $D_{2h}$ may correspond either to $a_{1u}$ or $e_{2u}$ in $D_{6h}$ point group and $b_{3u}$ in $D_{2h}$ correspond to $b_{2u}$ in $D_{6h}$.

\[
\text{Cross section } \ell_{max} = 5 \text{ with the compact basis set at SE level.}
\]

The inclusion of nitrogen in the benzene ring destroys the symmetry and degeneracy of the resonances. The presence of nitrogen in pyridine lowers the energy of most of its orbitals and destroy the degeneracy of 22\textsuperscript{th} and 23\textsuperscript{th} orbitals presented in the table B.1. The additional nitrogen in pyrimidine increases the difference in orbital energies. This is consistent with the positions of the resonances as seen in the SE cross sections in figure B.1. Adding more nitrogen atoms in the ring not only lowers the position of the two lowest resonances but also separate them more. The huge difference between benzene and azabenzenes cross section from 0 eV to around 3 eV are due to the fact that benzene does not posses dipole moment.

Results obtained at SEP level for three different systems are more difficult to compare because, at the moment, there is no method to determine and control how much polarization is included in the
calculations. Nevertheless, since the three systems are very similar, and, as long as the corresponding orbitals are included in the calculations for the three systems (see, table B.1), comparison of the SEP cross sections may give some insight in the scattering process.

Figure B.2: Integral elastic cross sections for electron scattering from benzene, pyridine and pyrimidine, calculated using 35 virtual orbitals and $\ell_{\text{max}} = 5$ with the compact basis set at SEP level.

Analysing SEP cross sections in figure B.2, we can still observe that replacing carbon with nitrogen lower the position of resonances. Nevertheless, the separation of the first two resonances is not getting bigger with increased number on nitrogen atoms. The first benzene resonance still remind degenerate, but the difference between the position of first and second resonance for pyridine is bigger ($\sim 0.7$ eV) than for pyrimidine ($\sim 0.2$ eV).

The structures of benzene, pyridine and pyrimidine are similar and therefore the low-energy electron scattering for these systems give fairly similar results (with explained differences in cross section at low energies for molecules with and without dipole moment). The difference between benzene and pyridine cross section is more significant than between the pyridine and pyrimidine one. It is expected that replacing one atom in the homogeneous carbon ring, gives bigger effect than replacing one carbon in inhomogeneous ring. The presence of one nitrogen in the 6-membered ring lowers the symmetry of the system and therefore destroys the degeneracy of the first $\pi^*$ orbital and lower its energy.
PYRIDINE-WATER

C.1 PYR-H\textsubscript{2}O, PYR AND WATER HF ORBITALS

Table C.1 presents HF orbitals for pyridine-water, pyridine and water determined with the compact basis set (cc-pVDZ), listed in increasing energy order. Generated by MOLDEN with the contour parameter: space = 0.0500.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pyridine-water</td>
<td></td>
<td></td>
<td>Pyridine</td>
<td></td>
<td></td>
<td>Water</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-20.5097 Ha</td>
<td>1 a'</td>
<td>1</td>
<td>-20.5473 Ha</td>
<td></td>
<td>1</td>
<td>-20.5473 Ha</td>
<td>1 a_1</td>
</tr>
<tr>
<td>2</td>
<td>-15.5807 Ha</td>
<td>2 a'</td>
<td>1</td>
<td>-15.5676 Ha</td>
<td></td>
<td>1</td>
<td>-15.5676 Ha</td>
<td>1 a_1</td>
</tr>
<tr>
<td>3</td>
<td>-11.2884 Ha</td>
<td>1 a”</td>
<td>2</td>
<td>-11.2792 Ha</td>
<td></td>
<td>1</td>
<td>-11.2792 Ha</td>
<td>1 b_2</td>
</tr>
<tr>
<td>4</td>
<td>-11.2884 Ha</td>
<td>3 a’</td>
<td>3</td>
<td>-11.2791 Ha</td>
<td></td>
<td>2</td>
<td>-11.2791 Ha</td>
<td>2 a_1</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
<td>-------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-11.2727 Ha</td>
<td>4 a'</td>
<td>4 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-11.2542 Ha</td>
<td>2 a''</td>
<td>5 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-11.2542 Ha</td>
<td>5 a'</td>
<td>6 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-1.3051 Ha</td>
<td>6 a'</td>
<td>2 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-1.2809 Ha</td>
<td>7 a'</td>
<td>7 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-1.1035 Ha</td>
<td>8 a'</td>
<td>6 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-1.0485 Ha</td>
<td>3 a''</td>
<td>9 b_2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-0.8713 Ha</td>
<td>4 a''</td>
<td>4 b_2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-0.8695 Ha</td>
<td>9 a'</td>
<td>7 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-0.7347 Ha</td>
<td>10 a'</td>
<td>8 a_1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Orbital</td>
<td>Energy (Ha)</td>
<td></td>
<td>Orbital</td>
<td>Energy (Ha)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
<td>-------------</td>
<td>---</td>
<td>---------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5 a''</td>
<td>-0.6747</td>
<td>13</td>
<td>5 b_2</td>
<td>-0.6551</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>11 a'</td>
<td>-0.6693</td>
<td>14</td>
<td></td>
<td>-0.7094</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>12 a'</td>
<td>-0.6614</td>
<td>15</td>
<td></td>
<td>-0.6509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>6 a''</td>
<td>-0.6088</td>
<td>16</td>
<td></td>
<td>-0.5934</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>13 a'</td>
<td>-0.5875</td>
<td>17</td>
<td></td>
<td>-0.5730</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>14 a'</td>
<td>-0.5575</td>
<td>18</td>
<td></td>
<td>-0.5360</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>15 a'</td>
<td>-0.5353</td>
<td>19</td>
<td></td>
<td>-0.5640</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>7 a''</td>
<td>-0.5299</td>
<td>20</td>
<td></td>
<td>-0.5155</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>8 a''</td>
<td>-0.4582</td>
<td>21</td>
<td></td>
<td>-0.4931</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>16 a'</td>
<td>-0.4292</td>
<td>22</td>
<td></td>
<td>-0.4154</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Orbital Type</td>
<td>Energy (Ha)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-------------</td>
<td>-------------</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>$17 \alpha'$</td>
<td>-0.3966</td>
<td>20</td>
<td>$2 \beta_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>$9 \alpha''$</td>
<td>-0.3579</td>
<td>21</td>
<td>$1 \beta_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>$18 \alpha'$</td>
<td>0.1060</td>
<td>22</td>
<td>$3 \beta_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>$10 \alpha''$</td>
<td>0.1211</td>
<td>23</td>
<td>$2 \alpha_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>$19 \alpha'$</td>
<td>0.1728</td>
<td>24</td>
<td>$12 \alpha_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>$11 \alpha''$</td>
<td>0.2072</td>
<td>25</td>
<td>$8 \beta_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>$20 \alpha'$</td>
<td>0.2090</td>
<td>26</td>
<td>$13 \alpha_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>$21 \alpha'$</td>
<td>0.2376</td>
<td>27</td>
<td>$0.1878 \text{ Ha}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>$12 \alpha''$</td>
<td>0.2464</td>
<td>28</td>
<td>$5 \alpha_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>$22 \alpha'$</td>
<td>0.2596</td>
<td>29</td>
<td>$6 \alpha_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Orbital Energy (Ha)</td>
<td>Symmetry</td>
<td>Number</td>
<td>Label</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------------------</td>
<td>----------</td>
<td>--------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0.3323</td>
<td>23 $a'$</td>
<td>29</td>
<td>4 $b_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0.3391</td>
<td>24 $a'$</td>
<td>30</td>
<td>15 $a_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>0.4257</td>
<td>13 $a''$</td>
<td>31</td>
<td>10 $b_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>0.4295</td>
<td>25 $a'$</td>
<td>32</td>
<td>16 $a_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>0.4628</td>
<td>14 $a''$</td>
<td>33</td>
<td>11 $b_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.4737</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>0.5363</td>
<td>15 $a''$</td>
<td>34</td>
<td>12 $b_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>0.5639</td>
<td>27 $a'$</td>
<td>35</td>
<td>17 $a_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>0.6257</td>
<td>28 $a'$</td>
<td>36</td>
<td>18 $a_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>0.6548</td>
<td>29 $a'$</td>
<td>37</td>
<td>5 $b_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6797 Ha</td>
<td>0.6840 Ha</td>
<td>0.7060 Ha</td>
<td>0.7195 Ha</td>
<td>0.7156 Ha</td>
<td>0.7228 Ha</td>
<td>0.7161 Ha</td>
<td>0.7234 Ha</td>
</tr>
<tr>
<td>---</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td>16 a''</td>
<td></td>
<td></td>
<td>30 a'</td>
<td></td>
<td></td>
<td>17 a''</td>
</tr>
<tr>
<td>46</td>
<td>0.7060 Ha</td>
<td></td>
<td></td>
<td>0.7195 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30 a'</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.7156 Ha</td>
<td></td>
<td></td>
<td>0.7228 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>0.7161 Ha</td>
<td></td>
<td></td>
<td>0.7234 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>32 a'</td>
<td></td>
<td>0.7243 Ha</td>
<td></td>
<td></td>
<td></td>
<td>31 a'</td>
</tr>
<tr>
<td>51</td>
<td>0.7207 Ha</td>
<td></td>
<td></td>
<td>0.7346 Ha</td>
<td></td>
<td></td>
<td></td>
<td>31 a'</td>
</tr>
<tr>
<td>52</td>
<td></td>
<td></td>
<td></td>
<td>0.7260 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>0.7243 Ha</td>
<td></td>
<td></td>
<td>0.7245 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>0.7245 Ha</td>
<td></td>
<td></td>
<td>0.7260 Ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Energy (Ha)</td>
<td>a’/a”</td>
<td>Orbital</td>
<td>a’/a”</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-------------</td>
<td>-------</td>
<td>---------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>0.8385</td>
<td>35</td>
<td>47</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>0.8431</td>
<td>36</td>
<td>48</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>0.8685</td>
<td>21</td>
<td>49</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>0.8979</td>
<td>37</td>
<td>9</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>0.9372</td>
<td>22</td>
<td>50</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.9627</td>
<td>38</td>
<td>51</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>0.9860</td>
<td>39</td>
<td>52</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>1.0451</td>
<td>40</td>
<td>53</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>1.0729</td>
<td>23</td>
<td>54</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.1098</td>
<td>41</td>
<td>56</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>1.1244 Ha</td>
<td>42 a’</td>
<td>55</td>
<td>1.0838 Ha</td>
<td>25 a_1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1607 Ha</td>
<td>57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>1.1568 Ha</td>
<td>24 a”</td>
<td>58</td>
<td>1.1644 Ha</td>
<td>5 a_2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1724 Ha</td>
<td>25 a”</td>
<td>59</td>
<td>1.1920 Ha</td>
<td>19 b_2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>1.2011 Ha</td>
<td>43 a’</td>
<td>60</td>
<td>1.2126 Ha</td>
<td>27 a_1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>1.2077 Ha</td>
<td>44 a’</td>
<td>61</td>
<td>1.1612 Ha</td>
<td>10</td>
<td>9 a_1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>1.2147 Ha</td>
<td>26 a”</td>
<td>62</td>
<td>1.2211 Ha</td>
<td>20 b_2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>1.2352 Ha</td>
<td>27 a”</td>
<td>63</td>
<td>1.2427 Ha</td>
<td>6 a_2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>1.2509 Ha</td>
<td>28 a”</td>
<td>64</td>
<td>1.2009 Ha</td>
<td>11</td>
<td>2 b_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>1.2662 Ha</td>
<td>45 a’</td>
<td>65</td>
<td>1.2708 Ha</td>
<td>10 b_1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table C.1: HF orbitals of pyridine-water, pyridine and water. The numbers in first columns for each molecule (No.) indicate the number of orbitals. In the second columns for each molecules (Orbital) is given energy in Hartree and shape of orbitals. The numbers in third columns (Sym.) indicate number of orbital per symmetry and its irreducible representation.
C.2 Polarizability

Below we present our results for an approach described in section 4.1.3 of chapter 4 (to find out the optimal number of virtual orbitals to include in our calculations by looking at how the polarizability changes depending on the number of virtual orbitals). The results are illustrated in figure C.1. The graph shows the dependence of the resonance energies on the polarizability and the number of virtual orbitals used in the calculations. It can be seen that the best agreement with the experimental resonance positions for pyridine (red dashed line) is for 35 v.o. and polarizability of 70.41 $\alpha^3$. This value is bigger than the experimental value of polarizability: 64.10 $\alpha^3$ [147, 148] (purple constant line) and the reference calculated value of 60.00 $\alpha^3$ [145] (purple dashed line). Unfortunately, to the best of our knowledge an experimental value of Pyr-H$_2$O polarizability has not been published. The only reference value is the calculated value of 68.16 $\alpha^3$ [145] (see table 4.1 or figure C.1). Since we only know the calculated value of polarizability for Pyr-H$_2$O our idea was to calculate a percent of how much more polarizability we include in our calculations in accordance to the reference calculated value of pyridine polarizability. Then we could assume that we should include of the same percentage more polarizability than the reference calculated value for Pyr-H$_2$O. However, our calculations for formic acid (see figure C.2) show that we obtain good agreement with the experimental resonance position (red dashed line) including less polarizability (17.68 $\alpha^3$) than the experimental value (22.4 $\alpha^3$ [112], purple dashed line). Moreover, the formic acid polarizability, as a function of number of virtual orbitals, presented in figure 4.3 in section 4.1.3 does not reach the experimental value of polarizability. The results for Pyr and FA are inconsistent, therefore there is no straightforward link between polarizability and the right energy of resonances. Consequently, we cannot derive any prediction of how much polarizability included in Pyr-H$_2$O calculations will give the right resonance positions based on information for Pyr.
APPENDIX C. PYRIDINE-WATER

C.2. POLARIZABILITY

Figure C.1: Energy (vertical axis) of the $1^2B_1$ and $1^2A_2$ resonances as a function of the number of virtual orbitals used in the calculations (upper axis) and polarizability described (bottom axis). The systems are indicated in the panel. The horizontal red dashed lines indicate the experimental resonance energies (only in the pyridine graph). The vertical purple dotted dashed lines indicate the accurate calculated value of the polarizability taken from the literature [145]. The vertical purple constant line indicates the experimental polarizability [147, 148].

Figure C.2: Energy (vertical axis) of the $1^2A''$ formic acid resonance as a function of the number of virtual orbitals used in the calculations (upper axis) and polarizability described (bottom axis). The horizontal red dashed lines indicate the experimental resonance energies. The vertical purple line indicates the experimental polarizability [112].
D.1 THY AND THY-(H₂O)⁵ HF ORBITALS

Table D.1 presents HF orbitals for Thy G2, Thy G3, Thy-(H₂O)₅ ABCDE and Thy-(H₂O)₅ ACDEF determined with the compact basis set (cc-pVDZ), listed in increasing energy order. Generated by MOLDEN with the contour parameter: space = 0.0500.

The orbitals for thymine in equilibrium geometry (G1) are virtually identical in shape to those of Thy G2 therefore they are not presented here. However, the Thy G1 orbital energies are higher than those of Thy G2.

<table>
<thead>
<tr>
<th>No.</th>
<th>Thy G2</th>
<th>No.</th>
<th>Thy-(H₂O)₅ ABCDE</th>
<th>No.</th>
<th>Thy G3</th>
<th>No.</th>
<th>Thy-(H₂O)₅ ACDEF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td>-20.5615 Ha</td>
<td>1</td>
<td></td>
<td>1</td>
<td>-20.5649 Ha</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>-20.5521 Ha</td>
<td>2</td>
<td></td>
<td>2</td>
<td>-20.5600 Ha</td>
</tr>
<tr>
<td>1</td>
<td>-20.5354 Ha</td>
<td>3</td>
<td>-20.5518 Ha</td>
<td>1</td>
<td>-20.5386 Ha</td>
<td>3</td>
<td>-20.5531 Ha</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-20.5516 Ha</td>
<td></td>
<td>-20.5474 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>-------------</td>
<td>---</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-20.5497 Ha</td>
<td></td>
<td>-20.5441 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>-20.5315 Ha</td>
<td>2</td>
<td>-20.5429 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>-20.5168 Ha</td>
<td>7</td>
<td>-20.5291 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>-15.6449 Ha</td>
<td>3</td>
<td>-15.6305 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>-15.6290 Ha</td>
<td>4</td>
<td>-15.6138 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>-11.4152 Ha</td>
<td>5</td>
<td>-11.4273 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>-11.3739 Ha</td>
<td>6</td>
<td>-11.3860 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>-11.3319 Ha</td>
<td>7</td>
<td>-11.3322 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>-11.2589 Ha</td>
<td>8</td>
<td>-11.2610 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>-11.2440 Ha</td>
<td>9</td>
<td>-11.2460 Ha</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Index</td>
<td>Value</td>
<td>Index</td>
<td>Value</td>
<td>Index</td>
<td>Value</td>
<td>Index</td>
<td>Value</td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
</tr>
<tr>
<td>10</td>
<td>-1.4286 Ha</td>
<td>15</td>
<td>-1.4333 Ha</td>
<td>10</td>
<td>-1.4102 Ha</td>
<td>15</td>
<td>-1.4213 Ha</td>
</tr>
<tr>
<td>11</td>
<td>-1.3817 Ha</td>
<td>16</td>
<td>-1.4039 Ha</td>
<td>11</td>
<td>-1.3721 Ha</td>
<td>16</td>
<td>-1.3853 Ha</td>
</tr>
<tr>
<td>12</td>
<td>-1.3079 Ha</td>
<td>21</td>
<td>-1.3044 Ha</td>
<td>12</td>
<td>-1.2935 Ha</td>
<td>21</td>
<td>-1.3043 Ha</td>
</tr>
<tr>
<td>13</td>
<td>-1.2428 Ha</td>
<td>23</td>
<td>-1.2371 Ha</td>
<td>13</td>
<td>-1.2368 Ha</td>
<td>23</td>
<td>-1.2261 Ha</td>
</tr>
<tr>
<td>14</td>
<td>-1.1070 Ha</td>
<td>24</td>
<td>-1.1030 Ha</td>
<td>14</td>
<td>-1.1039 Ha</td>
<td>24</td>
<td>-1.1004 Ha</td>
</tr>
<tr>
<td>15</td>
<td>-0.9691 Ha</td>
<td>25</td>
<td>-0.9622 Ha</td>
<td>15</td>
<td>-0.9664 Ha</td>
<td>25</td>
<td>-0.9632 Ha</td>
</tr>
<tr>
<td>16</td>
<td>-0.9171 Ha</td>
<td>26</td>
<td>-0.9142 Ha</td>
<td>16</td>
<td>-0.9117 Ha</td>
<td>26</td>
<td>-0.9071 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image1.png" alt="Image" /></td>
<td></td>
<td><img src="image2.png" alt="Image" /></td>
<td></td>
<td><img src="image3.png" alt="Image" /></td>
<td></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>17</td>
<td>-0.8924 Ha</td>
<td>27</td>
<td>-0.8896 Ha</td>
<td>17</td>
<td>-0.8878 Ha</td>
<td>27</td>
<td>-0.8827 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image5.png" alt="Image" /></td>
<td></td>
<td><img src="image6.png" alt="Image" /></td>
<td></td>
<td><img src="image7.png" alt="Image" /></td>
<td></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>19</td>
<td>-0.7684 Ha</td>
<td>28</td>
<td>-0.7702 Ha</td>
<td>18</td>
<td>-0.7630 Ha</td>
<td>28</td>
<td>-0.7627 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image9.png" alt="Image" /></td>
<td></td>
<td><img src="image10.png" alt="Image" /></td>
<td></td>
<td><img src="image11.png" alt="Image" /></td>
<td></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>18</td>
<td>-0.7695 Ha</td>
<td>29</td>
<td>-0.7645 Ha</td>
<td>19</td>
<td>-0.7615 Ha</td>
<td>29</td>
<td>-0.7612 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image13.png" alt="Image" /></td>
<td></td>
<td><img src="image14.png" alt="Image" /></td>
<td></td>
<td><img src="image15.png" alt="Image" /></td>
<td></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>30</td>
<td>-0.7320 Ha</td>
<td></td>
<td>-0.7256 Ha</td>
<td>30</td>
<td></td>
<td><img src="image17.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>-0.7255 Ha</td>
<td></td>
<td>-0.7111 Ha</td>
<td>31</td>
<td></td>
<td><img src="image18.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>-0.7124 Ha</td>
<td></td>
<td>-0.7045 Ha</td>
<td>32</td>
<td></td>
<td><img src="image19.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>-0.7098 Ha</td>
<td></td>
<td>-0.7009 Ha</td>
<td>33</td>
<td></td>
<td><img src="image20.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-0.7058 Ha</td>
<td>34</td>
<td>-0.6981 Ha</td>
<td>20</td>
<td>-0.6998 Ha</td>
<td>34</td>
<td>-0.6927 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image21.png" alt="Image" /></td>
<td></td>
<td><img src="image22.png" alt="Image" /></td>
<td></td>
<td><img src="image23.png" alt="Image" /></td>
<td></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>35</td>
<td>-0.6811 Ha</td>
<td></td>
<td>-0.6780 Ha</td>
<td>35</td>
<td></td>
<td><img src="image25.png" alt="Image" /></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-0.6663 Ha</td>
<td>36</td>
<td>-0.6640 Ha</td>
<td>21</td>
<td>-0.6635 Ha</td>
<td>36</td>
<td>-0.6630 Ha</td>
</tr>
<tr>
<td></td>
<td><img src="image26.png" alt="Image" /></td>
<td></td>
<td><img src="image27.png" alt="Image" /></td>
<td></td>
<td><img src="image28.png" alt="Image" /></td>
<td></td>
<td><img src="image29.png" alt="Image" /></td>
</tr>
</tbody>
</table>
## D.1. THY AND THY-(H$_2$O)$_5$ HF ORBITALS

<table>
<thead>
<tr>
<th>Number</th>
<th>Energy (Ha)</th>
<th>Number</th>
<th>Energy (Ha)</th>
<th>Number</th>
<th>Energy (Ha)</th>
<th>Number</th>
<th>Energy (Ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>-0.6654</td>
<td>37</td>
<td>-0.6598</td>
<td>22</td>
<td>-0.6584</td>
<td>37</td>
<td>-0.6541</td>
</tr>
<tr>
<td>23</td>
<td>-0.6300</td>
<td>38</td>
<td>-0.6381</td>
<td>23</td>
<td>-0.6170</td>
<td>38</td>
<td>-0.6323</td>
</tr>
<tr>
<td>24</td>
<td>-0.6047</td>
<td>39</td>
<td>-0.6163</td>
<td>24</td>
<td>-0.6048</td>
<td>39</td>
<td>-0.6134</td>
</tr>
<tr>
<td>25</td>
<td>-0.5935</td>
<td>40</td>
<td>-0.5983</td>
<td>25</td>
<td>-0.5827</td>
<td>40</td>
<td>-0.5846</td>
</tr>
<tr>
<td>26</td>
<td>-0.5856</td>
<td>41</td>
<td>-0.5856</td>
<td>26</td>
<td>-0.5823</td>
<td>41</td>
<td>-0.5786</td>
</tr>
<tr>
<td>27</td>
<td>-0.5530</td>
<td>42</td>
<td>-0.5663</td>
<td>27</td>
<td>-0.5648</td>
<td>42</td>
<td>-0.5659</td>
</tr>
<tr>
<td>28</td>
<td>-0.5468</td>
<td>43</td>
<td>-0.5583</td>
<td>28</td>
<td>-0.5571</td>
<td>43</td>
<td>-0.5571</td>
</tr>
<tr>
<td>29</td>
<td>-0.5494</td>
<td>44</td>
<td>-0.5566</td>
<td>29</td>
<td>-0.5522</td>
<td>44</td>
<td>-0.5522</td>
</tr>
<tr>
<td>30</td>
<td>-0.5497</td>
<td>45</td>
<td>-0.5485</td>
<td>30</td>
<td>-0.5452</td>
<td>45</td>
<td>-0.5452</td>
</tr>
<tr>
<td>31</td>
<td>-0.5470</td>
<td>46</td>
<td>-0.5435</td>
<td>31</td>
<td>-0.5445</td>
<td>46</td>
<td>-0.5445</td>
</tr>
<tr>
<td>32</td>
<td>-0.5445</td>
<td>47</td>
<td>-0.5452</td>
<td>32</td>
<td>-0.5425</td>
<td>47</td>
<td>-0.5425</td>
</tr>
</tbody>
</table>
### APPENDIX D. THYMINE-WATER

#### D.1. THY AND THY-(H\textsubscript{2}O)\textsubscript{5} HF ORBITALS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>-0.5307 Ha</th>
<th></th>
<th>-0.5313 Ha</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td></td>
<td><img src="image1.png" alt="Image" /></td>
<td>48</td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.5084 Ha</td>
<td></td>
<td>-0.5062 Ha</td>
</tr>
<tr>
<td>49</td>
<td></td>
<td><img src="image3.png" alt="Image" /></td>
<td>49</td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.5064 Ha</td>
<td></td>
<td>-0.5023 Ha</td>
</tr>
<tr>
<td>29</td>
<td>50</td>
<td><img src="image5.png" alt="Image" /></td>
<td>29</td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4986 Ha</td>
<td></td>
<td>-0.4982 Ha</td>
</tr>
<tr>
<td>51</td>
<td></td>
<td><img src="image7.png" alt="Image" /></td>
<td>51</td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4927 Ha</td>
<td></td>
<td>-0.4929 Ha</td>
</tr>
<tr>
<td>52</td>
<td></td>
<td><img src="image9.png" alt="Image" /></td>
<td>52</td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4925 Ha</td>
<td></td>
<td>-0.4801 Ha</td>
</tr>
<tr>
<td>53</td>
<td></td>
<td><img src="image11.png" alt="Image" /></td>
<td>53</td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4682 Ha</td>
<td></td>
<td>-0.4776 Ha</td>
</tr>
<tr>
<td>30</td>
<td>54</td>
<td><img src="image13.png" alt="Image" /></td>
<td>54</td>
<td><img src="image14.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4610 Ha</td>
<td></td>
<td>-0.4636 Ha</td>
</tr>
<tr>
<td>55</td>
<td>30</td>
<td><img src="image15.png" alt="Image" /></td>
<td>55</td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4353 Ha</td>
<td></td>
<td>-0.4434 Ha</td>
</tr>
<tr>
<td>31</td>
<td>56</td>
<td><img src="image17.png" alt="Image" /></td>
<td>31</td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4524 Ha</td>
<td></td>
<td>-0.4201 Ha</td>
</tr>
<tr>
<td>57</td>
<td>32</td>
<td><img src="image19.png" alt="Image" /></td>
<td>57</td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.4367 Ha</td>
<td></td>
<td>-0.4274 Ha</td>
</tr>
<tr>
<td>32</td>
<td>57</td>
<td><img src="image21.png" alt="Image" /></td>
<td>57</td>
<td><img src="image22.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.3473 Ha</td>
<td></td>
<td>-0.3470 Ha</td>
</tr>
<tr>
<td>33</td>
<td>58</td>
<td><img src="image23.png" alt="Image" /></td>
<td>33</td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.3442 Ha</td>
<td></td>
<td>-0.3479 Ha</td>
</tr>
<tr>
<td>58</td>
<td>33</td>
<td><img src="image25.png" alt="Image" /></td>
<td>58</td>
<td><img src="image26.png" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>0.1041 Ha</td>
<td>0.1033 Ha</td>
<td>0.0970 Ha</td>
<td>0.0997 Ha</td>
</tr>
<tr>
<td>---</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>34</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>35</td>
<td>0.1494 Ha</td>
<td>0.1695 Ha</td>
<td>0.1693 Ha</td>
<td>0.1555 Ha</td>
</tr>
<tr>
<td>36</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>37</td>
<td>0.1870 Ha</td>
<td>0.1909 Ha</td>
<td>0.1968 Ha</td>
<td>0.2069 Ha</td>
</tr>
<tr>
<td>38</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>39</td>
<td>0.2272 Ha</td>
<td>0.2423 Ha</td>
<td>0.2241 Ha</td>
<td>0.2575 Ha</td>
</tr>
<tr>
<td>40</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>41</td>
<td>0.2680 Ha</td>
<td>0.2853 Ha</td>
<td>0.2634 Ha</td>
<td>0.3002 Ha</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3199 Ha</td>
<td></td>
<td>0.3106 Ha</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>-----------</td>
<td>---</td>
<td>-----------</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td></td>
<td>70</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3354 Ha</td>
<td>42</td>
<td>0.3240 Ha</td>
</tr>
<tr>
<td>71</td>
<td></td>
<td></td>
<td>71</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>0.3336 Ha</td>
<td>42</td>
<td>0.3342 Ha</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3398 Ha</td>
<td>43</td>
<td>0.3534 Ha</td>
</tr>
<tr>
<td>72</td>
<td></td>
<td></td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td></td>
<td>0.3583 Ha</td>
<td>43</td>
<td>0.3540 Ha</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3531 Ha</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td></td>
<td></td>
<td>73</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3586 Ha</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td></td>
<td></td>
<td>74</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3757 Ha</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td></td>
<td></td>
<td>75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3824 Ha</td>
<td>76</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td></td>
<td></td>
<td>76</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3986 Ha</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td></td>
<td></td>
<td>77</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4259 Ha</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td></td>
<td></td>
<td>78</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3904 Ha</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td></td>
<td></td>
<td>79</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4430 Ha</td>
<td>44</td>
<td>0.3830 Ha</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td></td>
<td>80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4500 Ha</td>
<td>45</td>
<td>0.3998 Ha</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td></td>
<td>80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4104 Ha</td>
<td>45</td>
<td>0.4459 Ha</td>
</tr>
</tbody>
</table>

**APPENDIX D. THYMINE-WATER**

D.1. THY AND THY-(H$_2$O)$_5$ HF ORBITALS
| 46 | 0.4144 Ha | 46 | 0.4113 Ha | 46 | 0.4661 Ha |
| 47 | 0.4531 Ha | 47 | 0.4444 Ha | 47 | 0.4818 Ha |
| 48 | 0.4836 Ha | 48 | 0.4824 Ha | 48 | 0.4928 Ha |
| 49 | 0.5016 Ha | 49 | 0.4937 Ha | 49 | 0.5153 Ha |
| 50 | 0.5240 Ha | 50 | 0.5145 Ha | 50 | 0.5351 Ha |
| 51 | 0.5717 Ha | 51 | 0.5701 Ha | 51 | 0.5742 Ha |
| 52 | 0.5923 Ha | 52 | 0.5926 Ha | 52 | 0.5971 Ha |
| 53 | 0.6386 Ha | 53 | 0.6385 Ha | 53 | 0.6427 Ha |
| 54 | 0.6445 Ha | 54 | 0.6404 Ha | 54 | 0.6447 Ha |
| 55 | 0.6688 Ha | 55 | 0.6588 Ha | 55 | 0.6671 Ha |
| 56 | 0.6743 Ha | 56 | 0.6671 Ha | 56 | 0.6814 Ha |
|-----|------------|-------|-----|------------|-------|-----|------------|-------|-----|------------|-------|-----|------------|-------|
| 57  | 0.6973 Ha  |       | 92  | 0.7101 Ha  |       | 57  | 0.6896 Ha  |       | 92  | 0.6933 Ha  |       |
| 58  | 0.7361 Ha  |       | 93  | 0.7323 Ha  |       | 59  | 0.7432 Ha  |       | 94  | 0.7262 Ha  |       |
| 59  | 0.7476 Ha  |       | 96  | 0.7566 Ha  |       | 60  | 0.7472 Ha  |       | 97  | 0.7477 Ha  |       |
| 60  | 0.7508 Ha  |       | 99  | 0.8045 Ha  |       | 98  | 0.7809 Ha  |       | 98  | 0.7776 Ha  |       |
| 61  | 0.7809 Ha  |       | 100 | 0.8180 Ha  |       | 61  | 0.7739 Ha  |       | 100 | 0.8018 Ha  |       |
| 62  | 0.8175 Ha  |       | 101 | 0.8253 Ha  |       | 62  | 0.8092 Ha  |       | 101 | 0.8103 Ha  |       |
| 63  | 0.8517 Ha  |       | 102 | 0.8301 Ha  |       | 63  | 0.8288 Ha  |       | 102 | 0.8176 Ha  |       |

Table D.1: HF orbitals of Thy G2, Thy G3, Thy-(H$_2$O)$_5$ ABCDE and ACDEF. The numbers in the columns 'No.' indicate the number of orbitals for each of the system.
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