A Talk on the Wild Side: The Direct and Indirect Impact of Speech Recognition on Learning Gains

Conference or Workshop Item

How to cite:

For guidance on citations see FAQs.

© 2016 Unknown

Version: Accepted Manuscript

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright owners. For more information on Open Research Online’s data policy on reuse of materials please consult the policies page.
A Talk on the Wild Side: The Direct and Indirect Impact of Speech Recognition on Learning Gains.

Holmes, W. ¹, Mavrikis, M. ¹, Rummel, N. ², Grawemeyer, B. ³, Wiedmann, M. ², & Loibl, K. ²

¹ London Knowledge Lab, Institute of Education, University College London; ² Ruhr-Universität Bochum; ³ London Knowledge Lab, Birkbeck, University of London

Abstract

Research in the learning sciences and mathematics education has suggested that 'thinking aloud' (verbalization) can be important for learning. In a technology-mediated learning environment, speech might also help to promote learning by enabling the system to infer the students’ cognitive and affective state so that they can be provided a sequence of tasks and formative feedback, both of which are adapted to their needs. For these and associated reasons, we developed the iTalk2Learn platform that includes speech production and speech recognition for children learning about fractions. We investigated the impact of iTalk2Learn’s speech functionality in classrooms in the UK and Germany, with our results indicating that a speech-enabled learning environment has the potential to enhance student learning gains and engagement, both directly and indirectly.

Introduction

Research in the learning sciences and in mathematics education highlights the important role that speech plays in learning in general and in mathematics in particular. For example, researchers have shown multiple benefits of 'thinking aloud' (verbalization) for learning (e.g. Mercer, 1995) and have suggested that spoken reflection is a key strategy for stimulating retention for later recall (e.g., Freudenthal, 1981). Other research (e.g. Rajala et al., 2012) has shown that, when students are encouraged to give self-explanations about a target mathematical principle, their learning of that principle is enhanced.

Previous work in technology-mediated learning environments (e.g. LISTEN: Mostow & Aist, 2001; ITSPoke: Litman & Silliman, 2004; Autotutor: D’Mello et al., 2011) has suggested that speech might help to promote learning in at least three other interrelated ways: (1) speech might provide a natural interface beneficial to learning and might also allow learners who have not yet mastered written language to interact more easily, (2) what students say might be used to infer their cognitive state so that they can be provided an adaptive sequence of tasks and appropriate formative feedback, and (3) how students speak might be used to infer their affective state so they can be provided with affect-aware support.

Drawing upon the summative evaluation of a 3-year EU-funded research project, iTalk2Learn (FP7 grant agreement #318051), this paper investigates the direct and indirect impacts on learning of using speech recognition and speech production in an adaptive digital learning platform.
Method

Participants
The participants were all children aged between 8 and 12 years old, recruited from three schools in the UK (N = 117) and six schools in Germany (N = 159). Only children whose parents gave consent were included.

Materials
The study involved an adaptive digital learning platform, iTalk2Learn, developed to support children learning fractions. The system’s intervention model (Mazziotti et al., 2015), which was developed using a design-based research methodology (Design-Based Research Collective, 2003) and a series of Wizard of Oz studies (Mavrikis et al., 2014), combines a novel exploratory learning environment developed by the project (Fractions Lab: Hansen et al., 2015) with pre-existing structured practice environments (Maths Whizz in the UK and Fractions Tutor in Germany). Formative data was used to train Bayesian networks that determine affect-aware intelligent formative feedback strategies (c.f. Grawemeyer et al., 2015).

The system incorporates speech production functionality, with the aim of encouraging students to talk to the system because it talks to them. It also incorporates speech recognition functionality, trained with a corpus of children’s speech, with the aim of detecting indications of the student’s cognitive and affective states. This is used to provide a sequence of tasks and formative feedback, both of which are adapted to the student’s needs.

Procedure
Quasi-experimental studies were undertaken in authentic classrooms (i.e. in the ‘wild’) in the UK and in Germany in order to investigate the hypothesis: an adaptive system with speech enhances learning more than an adaptive system without speech. This paper reports data from two of three experimental conditions. The first (the speech condition) used the full iTalk2Learn platform including speech functionality. In the second (the non-speech condition), the speech functionality was switched off. Students were randomly allocated to conditions.

In each study, participating students completed a pre-test, a 40 minute session engaging with the iTalk2Learn system, and a post-test. Isomorphic versions of the pre- and post-tests (online questions presented to the students as being integral to the system and designed to assess procedural and conceptual knowledge of fractions) were assigned randomly (internal consistency at pre-test was $\alpha_{UK} = .58$, $\alpha_{DE} = .41$, and at post-test $\alpha_{UK} = .53$, $\alpha_{DE} = .42$).

In each condition, the students began by answering fractions tasks in Fractions Lab. In the speech condition, as they constructed their answer using the available fractions representations and tools, students were encouraged to ‘think aloud’. At the same time, they were provided formative feedback adapted
by means of a Bayesian network to their individual affective state, which was inferred from their speech and interaction (Grawemeyer et al., 2015): speech recognition was used to detect keywords associated with particular affective states (Grawemeyer et al., 2014), interaction data included whether or not feedback had been followed. A ‘student needs assessment’ component (Mazziotti et al., 2015) then determined the next task to be given to the student. This was based on whether they were under-, appropriately or over-challenged, which in turn was inferred from an analysis of prosodical cues (e.g. the length of a student’s spoken vowels and consonants) (Janning et al., 2015) and the amount of feedback that had been provided.

In contrast, in the non-speech condition, formative feedback was based only on the student’s task performance (Holmes et al., 2015), while the SNA determined the next task based only on the amount of formative feedback that had been provided.

**Results**

In the UK study, an ANOVA with time of measurement as the within-subjects factor and condition as the between-subjects factor revealed that learning gains in the speech condition ($d = .75$) were higher than in the non-speech condition ($d = .44$), but this difference was not statistically significant, $F(1,115) = 2.762, p = .099, \eta_p^2 = .023$. In the German study, a similar analysis showed that learning gains in the speech condition ($d = .75$) were also higher than in the non-speech condition ($d = .69$), although again this was not statistically significant, $F(1,157) < 1, p = .727, \eta_p^2 = .001$. Anecdotal evidence from class observations and interviews of a subsample of students (N=12) further suggested that the students were more engaged by the speech condition.

**Discussion**

We investigated the hypothesis that an adaptive digital platform with speech functionality enhances learning more than the same system without speech functionality. In fact, while neither the UK nor German result was statistically significant, the students’ learning outcomes did appear to benefit from the speech functionality. Encouraging students to speak during learning, to ‘think aloud’, and using that speech to help infer indications of the student’s cognitive and affective states, in order to determine an appropriate sequence of tasks and appropriate formative feedback, did appear to contribute both to learning gains and to student engagement.

Further research is now needed, both to test the reliability of these results and to tease them apart. In particular, we are interested in investigating both the direct impact on learning gains and engagement of speech functionality that is used to encourage a student to verbalize their thoughts, and the indirect impact on learning gains and engagement of speech functionality that is used to detect and adapt to a student’s cognitive and affective state.
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