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Abstract

This thesis presents theoretical and experimental investigations of atmospheric refraction and diffraction of sound over curved surfaces. The main contributions of this work are as follows:

• The development of an alternative method for calculating the influence of wind on sound propagation in the presence of a ground of finite impedance.

• The development of numerical models to calculate sound propagation due to monopole and dipole sources over cylindrical or spherical convex and concave surfaces of finite impedance.

• Laboratory measurements of sound propagation over curved surfaces and comparisons with the proposed theoretical and numerical models.

• The exploration of the theory for surface wave contributions in an upward refracting atmosphere in the light of obtained experimental data and observation of the surface waves above a convex surface.

• Experimental and theoretical investigations of the effectiveness of a barrier in the presence of sound speed gradients.
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Chapter 1

Introduction and literature review

Atmospheric refraction has been the subject of extensive research in the past five decades [4-7, 39, 76, 77]. Recent studies on the diffraction of sound over curved surfaces and its analogy to atmospheric refraction over flat ground surfaces have led to various solutions to the problem of predicting the effects of temperature and wind velocity gradients in the presence of flat ground surfaces [3, 8, 15, 19]. Despite the substantial progress in these areas, there remain many problems that are not well understood, such as: the effect of wind velocity on sound propagation, the diffraction of sound due to dipole sources, the existence of surface waves above a curved finite impedance surface, and the influence of sound speed gradients on the effectiveness of a noise barrier.

This thesis is divided into eight chapters. Following a brief introduction, this first chapter continues with a literature review. The literature review is split into five parts corresponding to the various topics in the thesis.

Chapter 2 is devoted to a theoretical study of sound propagation outdoors in the presence of vector wind velocity and sound speed gradients. The proposed numerical model differs from the conventional approach in which the effect of wind is replaced by an effective sound speed gradient.
Chapter 1

Chapter 3 and Chapter 4 describe respectively the theory and experimental investigations on diffraction of sound by convex surfaces. The theory is based on the residue series solution for a monopole source with a bilinear profile [3, 15]. It is extended to deal with propagation in an exponential profile, to dipole fields, and to propagation in three dimensions over spherical and cylindrical convex surfaces. Laboratory experiments have been conducted to validate the theoretical expressions derived in Chapter 3 for both monopole and dipole sources.

Theory and laboratory experiments on diffraction of sound by concave surfaces are reported in Chapter 5. The theory is based on the normal mode solution for a monopole source in a bilinear profile above finite impedance ground [9]. It is extended to deal with propagation in an exponential profile, to dipole fields, and to propagation in three dimensions over spherical and cylindrical concave surfaces. Laboratory experiments have been used to validate the theoretical expressions for both monopole and dipole sources.

In Chapter 6, the theory for the role of the surface wave pole in an upward refracting atmosphere suggested by Raspet et al [8] is explored and re-interpreted in the light of experimental data that has been obtained. Experimental evidence of the existence of the surface waves above a convex finite impedance surface is also shown in this chapter.

Chapter 7 discusses the effectiveness of a barrier in the presence of positive and negative sound speed gradients. A series of indoor experimental measurements have been performed to investigate the diffraction of sound from a barrier on the top of a convex or concave surface. Firstly, the boundary element method is used to compare with the experimental data on barrier performance over curved surfaces; secondly, it is used to predict the effectiveness of a barrier in the presence of both positive and negative sound speed
Chapter 8 summarizes the conclusions of Chapters 2-7 and presents some recommendations for future work.

1.1 Sound propagation outdoors in the presence of wind

Investigations of the effects of atmospheric temperature and wind on sound propagation may be traced back to around 1700 [78-82]. These early investigations have been followed by many extensive research projects. For the last fifty years, increased concern over outdoor sound propagation in a refracting atmosphere has led to significant advances, which have been summarized by Ingard [87], Delany [88], Piercy et al [89], Attenborough [55], L’Esperance et al [90] and Embleton [91].

Sound speed in the atmosphere depends on the temperature, and if the temperature varies with height in the medium, sound rays follow curved paths rather than straight lines. The radius of curvature of ray paths at any point is inversely proportional to the sound speed gradient at this point [79, 80]. If the temperature decreases with height above the ground, as is usually the case during the daytime, the sound rays will be refracted upward, and an observer at some distance from the source may be in a kind of acoustic shadow zone. At night, the ground usually cools by radiation faster than the atmosphere. There is generally an inversion of temperature gradient, and the sound rays will be bent downwards.

Wind speed increases with height above the ground. A sound ray propagating in the air will bend downwards along the downwind direction and bend upwards in the upwind direction. The radius of curvature of the rays is inversely proportional to the wind velocity gradient.
The vertical gradients of temperature and of wind velocity can be strong in the first few meters above the ground. In the vicinity of the ground, the variation of average wind velocity and that of average temperature with height for a large flat area appear similar in trend. Because of this, in a combined field of temperature and wind velocity gradients, a heuristic approximation has been used to replace the separate temperature and wind velocity profiles with an effective sound speed profile in the direction of propagation [3, 5, 92, 93].

There have been many attempts to model the effect of wind on sound propagation outdoors. Most of the previous attempts have used ray approximations [6, 7, 96-98], high-frequency asymptotic approximations [36, 99], and the fast field program (FFP) [1, 4, 100-102]. All of these have used the effective sound speed profile to approximate the effect of wind velocity gradients.

However, the use of the effective sound speed profile may cause errors since in fact the wind velocity profile is different from the temperature profile, although the effects of wind and temperature gradients appear similar in some aspects. Temperature is a scalar quantity, the refraction of sound produced by lapse or inversion conditions is therefore the same in all horizontal directions. In the simple case of a linear sound speed profile caused by a temperature gradient, the sound rays will be circular with constant radius [32]. Wind, however, produces refraction that is non-uniform in direction according to the vector component in the direction of propagation. Thus the refraction produced by the wind is zero when the sound propagates directly cross-wind, and increases progressively as the direction of propagation approaches the wind direction. In the simple case of a linear sound speed induced by the wind velocity gradient, the rays are assumed to be curved cylindrically [32].
In practice, wind speed gradients play at least as important a role as temperature gradients, as has been demonstrated in experimental investigations [103-104]. During daylight hours, sound propagation is usually affected by the wind velocity gradients. It is interesting therefore to examine the effect of wind on sound propagation outdoors.

Instead of using the effective sound-speed profile, Nijis and Wapenaar [112] developed a numerical model, in terms of a two-dimensional inverse Fourier transform, for studying sound propagation in an atmosphere including the effects of wind and temperature gradients. Their model assumes that the winds are horizontal and that the properties of the media only vary with altitude. They also assume that a one-dimensional Fourier transform will give correct results for propagation in the spatial direction corresponding to the wave number component in the presence of wind. Nijis and Wapenaar's implementation has caused some further discussions [94-95].

Many researchers have used the fast field program (FFP) [101, 109-111] or the chirp z-transform fast field program (CFFP) [93] to study the problem of sound propagation in an inhomogeneous medium with an arbitrary vector wind profile. The FFP and CFFP were developed for evaluation of the far-field sound pressure due to a point monopole source embedded in a medium with a vertically stratified effective sound-speed profile. Wilson [1] has modified the wave equation and allowed the FFP to compute the sound field in a stratified, moving medium. The computational method involves a 2-D FFP of horizontal wave-number spectrum rather than the previous 1-D FFPs. However, the maximum range of the calculations is limited by the computation time and memory requirement. Li et al [2] have developed a new CFFP-type program designated CFFPW that allows vector wind to be taken into account rather than the use of the effective sound-speed model in the conventional CFFP.
To address the effect of wind gradients separately from that of temperature gradients on sound propagation, a numerical approach that involves the evaluation of an inverse Fourier integral by the calculation of residues [58] can be developed. The residue theorem has been used in obtaining analytical solutions for a stationary stratified medium [3, 8]. The solution is known as the residue series solution in an upward refracting medium [3, 5, 8], and the normal mode solution in a downward refracting medium [9]. Pierce [3] has derived the solution for upward refraction above a complex impedance plane in terms of the residue series solution. Berry and Daigle [15] have improved Pierce’s residue series solution to achieve greater accuracy. Raspet et al [9] have derived the normal mode solution from the residue series for downward refraction above a complex impedance ground surface.

For sound propagation above an impedance ground in a refracting medium in the absence of wind, all these numerical models and computational codes should reduce to agree with the benchmark cases [10].

1.2 Diffraction by convex surfaces

The effects of temperature and wind velocity gradients, ignoring atmospheric turbulence, and the effects of ground terrain appear to be two separate topics. However, each of their effects on the sound field when treated separately is similar. The effects of temperature and wind velocity gradients can be deduced by analogy with propagation over certain equivalent ground shapes, and vice versa [13, 32]. There is a good analogy between propagation in a non-refracting medium having straight ray paths over a convex surface and propagation in an upward refracting atmosphere having concave curved ray paths over a flat ground [14, 45]. Many features of the sound field in an upward refracting medium can be studied under laboratory conditions over a carefully constructed convex surface. The
diffraction of sound in a manner that simulates sound propagation outdoors in an upward
refracting medium due to a temperature or wind velocity gradient offers an interesting
problem for study.

There has been considerable research into diffraction of electromagnetic waves by convex
cylinders [21, 105, 106]. The diffraction of sound by convex surfaces, with a radius of
curvature much larger than a wavelength, has been treated in great detail since the initial
work of Fock [48] for electromagnetic waves and subsequent works in acoustics by Pierce
[3] and others [15, 19, 20]. In recent years a substantial effort has been made in order to
develop asymptotic solutions for propagation over arbitrarily but sufficiently smooth
convex surfaces [107]. There are two particular types of convex surface, that of a sphere
and that of a long circular cylinder, that simulate sound propagation over a flat ground with
a sound speed gradient caused by temperature and sound propagation over a flat ground
with a sound speed gradient due to wind velocity, respectively.

Berry and Daigle [15] have proposed that the sound field above a cylindrical surface with
no refraction is analogous (cf. Figure 3.1) to the sound field above a flat ground with the
so-called bilinear sound speed gradient, described by Equation (1) in References [18]. They
have improved Pierce’s residue series solution [3] and derived a residue series solution that
enables the prediction of the sound field in the regions including the penumbra, the
insonified area and the shadow zone. The numerical predictions of Berry and Daigle’s
adaptation [15] agree well with their experimental measurements deep in the shadow zone,
but the agreement is less satisfactory in the vicinity of the shadow boundary.

Di and Gilbert [85] have indicated that a stricter analogy exists between a cylindrical
surface above which there is no refraction and a flat ground with the sound speed gradient
varying with height according to an exponential profile rather than a bilinear profile. This is expected to lead to the residue series solution for an exponential profile.

Pierce [26] divided the space external to a convex surface into a number of distinct regions (cf. Figure 1.1). These include an outer region in which the solution is adequately described by geometrical acoustics, an inner region that is in the immediate vicinity of the surface, and other regions as shown in Figure 1.1. The so-called geometrical acoustics solution for plane waves above a convex surface is described as a superposition of an incident and a reflected ray (cf. Figure 1.2). The geometrical acoustics solution for a point source radiating over a curved surface of finite impedance follows the same approach as that used to derive the geometrical acoustics solution for a plane incident wave [26, 29].

Pierce [26] suggested use of the matched asymptotic expansions (MAE) method for the inner region problems. The use of the MAE has proved useful in predicting the sound field in the penumbra region behind a convex cylinder [19, 20], but the MAE theory is restricted to the propagation of plane waves.

It has been shown [3] that the residue series solution developed for the case of a stratified atmosphere is valid for propagation above a curved surface, with approximations consistent with those applicable to a stratified atmosphere, if the vertical distances are interpreted as heights transverse to the curved surface, the horizontal distance is interpreted as the arc length along the curved surface, and the radius of curvature is interpreted as the radius of the curved surface.

The fast field program (FFP) [10] was developed for the prediction of underwater sound propagation [118-120] and has been adapted to model propagation in a stratified atmosphere [93, 101, 109]. Therefore, by means of the analogy described earlier, FFP can be used to predict the diffraction of sound by a convex surface.
An alternative approach for modelling sound propagation over a curved surface is to use Green's function techniques to develop an integral equation with the air-ground surface as the domain of integration [25, 108]. This integral equation is solved by the boundary element method (BEM). The use of the BEM has proved powerful in predicting the sound field diffracted by a barrier on a flat surface [24, 52]. In the BEM method, a curved surface may be modelled as a sequence of barriers [24].

To simulate the sound speed gradient induced by a temperature gradient, a spherical surface may be considered [32]. The geometrical solution for scattering of sound by a spherical surface is well-known [22, 106]. Following the procedures described by Jones [22] using the asymptotic approximations [106] for the Legendre polynomials, a factor connecting the sound field above a large spherical surface and that above a long cylindrical surface may be found [22].

Usually most theories available for predicting sound propagation over curved surfaces are expressed in terms of sound radiation from a point monopole source or for a plane incident wave. In practice, however, many noise sources are directional. For example, source descriptions in terms of dipoles are also useful [148, 149].

It appears difficult to extend the current MAE theory to allow the prediction of the sound field due to a dipole source. However, it is possible to extend the residue series solution for a monopole source to the residue series solution for dipole sources.
As well as the theoretical studies that have been pursued in this field, experimental investigations into sound propagation over convex cylinders have made considerable progress during the last twelve years [15, 20, 29, 32, 113, 104].

Figure 1.1 Different wave propagation regimes in the vicinity of the apex of a curved surface when a plane wave is incident from the left.

Figure 1.2 Illustration of the geometrical acoustics solution for the sound field in the illuminated region above a curved surface.
Almgren [32] used a curved ground scale model to simulate the effect of refraction due to a sound speed gradient on outdoor sound propagation. He measured the sound pressure relative to free field from a spark source above a convex cylinder that was constructed by a 4 mm thick Perspex sheet with an actual radius of curvature of 6.8 m [115, 116]. As he used a scale factor of 1:100, this radius of curvature corresponds to a constant sound speed gradient of \(-0.5 \text{ s}^{-1}\) in full-scale. Almgren reported good agreement between the ray-theoretical study and his measurement results.

Berry and Daigle [15] conducted a series of laboratory experiments of the diffraction of sound by rigid and finite impedance convex surfaces. The rigid convex surface was the cross section of a cylinder of radius 5 m, built by overlaying sheets of 0.25 in. masonite on a curved support structure. The finite impedance convex surface was obtained by covering the rigid surface with felt. The measurements were made in the frequency range between 0.3 and 10 kHz at receivers placed in all of the area within, and above, the shadow zone, for various source heights. Their measurements were compared to predictions of the residue series solution or of the geometrical acoustics solution. Berry and Daigle found that deep within the shadow zone, the residue series solution predictions and the measurements agreed typically within 0.5 dB. The same agreement is obtained between the measurements and the geometrical acoustics solution well above the shadow boundary. However, they reported that in the intermediate region the residue series solution does not converge at any frequency when ten terms are calculated. In the vicinity of the shadow boundary, predictions from the residue series solution were found to differ from the measurements by 2-5 dB.

Berthelot [19] suggested use of the shortest distance between the source and the receiver, \(d\), instead of the arc distance along the surface boundary from the source to the receiver,
in the residue series calculation that involves a Hankel function $H_0^1(k_n r)$, where $k_n$ is the horizontal wave number of $n$th term. He demonstrated that the residue series solution for a bilinear profile with his interpretation of $d$ yields better agreement with Berry and Daigle's measurements [15] in the penumbra region behind a long cylinder, in comparison with those using $r$. However, there is no rigorous justification for this modification [19]. It is expected that use of the residue series solution for an exponential profile might solve this problem because of the stricter analogy [85] that exists between propagation over a cylindrical surface and propagation in an exponential sound speed profile.

Kearns [29], Chambers [113], Berthelot and Zhou [20] used a convex surface formed from a section of plywood with a radius of curvature of approximately 2.5 m to investigate diffraction of sound. A surface with smaller finite impedance was obtained by covering the plywood with carpet. Both surfaces were described by the Delany and Bazley model [34] with flow resistivity of 80 MPa s m$^{-2}$ for bare plywood and 1.6 kPa s m$^{-2}$ for the carpet-covered surface. Their data were compared with predictions from the MAE theory and from the geometrical acoustics solution.

Berthelot and Zhou [20] found an interesting phenomenon in the penumbra region. The excess attenuation shows dips, which are equivalent to their peaks, at 10 kHz along the line of sight behind the apex of the carpet-covered convex surface. There are small discrepancies between the MAE calculations and the measurements. They mentioned that the cause of this phenomenon is not well understood. In Chapter 4, we investigate this phenomenon and show that the discrepancies increase as the scaled and nondimensionalized admittance, $q$, becomes larger.
1.3 Diffraction by concave surfaces

The diffraction of sound in a way that simulates sound propagation outdoors in a downward refracting medium due to a temperature or wind velocity gradient is also an interesting topic. There is a similar acoustic analogy for propagation above a concave surface to that described in Chapter 1.2 above a convex surface [45]. The analogy exists between propagation in a non-refracting medium having straight ray paths over a concave surface and propagation in a downward refracting atmosphere having convex curved ray paths over a flat ground [14, 45]. To validate the relevant theories relating the sound propagation in a downward refracting atmosphere, it is convenient to make measurements in the analogous configuration using laboratory conditions and studying propagation over a concave surface.

The FFP [101, 109-111] and the BEM [24, 52] have been used to predict sound propagation in a downward refracting medium [9, 10], and, therefore, they can be adapted to predict the diffraction of sound by a concave surface.

Rasmussen [6] has derived equations for sound pressure in terms of the Fock functions [48]. Raspet et al [9] follow the notation used by Berry and Daigle [15] for upward refraction. They have evaluated the sound pressure wave equation using the normal mode method, which resolves the propagating wave into discrete modes, for sound propagation in a downward refracting atmosphere above a complex impedance ground surface. The normal mode method has been used to predict low-frequency sound propagation from explosions [121] and from wind turbines [122]. In the normal mode method, the residue of the integrand is calculated at each pole of the integral, and the results summed to form the normal mode solution [9, 10]. According to Berry and Daigle's analogy [15], the sound
field above a concave surface with no refraction is analogous (cf. Figure 3.2) to the sound field above a flat ground with a positive bilinear sound speed gradient. Strictly the analogy is between propagation over a cylindrical concave surface above which there is no refraction and propagation over a flat ground with the sound speed gradient varying with height according to an exponential profile rather than a bilinear profile [85]. The normal mode solution is relatively robust [123], and it has the potential advantage of being able to predict propagation in various sound speed profiles [35]. The normal mode solution for a bilinear profile derived by Raspet et al [9] can be extended to the normal mode solution for an exponential profile. The resulting normal mode solution may be used to predict diffraction of sound by a cylindrical concave surface that simulates sound propagation in a downward refracting medium ignoring atmospheric turbulence.

During recent decades, much less attention has been paid to the diffraction of sound by a concave surface than to diffraction by a convex surface. Almgren [32] found that it is reasonable to simulate the influence of a positive and constant sound speed gradient on downward sound propagation by a concave surface. This method was validated by a ray-theoretical study and by experiments over a rigid (but with finite impedance) concave surface. The experiments were conducted above a cylindrical concave surface which was constructed from a 4 mm thick Perspex sheet with an inverted radius of curvature of 38 m. As he used a scale factor of 1:100, this radius of curvature corresponds to a constant sound speed gradient of 0.09 s⁻¹ in full-scale. The experimental results were compared to the sound pressure calculated using the theories of Pridmore-Brown [77, 117], Pierce [3], and Rasmussen [49] for a temperature stratified medium. The agreement is as good for positive gradients as for negative gradients over a rigid ground. Almgren suggested that this simulation should also be valid if the surface has finite impedance.
Gabillet et al [46] applied the Gaussian beam approach to atmospheric sound propagation in the presence of refraction above a ground surface. Calculations obtained from the Gaussian beam solution were compared with experimental measurements made above a concave surface to simulate propagation under downward refraction in the cases of both hard and finite impedance surfaces. The experiments were made above a hard cylindrical concave surface and a cylindrical concave surface of finite impedance. The hard concave surface was constructed by laying sheets of masonite over a concave structure with a radius of curvature of 20 m to simulate propagation in the presence of a sound speed gradient of 17.15 s⁻¹. The concave surface of finite impedance was obtained by using several layers of felt to cover the hard concave surface. They claimed that satisfactory agreement between Gaussian beam theory predictions and data exists only for higher frequencies when the receiver is not too close to the ground. When the receiver is within a few wavelengths of the ground, the Gaussian beam solution is difficult. Above a hard concave surface, good agreement between theoretical predictions and data was found only beyond 2 kHz, and above an impedance concave surface, agreement was found only for frequencies higher than 6 kHz.

The diffraction of sound by a concave surface, to simulate sound propagation in a downward refracting medium due to dipole sources has not been studied previously according to literature currently available. The normal mode solutions for a monopole source are extended to dipole sources in Chapter 5.

1.4 Surface waves

The propagation of sound from a point monopole source above porous ground surfaces is often modelled by the propagation of spherical waves above a complex impedance plane.
Some of the integral solutions to this problem show a pole in the complex wave number that leads to a distinct term that possesses the properties of a surface wave.

Tolstoy [70] describes a criterion for a wave to be a true surface wave based on the limit of the upper half-space becoming incompressible, i.e. the speed of sound tends to infinity while the density remains constant. A true surface wave will propagate along the surface independent of the body wave in the upper half-space. Raspet and Baird [43] have applied Tolstoy's criteria [70] to spherical waves propagating above an impedance boundary in a homogeneous medium and demonstrated that a true surface wave propagates along the surface independently of the body wave.

The existence of a surface wave above a porous ground in a homogeneous medium has been generally accepted [44]. For a source located close to the ground, a surface wave only exists when the reactive component of the acoustic impedance exceeds its resistive component [44, 91]. Embleton and Daigle [124] suggested that surface waves could be explained further by considering the particle motion. The surface waves exist above an impedance surface when the surface can influence the airborne particle velocity near the ground and reduce the phase velocity of sound waves in the air at the surface. Some of the energy in the air is trapped, regardless of the curvature of the incident sound field, and remains near the surface as the wave propagates from the source to the receiver [44, 68]. Daigle [67] and Daigle et al [68] examined the evidence for the nature of surface waves. They indicated that the surface wave is characterized by cylindrical spreading with increasing horizontal range, and by exponential decay with increasing vertical height above the ground, and propagates at a phase speed less than the speed of sound in the air.
Chapter 1

The surface wave over an impedance surface is a phenomenon that is special to acoustic waves. It does not exist for electromagnetic waves over ordinary ground because the electromagnetic reactance is inductive [91].

Some early studies of the fundamentals connected with acoustical surface waves were carried out by Brekhovskikh [63]. He examined the acoustic surface waves for a comb-like structure and a boundary with an elastic impedance. Ivanov-Shits and Rozhin [64] continued Brekhovskikh's work by attempting to verify experimentally the existence of the surface waves above a lattice of thin aluminum strips mounted on a rigid sheet of plywood. They measured the horizontal and vertical sound field over this comb-like structure using a battery of eleven speakers, rather than a point source that has been used in most work. Although some agreement between the measured and calculated values of the vertical attenuation and phase velocity was obtained, the experiment was not conclusive proof that the surface wave exists.

Thomasson [65] measured the vertical and horizontal attenuation of the surface wave over a rigidly backed porous layer, and used these measurements to derive values of the impedance. He showed a good agreement between the derived values of the impedance and the values measured using an impedance tube. Donato [42] studied the vertical and horizontal attenuation of the surface wave as a function of frequency by a similar method to Thomasson. His measurements were made above a square lattice of cavities constructed from overhead lighting panels mounted on a wooden board. Donato reported that the values of the impedance that were deduced from the measurements of the vertical and horizontal attenuation of the surface waves were consistent with the theoretical calculations of impedance.
The experiments conducted by Daigle [67] produced results indicative of a surface wave and showed the initial single pulse separating into two components with increasing horizontal range. This phenomenon has been confirmed by subsequent laboratory measurements above other similar model surfaces [68, 75]. Hutchinson-Howorth and Attenborough [69] performed similar experiments above a lattice-on-board surface using pulses. They reported that as the source and the receiver separation increases the surface wave arrival becomes distinct. The surface wave magnitude decreases rapidly with increasing receiver height due to the exponential decay. Daigle et al [44] studied the propagation of acoustical pulses generated from filtered gated sine waves above the model surface used by Donato [42]. They found good overall agreement between calculated and measured pulses despite the fact that the measured pulses do not show as much separation as expected for the idealized surface. It has been concluded [44] that the surface wave could be seen as a separate arrival from a component arriving earlier travelling at the speed of sound in air, above a porous ground in a homogeneous medium.

Acoustic surface waves along the ground have been discussed extensively for the case of a homogeneous atmosphere [40, 41, 74, 125, 126], but not for the case of a refracting medium. Raspet et al [8] have studied the relationship between the spherical wave analysis of sound propagation [42] in a homogeneous atmosphere and the residue series solution [3, 15] for upward refraction, and examined the behavior of the Airy function solution for upward refraction as the sound speed gradient tends to zero. They have found the relationship of this limit to Donato’s formulation for the homogeneous medium and shown that in an upward refracting atmosphere, for impedance phase angle greater than \( \pi/3 \), there is a residue series term that becomes the surface wave pole described by Donato, and that the surface wave contribution is most important in the transition region from the illuminated area to the shadow zone.
Pierce [3] has suggested a technique of pole searching for a ground surface of complex impedance in an upward refracting medium. Raspet et al [8] have indicated that this technique only works well for impedance phase angles less than $\frac{\pi}{3}$, but not for moderately large $q$ when the phase angle is greater than $\frac{\pi}{3}$, where $q$ is the scaled and nondimensionalized admittance (cf. Chapter 2). They modified Pierce’s technique and have proposed a new numerical scheme [8] that works for arbitrary phase and magnitude of $q$.

The existence of the surface wave in an upward refracting medium has been predicted by Raspet et al [8], but has not been observed unequivocally in propagation experiments. The lack of conclusive confirmation of surface waves in a refracting atmosphere has led to some controversy about their existence.

The acoustic analogy makes it possible to study the surface waves above a convex surface and hence to simulate sound propagation over an impedance ground in an upward refracting medium. A suitable comb-like surface has an impedance with an imaginary part that exceeds the real part. If the surface waves propagate at a velocity less than the velocity of the creeping waves, then the surface waves might be expected to show up as a separate arrival from a component arriving earlier travelling at the creeping wave speed.

Raspet et al [8] have assumed that a particular residue series term is a surface wave pole since it behaves in a different manner than the other residue series contributions. This assumption is checked in Chapter 6 by studying the properties of the surface waves above a convex surface.
1.5 Diffraction by a barrier in a refracting medium

Over the last half of this century, extensive research work has been carried out on sound propagation outdoors in the presence of a noise barrier, for the purpose of predicting barrier performance under a variety of conditions. From the vast literature [127-142] on predicting the diffracted sound field around a barrier, only a few studies have been concerned with estimating the performance of a barrier in a refracting medium.

Maekawa [127] investigated Kirchhoff's diffraction theory [128] and made model experiments. He proposed an empirical chart for predicting the diffraction of sound around a semi-infinite plane barrier in a free field. This method can be extended to predict the diffraction of sound around a semi-infinite barrier on the ground [135, 138, 139]. He also suggested a simple method for estimating the performance of a finite length barrier, based on the replacing an actual barrier by an equivalent thin screen with diffraction treated by the Kirchhoff approximation.

Pierce [129] developed asymptotic expressions for waves generated by a point monopole source in the vicinity of a barrier applicable at points both near and far from the shadow zone boundary of the barrier.

Sezenc [52] used the boundary element method (BEM) to study the diffraction of sound by barriers on the ground with a variety of shapes. Hothersall et al [24] used the BEM to predict the sound pressure behind a barrier on an impedance plane for various barrier configurations.

These treatments are restricted to propagation in a homogeneous medium with a constant sound speed profile. However, in practice gradients of temperature and wind velocity cause
the atmosphere to be inhomogeneous with a sound speed variation. In an inhomogeneous medium, sound ray paths become curved over the barrier. These curved ray paths may influence the performance of a barrier.

It is common to find that theoretical predictions of the barrier attenuation do not agree with measurements in field experiments. The discrepancies are mainly caused by the influence of atmospheric factors such as turbulence, wind and temperature gradients that have been ignored in most previous theoretical studies. De Jong and Stusnick [57] performed scale model experiments [140] in a low-speed wind tunnel to investigate the effect of the wind on the total insertion loss that is equivalent to the barrier reduction in their paper [57]. The total insertion loss of a barrier, which we denote by $IL_{total}$, is defined as the difference between the sound pressure level without a barrier in a homogeneous medium and the sound pressure level with a barrier in a refracting atmosphere. De Jong and Stusnick reported that in general $IL_{total}$ increased for upwind propagation and decreased for downwind propagation. However, values of $IL_{total}$ fluctuated significantly during the measurements due to the effects of turbulent scattering around the barrier.

Salomons [141] used the parabolic equation (PE) method to study sound diffraction by a barrier on an absorbing ground in a downwind situation with logarithmic sound speed profiles [142]. His work has shown that meteorology, apart from the effects of turbulence, often has significant effects on sound diffraction by a barrier, particularly in downwind situations. Salomons [53] also developed a new model, which is based on the theory of Pierce [3] for diffraction by a wedge in a homogeneous medium and Snell’s law for atmospheric refraction, to study a noise barrier in a refracting atmosphere. He reported that for downwind propagation over a barrier on absorbing ground, e.g. grassland, the total insertion loss $IL_{total}$ decreases with increasing distance behind the barrier. During
downwind propagation over a barrier on reflecting ground, however, the total insertion loss is predicted to remain constant. For upwind propagation, Salomons indicated that a noise barrier is very ineffective in the refractive shadow region. Further he found that the so-called barrier-induced wind-speed gradients have a small effect on the total insertion loss of the barrier.

The total insertion loss, $IL_{total}$, however, may not be a clear measure of the effectiveness of a barrier in a refracting medium because it includes meteorological effects. Gabillet et al [46] used a different measure, the barrier insertion loss, which we denote by $IL_{barrier}$, to characterize the effectiveness of a barrier on a curved surface that simulates propagation in a refracting medium. $IL_{barrier}$ is defined as the difference in sound pressure levels without and with a barrier. They conducted laboratory experiments above a rigid or a felt-covered concave surface, with a radius of curvature of 20 m, in the presence of a rigid thin barrier. Predictions from the Gaussian beam solution were compared with their measurements, but the results are not shown in terms of $IL_{barrier}$. Gabillet et al [46] reported that downward refraction does not necessarily destroy $IL_{barrier}$ when the ground surface is rigid. An explanation for this phenomenon is that the barrier may block the caustics resulting from the rays with multiple reflections near the ground. In the case where the concave surface is the felt-covered, Gabillet et al [46] claimed that the barrier insertion loss is negligible.

Rasmussen [54] developed a hybrid model for predictions to compare with his experimental data. The hybrid model is based on a combination of diffraction theory originating from Kouyoumjian and Pathak [143, 144] for a simple barrier in a stationary homogeneous atmosphere, and a Hankel transform [145, 146] for a point source in a layered atmosphere over an impedance ground surface. The experiments were made with a barrier placed on absorbing ground (the effective flow resistivity at the ground
\( \sigma_e = 20 \text{ kPa s m}^{-2} \), the effective rate of change of porosity with depth \( \alpha_e = 60 \text{ m}^{-1} \) under upwind and downwind conditions in a small open ended boundary layer wind tunnel with no temperature gradients. Data was obtained in a scale model using a 1:25 scaling factor and presented in terms of excess attenuation, EA, which is defined as sound pressure level relative to free field sound pressure level. Rasmussen [54] reported that this model is only useful under upwind conditions, but not under downwind conditions. For upwind propagation, the predictions of this model do not agree well with the measurements in the interference pattern, but there is a general agreement. For downwind propagation, there are considerable discrepancies between the model predictions and the measurements.

Hothersall et al [24] have shown that the BEM can be used to predict the sound field behind a barrier with a variety of configurations from a point source. In Chapter 7, we study the effect of a refracting medium on the performance of a barrier for various ground impedance surfaces by approximating a barrier on a curved surface by a multi-sided polygon and by using the existing BEM program.

1.6 Summary

This chapter has described the rationale for the thesis, has reviewed the existing theoretical and experimental work from the acoustical literature, and has given a brief introduction to each of the following chapters.
Chapter 2

Sound propagation outdoors in the presence of wind†

The study of sound propagation in the atmosphere remains a very challenging task even though a substantial effort has been made in this area in the last decade. Numerical methods for calculating propagation from a point monopole source over a locally reacting impedance ground in the presence of wind and temperature gradients have been developed recently [4-6]. These include a number of approximate schemes that address the effects of wind and temperature gradients by taking an effective sound speed into account. Use of an effective sound speed profile does not give an accurate representation of the propagation of sound in the presence of a wind gradient. It is possible to develop a rigorous integral formulation that includes a wind velocity profile explicitly without imposing an effective sound speed profile.

In this chapter, we propose an alternative method for calculating the effect of wind on sound propagation outdoors. It involves the evaluation of an inverse Fourier integral by contour deformation according to the residue theorem [58]. This method has been used when analytical solutions for propagation of sound in a stationary stratified medium are concerned [59]. The solution is known as the residue series solution for an upward refracting medium [3, 5, 8], or the normal mode solution for a downward refracting

† Parts of the work reported here have been published in [35].
medium [9]. This chapter offers a generalization of the previous results, and the previous theory is extended to include explicitly vector wind velocity profiles. As in previous studies, the effects of gravity, turbulence, absorption of sound, and the variation of density in the atmosphere are disregarded in this study.

2.1 The influence of wind and temperature gradients on sound propagation

To obtain insight into how wind and temperature gradients effect sound propagation separately, we begin by considering a point monopole source (strength $S_0$) located at $(0,0,z_j)$ above a locally reacting surface in a moving stratified medium. The mean velocity of air $u(z)$, and sound speed in the absence of wind $c(z)$ only vary with the height $z$. These variations cause the rays initially leaving the source in nearly horizontal directions to bend upwards or downwards with a radius of curvature [3] given by

$$R_c = \frac{\bar{c}(z)/|d\bar{c}(z)/dz|}{\rho},$$

(2.1.1)

where the effective sound speed, $\bar{c}(z)$, is defined as [39]

$$\bar{c}(z) = c(z) + u \cdot r,$$

(2.1.2)

where $u(z) = (u_x, u_y, 0)$ is the wind velocity assuming that the velocity is negligible in the $z$-direction. For mathematical convenience, the vector wind velocity can be expressed in a polar form

$$u_x = u \cos \psi_w \text{ and } u_y = u \sin \psi_w,$$

(2.1.3)

where $u$ and $\psi_w$ are the magnitude and the angle between the wind direction and the horizontal direction pointing from source to receiver, respectively.
Using the continuity and momentum equations [60], and the method of Fourier transformation, the acoustic pressure can be written in an integral form [61].

Introduce a Fourier transform pair for acoustic pressure $p(x, y, z)$ and $P(k_x, k_y, z)$ where

$$p(x, y, z) = \frac{1}{(2\pi)^{2}} \int \int P(k_x, k_y, z) \exp[i(k_x x + k_y y)] dk_x dk_y, \quad (2.1.4)$$

and

$$P(k_x, k_y, z) = \frac{1}{(2\pi)^{2}} \int \int p(x, y, z) \exp[-i(k_x x + k_y y)] dx dy. \quad (2.1.5)$$

Here $k_x$ and $k_y$ may be considered as the horizontal components of the wave number in a cylindrical polar coordinate system and they can be expressed in polar form:

$$k_x = k_r \cos \theta \quad \text{and} \quad k_y = k_r \sin \theta, \quad (2.1.6)$$

where $\theta$ is the azimuthal angle related to the positive $x$ axis, see Figure 2.1, and $k_r$ is the magnitude of the horizontal wave number. In Equation (2.1.4), time dependence $\exp(-i\omega_0 t)$, where $\omega_0$ is the angular frequency of the source, is understood. This satisfies the inhomogeneous Helmholtz equation if the velocity potential $\Phi(k_r, z)$ satisfies

$$\frac{d^2 \Phi}{dz^2} + k_r^2 \Phi(k_x, k_y, z) \Phi = 2\pi S_0 \delta(z - z_s), \quad (2.1.7)$$

where $S_0$ is the source strength, and

$$k_z(k_x, k_y, z) = \sqrt{(\omega_m/c)^2 - k_x^2 - k_y^2}, \quad (2.1.8)$$

may be interpreted as the vertical component of the wave number. The variable
\[ \omega_m(k_x,k_y,z) = \omega_0 - k_x u_x - k_y u_y, \]  

(2.1.9)

may be interpreted as the convected angular frequency. In the transformed space, the
velocity potential and acoustic pressure are related by

\[ P = \rho \omega_m \Phi. \]  

(2.1.10)

![Figure 2.1](image)

Figure 2.1 The spatial position of the propagation vector, \( \mathbf{k} \) and its components.

To obtain a finite and bounded solution for the acoustic pressure, it is important to select
the positive root of \( k_z \).

Substituting Equations (2.1.3) and (2.1.6) into Equation (2.1.9), the convected angular
frequency \( \omega_m \) can be rewritten in the polar form as
\( \omega_m(k,\varepsilon,z) = [k_0 n_c(z) - k_r M(z) \cos(\varepsilon - \psi_w)] c(z) \)  \hspace{1cm} (2.1.11)

where \( k_0 \equiv k(0) = \omega_0/c_0 \), \( c_0 = c(0) \), \( M(z) = u(z)/c(z) \) is the Mach number of wind, and \( n_c(z) \) is the index of refraction in the absence of wind, defined as

\[ n_c(z) = k(z)/k_0. \]  \hspace{1cm} (2.1.12)

Equation (2.1.8) then becomes

\[ k_r(k_r, \varepsilon, z) = \pm \sqrt{k^2(k_r, \varepsilon, z) - k_r^2} \]  \hspace{1cm} (2.1.13)

where

\[ \kappa(k_r, \varepsilon, z) = k_0 n_c(z) - k_r M(z) \cos(\varepsilon - \psi_w) \]  \hspace{1cm} (2.1.14)

is the wave number in the presence of wind. In the absence of wind, Equation (2.1.13) reduces to

\[ k_r(k_r, \varepsilon, z) = \pm k^2(z) - k_r^2 \]  \hspace{1cm} (2.1.15)

which is equivalent to the well-known form given in previous publications, for example, in References [4, 36].

For simplicity of the subsequent analysis, the problem is restricted so that there is only one turning point at \( z = z_r \) for a given \( k_r \) in Equation (2.1.13). On the basis of ray theory, the turning point happens where the slope of a ray path is zero, and corresponds to

\[ k_r(k_r, \varepsilon, z_r) = 0. \]  \hspace{1cm}

The analytical solutions for the transformed pressure \( P(k_r, \varepsilon, z) \) can be found differently for an upward refracting medium and for a downward refracting medium according to the corresponding sound speed gradient and boundary condition in each case [8, 9]. In the following sections, these two different situations will be discussed separately.
2.2 An upward refracting medium

A solution for $\tilde{\Phi}$ in Equation (2.1.7) is given by [62]

$$\tilde{\Phi}(k_x, \varepsilon, z) = \left[ \frac{\xi_x \xi_z}{k_x^2 k_z^2} \right]^{1/4} \left[ C_1 \left( \frac{\xi}{k_x^2} \right)^{1/4} \text{Ai}(-\xi) + C_2 \left( \frac{\xi}{k_z^2} \right)^{1/4} \text{Ai}(-\xi e^{2iz/3}) \right]$$  \hspace{1cm} (2.2.1)

where the subscripts $<$ and $>$ represent the parameters to be evaluated at heights of $z_\leq = \min(z, z_s)$ and $z_\geq = \max(z, z_s)$, and the abbreviations $\xi_\leq = \xi(k_x, \varepsilon, z_\leq)$, $\xi_\geq = \xi(k_x, \varepsilon, z_\geq)$, $k_\leq = k_x(k_x, \varepsilon, z_\leq)$ and $k_\geq = k_x(k_x, \varepsilon, z_\geq)$ are used; $\text{Ai}(\cdot)$ is the Airy function with respect to its argument; $C_1$ and $C_2$ are constants to be determined from the Sommerfeld radiation condition, the continuity of pressure at the source plane, the discontinuity of particle velocity at the source plane, and the impedance boundary condition

$$\frac{\partial P}{\partial z} + ik_0 \beta P = 0$$  \hspace{1cm} (2.2.2)

where $\beta$ is the normalized specific admittance of the impedance ground. In Equation (2.2.1), the variable $\xi(k_x, \varepsilon, z)$ may be regarded as a dimensionless scale factor that characterizes the variations of wind and temperature gradients in the atmosphere defined by

$$\xi(k_x, \varepsilon, z) = \left[ \frac{3}{2} \int_k^z k_x(k_x, \varepsilon, z) dz \right]^{2/3} \text{ if } z > z_i$$  \hspace{1cm} (2.2.3a)

or

$$\xi(k_x, \varepsilon, z) = -\left[ \frac{3}{2} \int_k^z \sqrt{-k_x^2(k_x, \varepsilon, z)} dz \right]^{2/3} \text{ if } z < z_i$$  \hspace{1cm} (2.2.3b)

To simplify the following analyses, we adjust the source strength $S_0$ in Equation (2.1.7) so that the sound pressure in a homogeneous medium can be reduced to the well-known form $\exp(ik_0d)/d$ where $d$ is the direct distance between the source and receiver. Substituting
Equation (2.2.1) into Equation (2.1.7), we obtain an approximate solution for the transformed acoustic pressure as

\[ P(k_r, \xi, z) = 2\pi e^{i\pi/4} \frac{\omega_m(k_r, \xi, z)}{\omega_m'(k_r, \xi, z)} \left[ \frac{\xi}{k_z} \right]^{1/4} \text{Ai}\left(-\xi e^{i2\pi/3}\right) \left[ \text{Ai}\left(-\xi e^{i2\pi/3}\right) - \Gamma \text{Ai}\left(-\xi e^{i2\pi/3}\right) \right], \]

(2.2.4)

where \( \Gamma \) may be considered to be the transformed reflection factor and given by

\[ \Gamma = \frac{\text{Ai}'\left(-\xi_0\right) - q\text{Ai}\left(-\xi_0\right)}{e^{i2\pi/3}\text{Ai}'\left(-\xi_0 e^{i2\pi/3}\right) - q\text{Ai}'\left(-\xi_0 e^{i2\pi/3}\right)}, \]

(2.2.5)

where \( \text{Ai}'(\cdot) \) is the derivative of the Airy function. The subscript 0 denotes that the variable is to be evaluated at \( z = 0 \), and \( q \) is a scaled and nondimensionalized admittance [35] defined by

\[ q = ik_0\beta l \]

(2.2.6)

where \( \beta \) is the normalized specific admittance of the impedance plane, and

\[ l = \left. \frac{1}{d\xi/dz} \right|_{z=0} = \frac{\xi_0}{\sqrt{k_0^2 - k_r^2}}, \]

(2.2.7)

\( l \) may be regarded as the so-called thickness of the creeping wave layer [8]. Note also that there are two other parameters, \( \partial \xi_0/\partial k_r \) and \( \partial q/\partial k_r \), to be determined for further calculation. They are given by

\[ \frac{\partial \xi_0}{\partial k_r} = -\left( \frac{1}{\sqrt{\xi_0}} \right)^0 \frac{k_r + M\kappa \cos(\psi_r - \psi_w)}{k_z} \left. dz \right|_{z}, \]

(2.2.8)

where \( \psi_r \) is the azimuthal angle of the receiver position, and

\[ \frac{\partial q}{\partial k_r} = \left( \frac{1}{2\xi_0} \frac{\partial \xi_0}{\partial k_r} + \frac{k_r}{k_0^2 - k_r^2} \right)q. \]

(2.2.9)

Substituting Equation (2.2.4) into Equation (2.1.4) yields the integral expression for the acoustic pressure as follows:
Chapter 2

Equations (2.1.13) and (2.1.14) are used in Equations (2.2.3a) and (2.2.3b) to rewrite $\xi(k_r, \varepsilon, z)$ in the form

$$\xi(k_r, \varepsilon, z) = \left[ \frac{3}{2} \int \left[ k_0 h(z) - k, M_\varepsilon(z) \right]^2 - k_r^2 dz \right]^{2/3} \text{ if } z > z_1 \quad (2.2.11a)$$

or

$$\xi(k_r, \varepsilon, z) = \left[ \frac{3}{2} \int k_r^2 - [k_0 h(z) - k, M_\varepsilon(z)]^2 dz \right]^{2/3} \text{ if } z < z_1 \quad (2.2.11b)$$

where

$$M_\varepsilon(z) = M(z) \cos(\psi_r - \psi_w) \quad (2.2.12)$$

is the effective Mach number. It is obvious that the effective Mach number is equal to the Mach number if the wind direction is the same as the direction of sound propagation.

Furthermore, the effect of a cross-wind can be ignored because the corresponding effective Mach number $M_\varepsilon(z) = 0$.

### 2.2.1 Residue series solution

The integral Equation (2.2.10) can be evaluated by summing the contribution of the poles in the first quadrant of the complex $k_r$ - plane [3, 8]. According to the residue theorem, it may be represented by the residue series solution

$$p(r, z) = e^{i\pi/4} \left[ \frac{8\pi}{r} \sum \frac{\omega_m(k_r, z)}{\omega_m(k_r, z_r)} \left[ \frac{\xi_k^2}{\xi_0^2} \right]^{1/4} \right]$$

$$\times \frac{\sqrt{k_n} \text{Ai}(-\xi_0 e^{i\pi/3}) \text{Ai}(-\xi e^{i\pi/3}) e^{ik_r r}}{\left[ (\xi_0 + q_n^2) \partial \xi_0 / \partial k_r - \partial q_n / \partial k_n \right] \text{Ai}(-\xi_0 e^{i\pi/3})^2}$$

(2.2.13)
where $\xi_0(k_n)$ are the zeros of the dispersion equation [36]

$$e^{i2\pi/3} \text{Ai}'(-\xi_0 e^{i2\pi/3}) - q_n \text{Ai}(-\xi_0 e^{i2\pi/3}) = 0,$$  \hspace{1cm} (2.2.14)

that appears in the denominator of the integrand in Equations (2.2.5), and $k_n$ is the wave number $k_r$ of the $n$th term. The overbars denote the variables to be evaluated at the pole $k_n$, such as $\xi_0 = \xi(k_n, 0)$, $\bar{\xi} = \bar{\xi}(k_n, z)$, and $\bar{k}_n = k_n(k_n, z)$. The scaled and nondimensionalized admittance $q_n$ and the thickness of creeping wave layer $l_n$ are functions of the wave number $k_n$ defined by

$$q_n = q_n(k_n) = ik_0 \beta l_n,$$  \hspace{1cm} (2.2.15)

$$l_n = l_n(k_n) = \sqrt{\frac{k_0^2}{(k_0^2 - k_n^2)}}.$$  \hspace{1cm} (2.2.16)

$\frac{\partial \xi_0}{\partial k_n}$ and $\frac{\partial q_n}{\partial k_n}$ in Equation (2.2.13) can be straightforwardly determined from Equations (2.2.8) and (2.2.9).

For convenience, in the following numerical analysis Equation (2.2.13) is rewritten in the form

$$p(r, z) = e^{i\pi/4} \sqrt{\frac{8\pi}{r}} \sum_n \frac{\omega_m(k_n, z)}{\omega_m(k_n, z)} \left[ \frac{\xi_0 \bar{\xi}}{k_n^2 (z)} \right]^{1/4} \times \frac{\sqrt{k_n} \text{Ai}(-\xi_0 e^{i2\pi/3}) \text{Ai}(-\xi e^{i2\pi/3}) e^{ik_n r}}{e^{-i2\pi/3} \frac{\partial \xi_0}{\partial k_n} \left[ \left( \text{Ai}'(b_n) \right)^2 - b_n \left( \text{Ai}(b_n) \right)^2 \right] - \frac{\partial q_n}{\partial k_n} \left[ \text{Ai}(b_n) \right]^2},$$

where

$$b_n = e^{i2\pi/3} (k_n^2 - k_0^2)^2$$  \hspace{1cm} (2.2.17)

are the zeros of the expression

$$\text{Ai}'(b_n) + q_n e^{i\pi/3} \text{Ai}(b_n) = 0.$$  \hspace{1cm} (2.2.18)
In principle, the sound field in the presence of wind can be calculated by summing the residue series terms given in Equation (2.2.17) for arbitrary wind velocity and sound speed profiles. However, closed form analytical solutions may be found only for a limited number of profiles. We shall discuss the solutions for a bilinear profile and for a linear profile in this chapter. The solution for an exponential profile will be investigated in the next chapter.

2.2.2 Numerical analysis

It should be noted that the residue series solution depends critically on the successful tracking of the poles that contribute to give the total sound field. In general, Equation (2.2.19) must be solved numerically to obtain the poles of $b_n$ and $k_n$. An efficient numerical method that will work for arbitrary wind velocity and sound speed profiles is described as follows. It is convenient to introduce an error function for the dispersion Equation (2.2.19) as

$$\Delta_1(b_n) = \text{Ai}'(b_n) + q_n e^{i\nu/3} \text{Ai}(b_n),$$

(2.2.20)

and another error function to determine $k_n$ such that

$$\Delta_2(b_n, k_n) = \bar{\xi}_0(k_n)e^{i\nu/3} + b_n,$$

(2.2.21)

where $\bar{\xi}_0(k_n)$ is given by Equation (2.2.11).

Extending the technique suggested by Pierce [3], we can find the poles from Equations (2.2.20) and (2.2.21) by minimizing the errors using the Newton-Raphson algorithm [16]. The first estimate used in the scheme for $b_n$ and $q_n$ is as follows:

$$b_n = a'_n + e^{-in/6} q_0 / a'_n$$

(2.2.22a)

if $q_0$ is small,

$$b_n = a_n + e^{2in/3} / q_0$$

(2.2.22b)

if $q_0$ is large,

where $a'_n$ is the $n$ th zero of the Airy function derivative, $a_n$ is the $n$ th zero of the Airy function [37], and
\[ q_0 = \frac{ik_0 \beta}{\sqrt{2(|a_r| + |a_w|)k_0^2}} \]  

(2.2.23)

where \( a_r \) and \( a_w \) are the normalized sound speed gradient due to temperature and the normalized wind velocity gradient, respectively, which are defined separately by

\[ a_r = \frac{1}{c(z)} \left. \frac{dc}{dz} \right|_{z=0} \]  

(2.2.24)

and

\[ a_w = \frac{1}{c(z)} \left. \frac{du}{dz} \right|_{z=0} \]  

(2.2.25)

In the case of upward refraction, both \( a_r \) and \( a_w \) are the negative values. The scaled and nondimensionalized admittance \( q_n \) is given by

\[ q_n = ik_0 \beta \sqrt{\frac{b_n e^{-i2\pi/3}}{k_n^2 - k_0^2}} \]  

(2.2.26)

where

\[ k_n = \sqrt{k_0^2 + 2(|a_r| + |a_w|)k_0^2} b_n e^{-i2\pi/3} \]  

(2.2.27)

Substituting the trial values of \( b_n \) and \( q_n \) given by Equations (2.2.22) and (2.2.26) into Equation (2.2.20), we can find \( b_n \) by minimizing \( |\Delta_1| \), as \( b_n \) are the only unknown variables in this equation. The next step is to substitute these new trial values of \( b_n \) into Equation (2.2.21) and minimize \( |\Delta_2| \) to find the roots of \( k_n \). This completes a cycle of two iterations for the determination of \( b_n \) and \( k_n \). After running the first cycle, new values of \( b_n, k_n \) and \( q_n \) have been produced to be used as the starting values for the next cycle of iteration. The iterative process can be used repeatedly to search for the pole locations by minimizing simultaneously the magnitude of the error functions \( |\Delta_1| \) and \( |\Delta_2| \) until \( b_n, k_n \) and \( q_n \) converge to the required accuracy.
To ensure the successful locations of all poles, for arbitrary phase and magnitude of $q_n$, especially for moderately large $q_n$ with the phase angles $[\varphi_n = \arg(q_n)], \varphi_n < \pi/6$, the above method can be extended by following the numerical scheme suggested by Raspet et al [8]. In this case, it is found necessary to start at $b_n = a_n'$, i.e. $q_0 = 0$ in Equation (2.2.19) and to increase $q_0$ in small steps of the order of 0.01. The solutions for $b_n$ and $k_n$ obtained from the previous $q_0$ are used as the initial values in the iterative cycle for the next $q_0$. Until the magnitude of $q_0$ reaches that given in Equation (2.2.23), we can follow the method described earlier to determine the poles.
2.3 A downward refracting medium

As mentioned above, the solution for a downward refracting medium differs from that for an upward refracting medium. However, by using essentially the same technique as that used in the case of upward propagation, the analytical solution can be found in the case of downward propagation. Only the solution is presented here, the details of the analysis are omitted.

2.3.1 Normal mode solution

The solution for the transformed pressure $P(k_r, \varepsilon, z)$ in a downward refracting medium is

$$P(k_r, \varepsilon, z) = 2\pi e^{i\pi/4} \frac{\omega_m(k_r, \varepsilon, z)}{\omega_m(k_r, \varepsilon, z_r)} \left[ \xi \xi_2 \right]^{1/4} \times \text{Ai}(-\xi) \left[ \text{Ai}(-\xi e^{i2\pi/3}) - \text{Ai}(-\xi) \right]$$

Similarly, with some tedious analyses, substituting Equation (2.3.1) into Equation (2.1.4) yields the integral expression for the acoustic pressure as follows:

$$p = e^{i\pi/4} \sqrt{\frac{8\pi}{r}} \frac{\omega_m(k, \varepsilon, z)}{\omega_m(k, \varepsilon, z_r)} \left[ \xi \xi_2 \right]^{1/4} \times \text{Ai}(-\xi) \left[ \text{Ai}(-\xi e^{i2\pi/3}) - \text{Ai}(-\xi) \right] \sqrt{k_r e^{i\theta}} \frac{e^{-i\theta}}{2\pi} d\theta$$

The equations above are very similar to those for the upward refracting medium except that the variables $\xi(k_r, \varepsilon, z)$ and $\Gamma$ are defined differently, i.e.

$$\xi(k_r, \varepsilon, z) = \left[ \frac{3}{2} z \int_{z_i}^{z} \left[ k_0 n_c(z) - k_r M_c(z) \right]^2 - k_r^2 \right]^{1/2} \quad \text{if } z < z_i$$

or

$$\xi(k_r, \varepsilon, z) = \left[ \frac{3}{2} z_i \int_{z_i}^{z} k_r^2 - \left[ k_0 n_c(z) - k_r M_c(z) \right]^2 \right]^{1/2} \quad \text{if } z > z_i$$

and
\[
G = \frac{e^{i2\pi j} Ai'(-\xi_0 e^{i2\pi j}) + qAi(-\xi_0 e^{i2\pi j})}{Ai'(-\xi_0) + qAi(-\xi_0)}.
\]

(2.3.4)

In a downward refracting medium, the integral Equation (2.3.2) can be evaluated in the same manner as that used in the case of an upward refracting medium. Similarly, we can sum the contributions from the poles in the first quadrant of the complex \( k_r \) - plane for the integrand in this equation [9]. The normal mode solution is the residue series for the acoustic pressure corresponding to downward refraction:

\[
p(r, z) = e^{i\pi/4} \sqrt{\frac{8\pi}{r}} \sum_{n} \frac{\omega_m(k_n, z)}{\omega_m(k_n, z_0)} \left[ -\frac{1}{k_1^2(z_0)k_2^2(z)} \right]^{1/4} \times \frac{\sqrt{k_n}Ai(-\xi_0)Ai(-\xi_0)e^{ik_0r}}{\frac{\partial}{\partial k_n} \left[ Ai'(\tau_n) \right]^2 - \tau_n \left[ Ai(\tau_n) \right]^2 + \frac{\partial q_n}{\partial k_n} \left[ Ai(\tau_n) \right]^2},
\]

(2.3.5)

where 

\[
\tau_n = \left( k_n^2 - k_0^2 \right)^2
\]

(2.3.6)

are the zeros of the dispersion equation

\[
Ai'(\tau_n) + q_n Ai(\tau_n) = 0.
\]

(2.3.7)

2.3.2 Numerical analysis

In the case of a downward refracting medium, the solutions of Equation (2.3.7) for \( \tau_n \) can be found by a similar numerical method to that described earlier for the upward refraction.

Accordingly, the following two error functions are introduced:

\[
\Delta_1(\tau_n) = Ai'(\tau_n) + q_n Ai(\tau_n),
\]

(2.3.8)

and

\[
\Delta_2(\tau_n, k_n) = \xi_0(k_n) + \tau_n,
\]

(2.3.9)

where \( \xi_0(k_n) \) is defined by Equation (2.3.3).
Following the procedure for arbitrary phase and magnitude of $q_n$ described earlier in the case of upward refraction, the zeros of Equation (2.3.7) as $q_n$ increases can be traced using Newton-Raphson's method. However, the downward refracting case does not converge rapidly since most of the poles lie close to the real axis. This means that a large number of modes are required to evaluate Equation (2.3.5) accurately. The number of terms necessary for downward refraction [9] due to the presence of wind may be approximated by

$$n_{max} = \frac{2fR_e}{3c_0},$$

(2.3.10)

where $f$ is the acoustic frequency and $R_e$ is defined in Equation (2.1.1). If the gradient is truncated at a given height, the solution will not contain modes that are reflected from the gradient above this height. The height [9] corresponding to the $n$th mode, $h_n$, may be approximated by

$$h_n = \left(\frac{3m}{2}\right)^{2/3} l_n.$$

(2.3.11)

It is found convenient to use an alternative scheme for finding $r_n$, $k_n$ and $q_n$. Extending the method suggested by Raspet et al [9], we can find the poles from Equations (2.3.8) and (2.3.9) by reducing the errors using the Newton-Raphson algorithm. Raspet et al [9] indicated that in the normal mode solution there is always one term, which, in the limit of large radius of curvature, approaches the form of the surface wave of the spherical wave evaluation. Since this term is only a surface wave under limited conditions, they denoted this contribution as the ground impedance mode [9]. As in the downward refraction solution, the modes of order higher than the ground impedance mode of order arise from the $n$th zero of the Airy function derivative to the $(n-1)$th zero of the Airy function as $|q_n|$ increase from zero to infinity. On the other hand, the modes of order lower than the ground
impedance mode of order arise from the \( n \)th zero of the Airy function derivative to the \( n \)th zero of the Airy function. The first estimates used for locating \( r_n \) and \( q_n \) are as follows:

\[
\tau_n = a'_n - q_0 / a'_n \quad \text{if } q_0 \text{ is small,} \tag{2.3.12a}
\]

\[
\tau_n = a'_n - 1/q_0 \quad \text{if } q_0 \text{ is large} \tag{2.3.12b}
\]

where \( a'_n \) is the \( m \)th zero of the Airy function, and \( q_0 \) is given by Equation (2.2.23). If \( n \) is larger than the order of the ground impedance mode, \( m = n - 1 \). If \( n \) is smaller than the order of the ground impedance mode, \( m = n \). If \( n \) is equal to the ground impedance mode, \( q_0^2 \). As the ground impedance mode arises from the first pole for \( \varphi_n < 80° \) [9], Equation (2.3.12b) becomes

\[
\tau_1 = q_0^2, \tag{2.3.13}
\]

and \( \tau_{n+1} = a_n - 1/q_0 \).

When \( \varphi_n > 80° \), the ground impedance mode arises from progressively higher mode orders. The ground impedance mode arises from the second mode when \( 81° < \varphi_n < 83° \) and from the third mode when \( 84° < \varphi_n < 85° \). When \( \varphi_n = 86°, 87° \) and \( 88° \), the fourth, the sixth and the ninth modes correspond to the impedance mode, respectively.

It is noted that for downward refraction, \( a_T \) and \( a_w \) are positive values in Equations (2.2.24) and (2.2.25). The admittance \( q_n \) in Equation (2.3.8) becomes

\[
q_n = ik_0 \beta \sqrt{\frac{\tau_n}{k_n^2 - k_0^2}}, \tag{2.3.14}
\]

where

\[
k_n = \sqrt{k_0^2 + [2(\lvert a_T \rvert + \lvert a_w \rvert)k_0^2]^{1/2}} \tau_n. \tag{2.3.15}
\]
Substituting the trial values of $\tau_\sigma$, and $q_\sigma$ given by Equations (2.3.12), (2.3.13) and (2.3.14) into Equation (2.3.8), we can determine $\tau_\sigma$ by minimizing $|\Delta_1|$, as $\tau_\sigma$ are the only unknown variables in this equation. The next step is to substitute these new trial values of $\tau_\sigma$ into Equation (2.3.9) and minimize $|\Delta_2|$ to find the roots of $k_\sigma$. This completes a cycle of two iterations for the determination of $\tau_\sigma$ and $k_\sigma$. After running the first cycle, new values of $\tau_\sigma$, $k_\sigma$ and $q_\sigma$ have been produced to be used as the starting variables for the next cycle of iteration. The iterative process can be used repeatedly to search for the pole locations by minimizing simultaneously the magnitude of the error functions $|\Delta_1|$ and $|\Delta_2|$ until $\tau_\sigma$, $k_\sigma$ and $q_\sigma$ converge to the required accuracy.

Similarly, we can extend this method using Raspet et al's numerical scheme [9] to secure the successful locations of all poles for arbitrary phase and magnitude of $q_\sigma$.

### 2.4 A bilinear profile of sound speed in the absence of wind

Assuming a stationary medium where $M_\sigma = 0$, the derived Equations (2.2.17) and (2.3.5) can be reduced to the results published in the literature [3, 5, 8, 9] in the special case where the sound speed gradient is described by a so-called bilinear profile

$$n_\sigma(z) = \sqrt{1 + 2a_\tau z}.$$ \hspace{1cm} (2.4.1)

The vertical wave number $k_\sigma$ given by Equation (2.1.13) becomes

$$k_\sigma(k_\sigma, z) = +\sqrt{k_0^2(1 + 2a_\tau z) - k_\sigma^2}.$$ \hspace{1cm} (2.4.2)

Substitution of Equation (2.4.2) into Equation (2.2.11) and evaluation of the integral Equation (2.2.10) leads to an explicit expression for $\xi(z)$, i.e.

$$\xi(z) = (k_0^2 - k_\sigma^2)^2 + z/l.$$ \hspace{1cm} (2.4.3)
which is known as the creeping wave layer thickness in the upward refracting medium or the wave layer thickness in the downward refracting medium, becomes constant for all poles and is given by

\[ l = \left(2a_T k_0^2\right)^{-1/3}. \]  

(2.4.4)

In an upward refracting medium, the total sound field given by Equation (2.2.17) reduces to

\[ p^{(b)}(r, z) = \frac{\pi e^{in/3}}{l} \sum_n \sqrt{\frac{2}{\pi k_n r}} \frac{\text{Ai}(-\xi_n e^{i2\pi/3})\text{Ai}(-\xi_n e^{i2\pi/3})e^{ik_n r - in/4}}{\left\{[\text{Ai}'(b_n)]^2 - b_n[\text{Ai}(b_n)]^2\right\}}, \]  

(2.4.5)

where

\[ b_n = e^{i\pi/3}(k_n^2 - k_0^2)^2 \]  

(2.4.6)

are the zeros of the expression

\[ \text{Ai}'(b_n) + q e^{in/3} \text{Ai}(b_n) = 0, \]  

(2.4.7)

\[ q = ik_0 \beta l, \]  

(2.4.8)

and the superscript (b) denotes the sound field due to a bilinear sound speed profile. It will be shown that this expression is analogous to Equation (6) in Reference [15].

For the downward refraction, the total sound field given by Equation (2.3.5) reduces to

\[ p^{(b)}(r, z) = \frac{\pi}{l} \sum_n \sqrt{\frac{2}{\pi k_n r}} \frac{\text{Ai}(-\xi_n)\text{Ai}(-\xi_n) e^{ik_n r - in/4}}{\left\{\tau_n[\text{Ai}(\tau_n)]^2 - [\text{Ai}'(\tau_n)]^2\right\}}, \]  

(2.4.9)

where

\[ \tau_n = (k_n^2 - k_0^2)^2 \]  

(2.4.10)

are the zeros of the expression

\[ \text{Ai}'(\tau_n) + q \text{Ai}(\tau_n) = 0, \]  

(2.4.11)

and this expression is analogous to Equation (7) in Reference [9]. In Equation (2.4.9), the expression for \( \xi(z) \) is
2.5 A linear profile of wind velocity and sound speed

In the idealized situation where wind velocity and sound speed are assumed to vary linearly with height, the index of refraction in the absence of wind $n_c$ and the Mach number of wind $M_e$ are given by

$$n_c(z) = (1 - a_T z)^{-1} \quad (2.5.1)$$

and

$$M_e = a_w z. \quad (2.5.2)$$

Substituting Equation (2.5.1) and (2.5.2) into Equation (2.1.13), the vertical wave number becomes

$$k_z = \pm \sqrt{k_0(1 - a_T z)^{-1} - k_r a_w z^2} \quad (2.5.3)$$

It was noted [3, 15] that a linear sound speed variation with height may be approximated by a bilinear profile if $z \ll R_e$. However, the following analyses show that analytical solutions of the present model may be found in the case where a linear profile of sound speed and wind velocity varies with height without the above approximation.

2.5.1 Comparison with benchmark cases

To validate the present calculation mode, the mode is first compared with the benchmark case 2 and case 3 [10] where the effects of wind are ignored. Equation (2.5.3) is now reduced to

$$k_z = \pm \sqrt{k_0(1 - a_T z)^{-1} - k_r^2}. \quad (2.5.4)$$
Substituting Equation (2.5.4) into Equation (2.2.11) [or Equation (2.3.3)], we find the closed form analytical expressions for $\bar{\xi}(z)$, $\partial \bar{\xi}_0 / \partial k_n$ and $\partial q_n / \partial k_n$, which are required for the calculation of the sound pressure in Equations (2.2.17) and (2.3.5) respectively.

For upward refraction,

$$
\bar{\xi}(z) = \left\{ \begin{array}{ll}
\left( \frac{3}{2a_T} \right) k_0 \ln \left( \frac{k_0 + \sqrt{k_n^2 - k_0^2 (1 + a_T z)^2}}{k_n (1 + a_T z)} \right) - \sqrt{k_0^2 - k_n^2 (1 + a_T z)^2} 
\end{array} \right\}^{2/3}
$$

if $z > z_r$, \hspace{1cm} (2.5.5a)

$$
\bar{\xi}(z) = \left\{ \begin{array}{ll}
\left( \frac{3}{2a_T} \right) \left[ \frac{\pi}{2} k_0 + \sqrt{k_n^2 (1 + a_T z)^2 - k_0^2} + k_0 \tan^{-1} \left( \frac{k_0}{\sqrt{k_n^2 (1 + a_T z)^2 - k_0^2}} \right) \right] \n\end{array} \right\}^{2/3}
$$

if $z < z_r$; \hspace{1cm} (2.5.5b)

For downward refraction,

$$
\bar{\xi}(z) = \left\{ \begin{array}{ll}
\left( \frac{3}{2a_T} \right) k_0 \ln \left( \frac{k_0 + \sqrt{k_n^2 - k_0^2 (1 + a_T z)^2}}{k_n (1 + a_T z)} \right) - \sqrt{k_0^2 - k_n^2 (1 + a_T z)^2} 
\end{array} \right\}^{2/3}
$$

if $z < z_r$, \hspace{1cm} (2.5.6a)

$$
\bar{\xi}(z) = \left\{ \begin{array}{ll}
\left( \frac{3}{2a_T} \right) \left[ \frac{\pi}{2} k_0 + \sqrt{k_n^2 (1 + a_T z)^2 - k_0^2} + k_0 \tan^{-1} \left( \frac{k_0}{\sqrt{k_n^2 (1 + a_T z)^2 - k_0^2}} \right) \right] \n\end{array} \right\}^{2/3}
$$

if $z > z_r$. \hspace{1cm} (2.5.6b)

It is noted that the following expressions are the same for both upward and downward refraction in the absence of wind.

$$
\frac{\partial \bar{\xi}_0}{\partial k_n} = -\left( \frac{1}{a_T k_n} \right) \frac{k_0^2 - k_n^2}{\bar{\xi}_0}, \hspace{1cm} (2.5.7)
$$

and
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\[
\frac{\partial q_n}{\partial k_n} = \frac{i k_0 \beta}{\xi_0} \left[ k_n \left( \frac{\xi_0}{k_0^2 - k_n^2} \right)^{2\beta} - \frac{1}{2a_r k_n} \right].
\] (2.5.8)

In the benchmark cases, a four-parameter model [10] is used to characterize the ground impedance. The same parameters as the benchmark cases are chosen for calculations:

- \( a_r = \pm 2.915 \text{ m}^{-1} \), \( a_w = 0 \), \( dc/dz = \pm 0.1 \text{ s}^{-1} \), \( z = 1.0 \text{ m} \), \( z_i = 5.0 \text{ m} \), and \( 1/\beta \) is

- \( 38.79 + 38.41i \) and \( 38.81 + 11.62i \) at 10 Hz and 100 Hz, respectively. The gradients are truncated at an altitude of 1000 m. The transmission loss is defined as

\[
TL = 20 \log \left( \frac{p_1}{p} \right)
\] (2.5.9)

where \( p_1 \) is the acoustic pressure at a distance of 1 m from the source in the absence of the reflected wave.

The solid lines in Figures 2.2(a) and (b) show the transmission loss versus distance at 10 Hz and 100 Hz, respectively, in the upward refracting atmosphere that corresponds to the benchmark case 3. The solid lines in Figures 2.4(a) and 2.5 are analogous to those in Figures 2.2(a) and (b), but in the downward refracting medium that correspond to the benchmark case 2. In the upward refracting medium, the predictions are calculated by summing 20 terms of the residue series solution. This number of terms ensures the convergence of the solution. In the downward refracting medium, the predictions are calculated by summing the corresponding number of modes described in Equation (2.3.9).

We can see from the solid lines in Figures 2.2, 2.4(a) and 2.5 that the general behavior of these calculations and the benchmark results are very close for a medium with a linear sound speed profile.
Figure 2.2 Transmission loss in an upward refracting medium calculated for a linear sound speed profile (solid lines) and a linear wind velocity gradient (dotted lines), with a constant gradient of $-0.1 \text{ s}^{-1}$, at frequencies of (a) 10 Hz and (b) 100 Hz.

Figure 2.3 Same as Figure 2.2 but at a source frequency of 100 Hz and with gradients of (a) $-1.0 \text{ s}^{-1}$ and (b) $-10.0 \text{ s}^{-1}$. 
2.5.2 Analytical results

On the basis of the success achieved in the absence of wind, a wind shear layer with constant density is now introduced to the problem. To simplify the analysis, the index of refraction is assumed to be constant, i.e. $n_c = 1$, and the effective wind velocity varies linearly with height, as described in Equation (2.5.2).

There are several efficient models for replacing the wind gradient by an effective sound speed. However, the present model shows an alternative way to compute the sound pressure without the usual approximation.

In this situation, Equation (2.5.3) becomes
\[ k_z = +\sqrt{(k_0 - k_w z)^2 - k^2}, \quad (2.5.10) \]

and there are also the closed form analytical expressions for \( \xi(z) \), \( \partial \xi_\omega / \partial k_n \) and \( \partial q_n / \partial k_n \).

For upward refraction,

\[
\xi(z) = \left( \frac{3}{4a_w k_n} \right)^{2/3} \left\{ (k_0 - a_w k_n z) \sqrt{(k_0 - a_w k_n z)^2 - k_n^2} - k_n^2 \ln \left[ \frac{(k_0 - a_w k_n z + \sqrt{(k_0 - a_w k_n z)^2 - k_n^2})}{k_n} \right] \right\}^{2/3} \quad \text{if } z > z_r, \quad (2.5.11a)
\]

\[
= -\left( \frac{3k_n}{4a_w} \right)^{2/3} \left\{ \frac{\pi}{2} + \frac{\left( k_0 - a_w k_n z \right)}{k_n^2} \sqrt{k_n^2 - \left( k_0 - a_w k_n z \right)^2} \right\}^{2/3} \quad \text{if } z < z_r; \quad (2.5.11b)
\]

for downward refraction,

\[
\xi(z) = \left( \frac{3}{4a_w k_n} \right)^{2/3} \left\{ (k_0 - a_w k_n z) \sqrt{(k_0 - a_w k_n z)^2 - k_n^2} - k_n^2 \ln \left[ \frac{(k_0 - a_w k_n z + \sqrt{(k_0 - a_w k_n z)^2 - k_n^2})}{k_n} \right] \right\}^{2/3} \quad \text{if } z < z_r, \quad (2.5.12a)
\]

\[
= -\left( \frac{3k_n}{4a_w} \right)^{2/3} \left\{ \frac{\pi}{2} + \frac{\left( k_0 - a_w k_n z \right)}{k_n^2} \sqrt{k_n^2 - \left( k_0 - a_w k_n z \right)^2} \right\}^{2/3} \quad \text{if } z > z_r; \quad (2.5.12b)
\]

Similarly, we note that the expressions for \( \partial \xi_\omega / \partial k_n \) and \( \partial q_n / \partial k_n \) are the same for both upward and downward refraction in the presence of a linear wind gradient.

\[
\frac{\partial \xi_\omega}{\partial k_n} = k_0 \sqrt{k_0^2 - k_n^2} \frac{k_n^2 ln \left[ k_0 + \sqrt{k_0^2 - k_n^2} / k_n \right]}{2a_w \sqrt{\xi_\omega} k_n^2}, \quad (2.5.13)
\]

and

\[
\frac{\partial q_n}{\partial k_n} = ik_0 \beta \left( \frac{1}{2 \xi_\omega / \partial k_n} + \frac{k_n}{k_0^2 - k_n^2} \right) \sqrt{\frac{k_0^2 - k_n^2}{\xi_\omega}}. \quad (2.5.14)
\]
Figure 2.5 Same as Figure 2.4 but for a source frequency of 100 Hz and with a constant gradient of 0.1 s\(^{-1}\).

The parameters chosen for the calculations in this situation are the same as those in the windless case but \(a_w = ±2.915\) m\(^{-1}\) and \(α_r = 0\). The dotted lines in Figures 2.2(a) and (b) show the transmission loss versus distance at 10 Hz and 100 Hz, respectively, in the moving upward refracting medium with a constant wind velocity gradient. The dotted lines in Figures 2.4(a) and 2.5 are the same as those in Figures 2.2(a) and (b) but in the downward refracting medium.

These figures distinguish between the effects of temperature and wind gradients on the propagation of sound. If an effective sound speed gradient is used to replace a wind velocity gradient in Figures 2.2 and 2.3, we can consider that the solid lines in these figures display the results of applying an effective sound speed gradient. In an upward refracting medium, there is little difference in the predictions between using effective sound speed...
and wind velocity gradients. In Figure 2.2, the two predictions displayed by the solid lines and the dotted lines are indistinguishable. As the sound speed gradient is increased, the differences between these two predictions become larger. Figures 2.3(a) and (b) show the two predictions in the cases where the sound speed gradients are assumed to be 1.0 s\(^{-1}\) and 10 s\(^{-1}\), respectively. It can be seen that there are no significant errors from using an effective sound speed profile instead of a wind velocity profile, provided that the sound speed gradient is weak.

However, a different situation is predicted for the downward refracting medium. In a downward refracting atmosphere, the discrepancy between the use of wind velocity gradients and the customary effective sound speed profile approach increases rapidly as the sound speed gradient, the acoustic frequency and the range increase. Even in the case of a weak gradient, \(\frac{dc}{dz} = 0.1 \text{ s}^{-1}\), as shown in Figure 2.4(a), there is a visible shift in the interference patterns starting at a distance about 2500 m from the source, although there are no appreciable differences in the magnitude of the transmission loss predictions. Increasing the gradient to \(\frac{dc}{dz} = 0.2 \text{ s}^{-1}\), we can find from the solid line in Figure 2.4(b) that the obvious shift starts at a distance of about 1500 m from the source.

This phenomenon may be explained more clearly by plotting the differences in the pole \(k_n\) locations versus frequency for the first six poles, where the differences are calculated as the pole locations due to the effective sound speed gradient minus the pole locations due to the wind velocity gradient. The real and imaginary parts of differences are shown in Figures 2.6 (a) and (b) respectively. It is noted that the use of an effective sound speed profile underpredicts the real part of \(k_n\) and overpredicts the imaginary part of \(k_n\), especially for high modes.
Furthermore, we can show the predicted transmission loss versus frequency in Figure 2.7.

In this analysis, Attenborough's two-parameter model [11],

$$\beta = \left( \frac{0.436}{f} \sqrt{\frac{\sigma_e}{f}} + \frac{19.48}{f} \frac{\alpha_e}{f} \right)^{-1},$$  \hspace{1cm} (2.5.15)

is used to provide a value for the ground impedance. The effective flow resistivity at the ground surface, \(\sigma_e\), and the effective rate of change of porosity with depth, \(\alpha_e\), are 100 kPa s m\(^{-2}\) and 100 m\(^{-1}\), respectively. These values of parameters, which are typical of many types of outdoor ground surface [12], correspond to a relatively hard ground.

![Figure 2.6](image)

**Figure 2.6** The difference in locations of the first six poles corresponding to use of a wind velocity gradient and an effective sound speed gradient. (a) Real part and (b) imaginary part of the difference in \(k_r\) predicted by the two models.
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Figure 2.7 Transmission loss versus frequency calculated with a gradient of 0.1 s\(^{-1}\), \(z_s = 5.0\) m, \(z = 1.0\) m, \(r = 3000\) m, \(\sigma_s = 100\) kPa s m\(^{-2}\) and \(\sigma_s = 100\) m\(^{-1}\). Dotted line: prediction for a wind velocity gradient, and solid line: prediction for an effective sound speed gradient.

A source height of 5.0 m, receiver height of 1.0 m and range of 3000 m are selected for the calculations. In this example, 20 modes are used for all frequencies. The gradient of the profile is 0.1 s\(^{-1}\) and it is truncated at 65.7 m for 400 Hz. It is again found that the use of an effective sound speed gradient becomes progressively less satisfactory as the frequency increases.

2.5.3 Comparison with Li et al

In this section, the model will be compared with the chirp fast-field program (CFFPW) developed by Li et al [2]. The parameters, which include the gradients, the source and receiver heights, and the values of the admittance, chosen to take the same values as the
benchmark cases, are used for the calculations except the gradients are truncated at an altitude of 200 m.

In Figure 2.8, the dotted line represents the prediction of the transmission loss using the wind velocity gradient for downward refraction. The frequency is 10 Hz and $1/\beta$ is $38.79 + 38.41i$. The truncated gradient implies that there are only three dominant modes of propagation. In this model, the ambient temperature is constant and the wind velocity increases linearly with height from 0 m/s at the ground to 20 m/s at 200 m above the ground. The solid line in this figure represents the prediction of the effective sound speed model. The two predictions agree closely up to a range of about 4000 m. The difference between the two predictions only appears as a shift in the interference pattern, apparently due to the difference in phase speeds between the two methods. In Figure 2.9 the same values of parameters as in Figure 2.8 are used except that the frequency is increased to 100 Hz and $1/\beta$ is $12.81 + 11.62i$. We note from this figure that the agreement becomes worse at longer distances. Although the envelopes of the solutions are similar, the details of the curves differ from each other.

Li et al developed the fast field program designated CFFPW for numerical computation of anisotropic sound propagation through an atmosphere with a wind velocity gradient. The two groups of comparison obtained from the CFFPW using a linear wind profile and the conventional CFFP using an effective sound speed profile, have been demonstrated in Figures 5 and 6 of Reference [12]. Comparing Figures 2.8 and 2.9 with Figures 5 and 6 in Reference [12], we can find that they agree very closely, considering the approximations inherent in each solution.
Figure 2.8 Same as Figure 2.4(a), but with the gradient truncated at a height of 200 m above the ground.

Figure 2.9 Same as Figure 2.8 but for a frequency of 100 Hz.
2.5.4 Comparison with Raspet et al

Raspet et al [8] performed calculations of surface wave and residue series contributions in an upward refracting atmosphere in the absence of wind. To highlight the effect of the surface wave contribution in the presence of wind, the sound field for an impedance phase angle, \( \varphi_z = 75^\circ \) (\( \varphi_z = \pi/2 - \varphi \), i.e. \( \varphi = 15^\circ \)) is shown in Figure 2.10. Detailed discussions of the surface wave will be presented in Chapter 6. The values of parameters used in this figure are identical to those given in Figure 5(c) of Reference [8]. The solid lines in Figure 2.10 represent the predictions using the effective sound speed gradient, which correspond to the results of Raspet et al [8]. The dotted lines represent the predictions using the wind velocity gradient. In Figure 2.10, the first term containing the surface wave contribution is the dominant term in the total sound field at close range out to 27 m, whereas the second term, which is an ordinary residue series term, becomes dominant deep within the shadow zone. It is seen from this figure that the prediction of the surface wave contribution by using an effective sound speed gradient is sufficiently accurate at short range but it becomes less accurate deep in the shadow zone. On the other hand, although the agreement between these two predicted contributions becomes worse due to higher order terms at greater distances, the predicted contribution due to the dominant ordinary residue term is adequate for most practical ranges of interest. Consequently, as shown in Figure 2.10 and the earlier plots, it is adequate to replace the wind velocity profile with an effective sound speed profile when predicting the total sound field for upward refraction.
Figure 2.10 Transmission loss predicted for a frequency of 500 Hz in an upward refracting medium with $|q| = 3.0$ and $\varphi = 15^\circ$ by using a wind velocity gradient (dotted lines) and an effective sound speed gradient (solid lines), with constant gradients of $-2.1 \text{ s}^{-1}$, and $z_s = z = 0.1 \text{ m}$.

2.6 Summary

In this chapter, numerical models for the propagation of sound outdoors in the presence of temperature and wind velocity gradients have been examined. The present approach is in contrast to the conventional approaches in which the effect of wind is replaced by the use of an effective sound speed gradient. Analytical expressions have been derived for a stratified upward or downward refracting medium with arbitrary vector wind and temperature profiles. The expressions for a bilinear profile of sound speed and for a linear profile of wind velocity and sound speed have been discussed in detail.
In an upward refracting medium, it has been demonstrated that the use of an effective sound speed gradient is adequate for predicting the sound field at most practical ranges of interest. On the other hand, in a downward refracting medium, it has been found that the use of an effective sound speed gradient is adequate for predicting the sound field only at short distances, low frequencies and weak gradients. This mainly results from the difference in phase between modes of using effective sound speed profile and wind velocity profile, which increase with range, frequency and gradient.
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Theories for sound propagation over convex surfaces†

The study of sound propagation in an upward refracting medium outdoors is very difficult because of the impossibility of controlling and monitoring the complexity of the atmosphere. However, it has been found that it is possible to simulate curved ray paths over a flat ground by curving the ground beneath a homogeneous atmosphere [3, 13, 14]. This means that we can understand more about upward refraction of sound in the atmosphere by studying the diffraction of sound by a convex surface indoors. There has been considerable progress in constructing asymptotic solutions for propagation over smooth convex surfaces [83], however, further development of the theory is needed to give insight into the intriguing physical phenomenon of sound diffraction by convex surfaces.

There is a general belief [32] that if the refraction of sound waves is caused by a temperature gradient, then the analogous problem should be modelled by a ground with a spherical curvature, and if the sound speed gradient is dominated by a wind velocity gradient, it is proper to use a cylindrically curved surface to model the ground. We shall consider two types of convex surfaces: a sphere and a long circular cylinder. The use of Matched Asymptotic Expansions (MAE) has been proved useful in predicting the sound field in the penumbra region [19, 20, 26], but the MAE theory is restricted to the

† Parts of the work reported in this chapter were presented in References [18, 38].
propagation of plane waves. It appears difficult to extend the current MAE theory to allow for the prediction of the sound field due to a dipole source. Therefore, we shall follow the approach of the residue series solution together with a conformal transformation [84].

Berry and Daigle [15] have proposed that the sound field above a large cylinder with no refraction is analogous to the sound field above a flat ground where the sound speed varies with height according to the so-called bilinear profile (cf. Chapter 2.4). They derived a residue series solution that enables prediction of the sound field in the penumbra and shadow zone. The theoretical results agree well with their experimental measurements deep in the shadow zone but the agreement is less satisfactory in the vicinity of the shadow boundary.

Di and Gilbert [85] have indicated that a stricter analogy exists between propagation over a cylindrical surface and propagation over a plane under an exponential sound speed profile. Recent calculations using an FFP for an exponential profile have confirmed this [86].

In the illuminated regions over a convex surface, where a direct wave and a reflected wave can be identified, the use of a geometrical acoustics solution has been suggested [3, 15, 26] to predict the sound field. Berry and Daigle [15] extended the geometrical acoustics solution for a plane wave derived by Pierce [3, 26] to the case of a point monopole source. They have shown that their data measured at locations considerably above the shadow boundary agree with the predictions from the geometrical acoustics solution for a point monopole source. However, they reported that the residue series solution did not converge at any frequency in this region. We shall demonstrate that the geometrical acoustics solution works well also in the illuminated region in the vicinity of the source, where the residue series solution is not valid. In the region well above the shadow boundary, we shall show that the residue series solution can converge at any frequency or geometry with a
great number of terms, however, there appear large discrepancies between the residue series calculations and the measurements.

In this chapter, we extend the analogy to dipole sources, and to three dimensions over spherical and cylindrical convex surfaces. Sound propagation over flat impedance ground in the presence of a temperature or wind velocity gradient is studied further by using appropriate convex surfaces above which there is no refraction. The theories developed in the previous chapter are applicable to the problems that appear in this chapter as the sound speed gradient is used regardless of atmospheric turbulence and absorption.

3.1 Acoustic analogy to propagation over a convex surface

The simulation is based on the acoustic analogy between curved ray paths above flat ground and propagation above a curved surface without refraction. Many problems of refraction in the atmosphere can be therefore studied accurately by making measurements over curved surfaces in the laboratory.

3.1.1 Berry and Daigle’s analogy

Berry and Daigle [15, 17] have proposed that the straight line sound propagation above a cylindrically curved surface with no refraction is analogous to propagation along the curved ray path above a plane boundary with a bilinear profile of sound speed. The profile is given by

\[
c(z) = \frac{c_0}{\sqrt{1 + 2z/R_c}} = c_0 \left(1 - \frac{z}{R_c} + \frac{2z^2}{3R_c^2} - \cdots \right). \quad (3.1.1)
\]

In this analogy, as illustrated in Figure 3.1, the vertical heights of source and receiver, \(z_s\) and \(z_r\), are interpreted as the heights transverse to the curved surface. The horizontal distance from the source to receiver, \(r\), is interpreted as the arc length along the curved
surface, and the radius of ray curvature of a curved ray path, \( R_c \), becomes the radius of the convex cylinder. Hereafter, this analogy is called the B-D analogy.

3.1.2 Di and Gilbert’s analogy

Di and Gilbert have shown [85] that the equivalent sound speed profile is exponential rather than bilinear (or linear) when considering propagation above a cylindrical convex surface. They suggested that there should be an exact analogy between propagation over a cylindrical convex surface under a constant sound speed profile and propagation over a plane boundary under an upward refracting sound speed profile. The profile is given by

\[
c(z) = c_0 \exp\left(-\frac{z}{R_c}\right) = c_0 \left( 1 - \frac{z}{R_c} + \frac{z^2}{2R_c^2} - \cdots \right),
\]

(3.1.2)

where

\[
z = R_c \log\left(\frac{R_c + h}{R_c}\right),
\]

(3.1.3)

with \( h \) being interpreted as the perpendicular distance from the curved surface at a receiver position. Hereafter, this analogy is called the D-G analogy.
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3.2 Berry and Daigle’s residue series solution

Using the B-D analogy, Berry and Daigle extended Pierce’s procedure and derived the residue series solution for the sound field in an upward refracting medium, which is valid in the penumbra region, beyond and within the shadow zone. The acoustic pressure [15] is given by
\[ p^{(b)}(r,z) = \frac{\pi e^{i\pi/6}}{l} \sum_n H_0^1(k_n r) \frac{\text{Ai}[b_n - (z/l)e^{i\pi/3}] \text{Ai}[-(z/l)e^{i\pi/3}]}{[\text{Ai}'(b_n)]^2 - b_n [\text{Ai}(b_n)]^2}, \]  

(3.2.1)

where

\[ l = \left( \frac{R_e}{2k_0} \right)^{\frac{1}{3}}, \]  

(3.2.2)

\[ b_n = \frac{\tau_n e^{i\pi/3}}{2}, \]  

(3.2.3)

are the zeros of

\[ \text{Ai}'(b_n) + q e^{i\pi/3} \text{Ai}(b_n) = 0. \]  

(3.2.4)

For a large argument, the Hankel function in Equation (3.2.1) can be approximated by its asymptotic form and Equation (3.2.1) becomes

\[ p^{(b)}(r,z) = \frac{\pi e^{-i\pi/2}}{l} \sum_n \sqrt{\frac{2}{\pi k_n r}} \frac{\text{Ai}[b_n - (z/l)e^{i\pi/3}] \text{Ai}[-(z/l)e^{i\pi/3}]}{[\text{Ai}'(b_n)]^2 - b_n [\text{Ai}(b_n)]^2} e^{ik_n r}, \]  

(3.2.5)

which is identical to Equation (2.4.5).

The scaled and nondimensionalized admittance \( q \) determines the pole locations. If its phase angle \( \varphi = \arg(q) \), \( \varphi > \pi/6 \), all the poles lie between the zeros of the Airy function derivative and the zeros of the Airy function, and a technique suggested by Pierce [3] using the Newton-Raphson method can be used to search for the poles, starting with the trial solutions given by

\[ b_n = a_n' + q e^{-2i\pi/3} / a_n' \quad \text{if } |q| \text{ is small}, \]  

(3.2.6a)

\[ b_n = a_n + e^{2i\pi/3} / q \quad \text{if } |q| \text{ is large}. \]  

(3.2.6b)

In the case where \( \varphi < \pi/6 \), there is always a pole that contains the surface wave contribution. It was shown [8] that Pierce's technique does not work for large \( |q| \). Raspet et al [8] developed a numerical scheme to ensure the successful locations of all poles.
However, running this scheme is not convenient if there is a large number of \( q \) as a function of frequency to be calculated. An alternative method that will work for arbitrary phase and large \(|q|\) starts with the trial solutions given by
\[
b_n = a_m + e^{2\pi i/3}/q \quad \text{if } |q| \text{ is large},
\]
where \( m = n - 1 \) if \( n \) is larger than the order of the term in which the surface wave contribution includes, or \( m = n \) if \( n \) is smaller than the order of that term. There is a justification for the use of this method in Figures 3.2(a) and (b). These two figures show the behavior of \( \tau_n \) as \(|q|\) increases from 0 to 20 with \( \varphi = 10^\circ \), calculated by Pierce’s technique and the Raspet et al scheme, respectively. The circles are the zeros of \( \Ai'(\tau_n e^{i2\pi/3}) \). The first term contains the so-called surface wave contribution \[8\]. Comparing these two figures, it is noted that if \(|q|\) is small, the corresponding locations of all the poles are the same; if \(|q|\) is large, the corresponding locations of all terms except the first are the same, they originate from the \( n \)th zeros of the Airy function derivative to the \((n - 1)\)th zeros of the Airy function, as \(|q|\) increases to 20. Only for the special case where the pole, such as the first term, includes the surface wave contribution, it is necessary to find the locations of this pole by the Raspet et al scheme.

There is no convergent result given by Berry and Daigle’s residue series solution in which they sum no more than 20 terms above the shadow boundary, and there is a large discrepancy between the predictions and their measurements in the penumbra region \[15\]. However, it is possible to show that the residue series will converge up to any frequency above the limiting ray if sufficient terms are included. For example, with 30 terms, the series converges to 10 kHz for the geometry given by Figure 6 in Reference \[15\], see Figure 3.3. In this figure, the solid line represents the prediction using the residue series solution and the circles represent the measured results obtained by Berry and Daigle. It can
be shown that about 60 terms are necessary to converge up to 20 kHz for this geometry.

We note that the residue series is a poorly convergent sum of many small terms in the region above the limiting ray. Furthermore, there are discrepancies between the prediction and the measurement, which will be discussed in Chapter 3.8 and Chapter 4.2.

Figure 3.2 Behavior of the $\tau_n$ as $|q|$ varies from 0 to 20 with $\varphi = 10^\circ$. Circles: the zeros of the Airy function. (a) calculation obtained from Pierce's technique, (b) calculation obtained from the Raspet et al scheme.
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3.3 Sound field diffracted by a cylindrical surface

Using the D-G analogy with a conformal transformation [85], the theory developed for the case of a stratified atmosphere is directly applicable to modelling the sound above a cylindrical convex surface. Using polar coordinates \((r, \psi, )\) (see Figure 3.4), the acoustic pressure defined in Equation (2.1.4) may be recast in term of \( P(k_\tau, \psi, z) \)

\[
p^{(c)}(r, z) = \int_{-\pi}^{\pi} k P(k_\tau, \psi, z) \exp[i k r \cos(\psi - \psi_0)] dk, d\psi, \tag{3.3.1}
\]

where the superscript \((c)\) denotes the sound field over a long cylinder, and \( P(k_\tau, \psi, z) \) satisfies

\[
\frac{d^2 P(k_\tau, \psi, z)}{dz^2} + k_0^2 (k_\tau, \psi, z) P(k_\tau, \psi, z) = -J \delta(z - z_s), \tag{3.3.2}
\]

Figure 3.3 Measured and predicted results obtained with the source above a rigid convex surface, \( R_c = 5.0 \) m, \( z_s = 0.43 \) m, \( z = 0.93 \) m and \( r = 3.65 \) m.
where $J$ is the Jacobian of the transformation given by

$$J = \exp\left(\frac{2z}{R_c}\right),$$  \hfill (3.3.3)

and

$$k_z(k_r, \psi, z) = -\sqrt{k_0^2 - k_r^2 \sin^2 \psi} \exp\left(\frac{2z}{R_c}\right) - k_r^2 \cos^2 \psi.$$  \hfill (3.3.4)

In the above equations, $\psi$ is the azimuthal angle in the plane of constant $z$.

An analytical solution for $P(k_r, \psi, z)$ can be found in this case [85]. Substituting the expression for $P(k_r, \psi, z)$ into Equation (3.3.1), the sound pressure behind a long cylinder can be written as a sum of residue series:

$$p^{(c)}(r, \psi, z) = e^{i\pi/4} \sqrt{\frac{8\pi}{r}} \sum_n \left[\frac{\xi_n(z)}{k_n(z)k_n^2(z)}\right]^{1/4} \times \frac{\sqrt{k_n \text{Ai}(\xi_n \text{e}^{i2\pi/3}) \text{Ai}(\xi_n \text{e}^{i2\pi/3}) e^{i\theta r}}}{e^{-i2\pi/3} \frac{\partial \xi_n}{\partial k_n} \left[\text{Ai}'(b_n)^2 - b_n\left[\text{Ai}(b_n)^2\right] - \frac{\partial q_n}{\partial k_n} \left[\text{Ai}(b_n)^2\right]^2\right]}$$  \hfill (3.3.5)

where

$$\overline{\xi}(z) = \left\{\begin{array}{ll}
\frac{3}{2} k_n R_c \cos \psi \left[\frac{k_z(z)}{k_n \cos \psi} - \tan^{-1}\left(\frac{k_z(z)}{k_n \cos \psi}\right)\right]^2 & \text{if } z < z_r, \\
-\frac{3}{2} k_n R_c \cos \psi \left[\frac{\sqrt{-k_z^2(z)}}{k_n \cos \psi} + \tanh^{-1}\left(\frac{\sqrt{-k_z^2(z)}}{k_n \cos \psi}\right)\right]^2 & \text{if } z > z_r,
\end{array}\right.$$  \hfill (3.3.6a, 3.3.6b)

$$\xi_0 = \left\{\begin{array}{ll}
\frac{3}{2} k_n R_c \cos \psi \left[\sqrt{k_0^2 - k_z^2} + \tan^{-1}\left(\frac{k_0^2 - k_z^2}{k_n \cos \psi}\right)\right]^2 & \text{if } z < z_r, \\
-\frac{3}{2} k_n R_c \cos \psi \tan^{-1}\left(\frac{k_0^2 - k_z^2}{k_n \cos \psi}\right) & \text{if } z > z_r,
\end{array}\right.$$  \hfill (3.3.7)

and

$$\frac{\partial \xi_n}{\partial k_n} = -\frac{R_c}{\sqrt{\xi_0}} \sec \psi \tan^{-1}\left(\frac{\sqrt{k_0^2 - k_z^2}}{k_n \cos \psi}\right).$$  \hfill (3.3.8)
Figure 3.4 Illustration of conformal mapping for a single convex surface. (a) physical coordinate system \((x, y)\). (b) transformed coordinate system \((r, z)\) in the physical domain. (c) transformed coordinate system in the transformed domain.
Variables $b_n$ and $q_n$ have been defined in Equations (2.2.22) to (2.2.26). The poles of $b_n$ and $k_n$ can be solved using the numerical method described in Chapter 2.2.2.

### 3.3.1 Comparison to Berry and Daigle’s data and bilinear profile predictions

With the conformal transformation, the residue series solution given by Equation (3.3.5) is consistent with an exponential profile. Near the surface in the shadow zone, this residue series solution gives results that are very close to those given by Berry and Daigle’s residue series solution with a bilinear profile [Equation (3.2.1)]. Figure 3.5 shows the transmission loss as a function of distance from the source predicted by these two solutions.

For propagation along the surface of a long cylinder, the paths of the creeping wave are geodesics and the path connecting two points on the surface is the shortest of all possible paths [3]. Consider a vertical plane, that intercepts the source and receiver, through an angle, $\psi$, with respect to the circumference of the cylinder, see Figure 3.6. The radius $R_c$ defined in Equation (3.2.2) for a bilinear profile can be replaced by the effective radius of the cylinder [3, 15]

$$R_{\text{eff}} = R_c / \cos^2 \psi \quad (3.3.9)$$

The azimuthal angle, $\psi$, in Equations (3.3.1) to (3.3.7) is identical to that shown in Figure 3.6. Figure 3.7 shows identical predictions in the shadow zone using the residue series solutions with both bilinear and exponential profiles when $\psi = 45^\circ$.

In the penumbra region, the prediction of the series with an exponential profile shows much better agreement with the experimental results [15] than the prediction with a bilinear profile, as shown in Figures 3.8. This figure shows the diffracted sound field above the rigid surface obtained along the line of sight as a function of frequency. The relative
sound pressure level is defined as the excess attenuation minus 6 dB. The excess attenuation is defined as

\[ \text{EA} = 20 \log \left( \frac{p}{p_0} \right), \]  

(3.3.10)

where \( p_0 \) is the sound pressure at an identical field point in the absence of the reflected wave. The two series converge quite rapidly up to a frequency of 10 kHz with no more than 10 terms. In Figure 3.8, the circles represent the experimental results obtained above a smooth cylindrically curved surface with a radius of 5.0 m in the penumbra region by Berry and Daigle. Here, the location of the receiver coincides with the limiting ray. In this figure, the solid line represents the prediction of the series using a bilinear profile, and the dashdot line represents that using an exponential profile.

**Figure 3.5** Transmission loss calculated at 100 Hz with an exponential profile and with a bilinear profile above an impedance surface. \( \beta = 0.0428 - 0.0388i, \ z_s = 1.5 \ m, \ z = 1.0 \ m \) and \( \psi = 0 \).
Berthelot [19] suggested that interpreting the source-receiver distance $r$ in Equation (3.2.1) as the shortest path $d$ between the source and receiver improves the predictions of the residue series. However, no rigorous proof has been found for this heuristic modification in the definition of $r$ [19]. The dashed line in Figure 3.8 represents the prediction using $d$ instead of the arc distance $r$. We note that the dashed line is very close to the dashdot line for the entire frequency range shown in this figure. It is clear that the improvement can be also achieved by the D-G analogy using an exponential profile in the penumbra region behind a cylindrical convex surface. However, there remain discrepancies at higher frequency ranges in the penumbra region that will be discussed in Chapter 4.2.

**Figure 3.6** Illustration showing the source-receiver plane rotating an angle of $\psi$ with respect to the circumference of the cylinder (radius of curvature $R_c$) to produce a larger radius of curvature $R'_{\phi}$. 


Figure 3.7 Same as Figure 3.5 except \( \psi = 45^\circ \).

Figure 3.8 Predictions and measurement obtained with the source above a rigid surface, \( R_c = 5.0 \) m, \( z_t = 0.43 \) m, \( z = 0.38 \) m and \( r = 3.85 \) m.
3.3.2 Comparison to Berthelot and Zhou's data and bilinear profile predictions

To confirm the validity of Equation (3.3.5) for predicting propagation over a cylindrically curved surface, predictions of the residue series solution with a conformal transformation are compared to the experimental results extracted by Berthelot and Zhou [20], and to predictions of the residue series with a bilinear profile along the line of sight in the penumbra of an absorbing cylinder. Figure 3.9 shows the results given in terms of the insertion loss that is defined as $-(EA)$ according to Berthelot and Zhou’s notation [19].

The solid line represents the prediction based on Berry and Daigle’s residue series solution, the dashed line represents the calculated result of Berthelot [19] using $d$ instead of $r$, the dashdot line represents the prediction given by Equation (3.3.5), and the circles represent the measured data obtained by Berthelot and Zhou [20]. The impedance is calculated from the Delany-Bazley model [34] with $\sigma = 1600$ kPa s m$^{-2}$ at 10 kHz.

In Figure 3.9, the dimensionless distance $X = (k_0 R_c)^{1/3} x/R_c$ where $x$ is the distance along the limiting ray between the apex of the cylinder and the receiver, and $R_c = 2.5$ m. With regard to the calculation of the residue series, a source height is required. And 0.24 m is found to be the best fit to the dashed line [19]. Again, the prediction of the residue series with the exponential profile shows much better agreement with the experimental results than the prediction with the bilinear profile in the penumbra region. Moreover, it can be seen that there is close agreement between the dashed line and the dashdot line up to a dimensionless distance of 3 from the apex. Beyond this distance, the discrepancies are almost equal between the predictions and the measurements for both dashed line and the dashdot line.
Figure 3.9 Predictions and measurement obtained at 10 kHz with the receiver along the limiting ray behind an impedance surface in the penumbra region with \( z_\lambda = 0.24 \) m, \( R_c = 2.5 \) m and \( \sigma = 1600 \) kPa s m\(^{-2}\).

3.4 Sound field diffracted by a spherical surface

Given a point monopole source placed at \((R_\lambda, \theta_\lambda, \phi_\lambda)\) in a spherical polar coordinate system, \((R, \theta, \phi)\), and assuming \( R < R_\lambda \), the solution for the scattering of sound by a spherical surface is well known [18, 21, 22]. The direct wave \( p_i \) due to a monopole source can be expanded, with the use of Equations (10.1.45) and (10.1.46) of Reference [23], as a series of Legendre polynomials:

\[
p_i = S_0 \frac{e^{ik_0R_d}}{k_0R_d} = -iS_0 \sum_{n=0}^{\infty} (2n+1)h_n^{(0)}(k_0R_\lambda)j_n(k_0R)P_n(\cos \Theta),
\]

where

\[
R_d = \sqrt{R^2 + R_\lambda^2 - 2RR_\lambda \cos \Theta},
\]

and
\[
\cos \Theta = \sin \theta \sin \phi, \cos(\phi - \phi_s) + \cos \theta \cos \phi_s.
\]  
(3.4.3)

In the above, \(h_n(\cdot)\) and \(j_n(\cdot)\) are the \(n\)th order spherical Bessel functions and \(P_n(\cdot)\) is the Legendre polynomial of degree \(n\). Similarly, the reflected wave \(p_r\) can be expanded into:

\[
p_r = -iS_0 \sum_{n=0}^{\infty} V_n (2n+1) h_n^{(1)}(k_0 R_s) P_n^1(k_0 R_s) P_n(\cos \Theta),
\]  
(3.4.4)

where \(V_n\) are the reflection coefficients to be determined according to the impedance boundary condition given by

\[
\frac{\partial p}{\partial R} + i k_0 \beta p = 0.
\]  
(3.4.5)

The total sound field is then written as

\[
p^{(s)}(s) = p_i + p_r
\]

\[
= -iS_0 \sum_{n=0}^{\infty} (2n+1) \left[j_n(k_0 R) + V_n h_n^{(1)}(k_0 R)\right]h_n^{(1)}(k_0 R_s) P_n(\cos \Theta).
\]  
(3.4.6)

In the above,

\[
V_n = -\frac{j_n'(k_0 R_s) + i \beta j_n(k_0 R_s)}{h_n^{(1)}(k_0 R_s) + i \beta h_n^{(1)}(k_0 R_s)},
\]  
(3.4.7)

where the primes denote the derivatives of the spherical Bessel functions with respect to their arguments and the superscript \((s)\) is used to denote the sound field above a spherical surface.

Following the procedures described in Reference [22], and using the asymptotic approximation [23] for Legendre polynomials, Equation (3.4.6) may be approximated by its integral representation as
\[ p^{(s)}(r,z) = S_0 \frac{\exp[i(k_0 R_c \Theta + \pi/4)]}{\sqrt{2 \pi \sin \Theta}} \]
\[ \times \int \frac{(\xi-1)!}{(\xi-1)!} \exp \left( \frac{1}{2} i k_0 R_c \mu \Theta \right) \left[ j_\xi(k_0 R) + V_\xi h^{(1)}_{1/2}(k_0 R) \right] h^{(1)}_{1/2}(k_0 R_s) d\mu \] (3.4.8)

where
\[ \xi = k_0 R_c \left(1 + \frac{\mu}{2}\right), \] (3.4.9)
\[ R = R_c + z, \quad R_s = R_c + z_s, \] (3.4.10)
\[ R_c \gg \max(z,z_s), \] and higher powers of \( \mu \) are neglected. With the identification of \( r = R_c \Theta \), sound propagation near a spherical surface can be approximated by the propagation in a vertically stratified medium with a bilinear sound speed gradient, where the radius of the curvature of ray paths in the medium is \( R_c \). Figure 3.10 illustrates the connection between the parameters for a spherical surface and those for a stratified atmosphere over a plane ground. It is possible to express the connection between the sound field over a spherical surface described by Equation (3.4.8) and the sound field over a cylindrical surface described by Equation (2.4.5) as follows:
\[ p^{(s)}(r,z) = \frac{\Theta}{\sin \Theta} p^{(c)}(r,z), \] (3.4.11)

where \( \frac{\Theta}{\sin \Theta} \) represents a factor that corrects the cylindrical surface field.

Figure 3.11 shows the correction factor as a function of \( \Theta \). Clearly, the importance of the correction factor increases as \( \Theta \) increases. Consequently use of Equation (2.4.5) to predict the sound field above a spherically curved surface, may lead to error especially when the receiver position is deep in the shadow zone.
Figure 3.10 Illustration of the connection between the parameters for a spherical surface and those for a stratified atmosphere over a plane boundary.

Figure 3.11 The correction factor versus the total angle $\Theta$. 
3.5 Comparison with the fast field program

The fast field program (FFP) [10] was developed to predict propagation in a refracting atmospheric above an impedance plane. The atmosphere is assumed to be horizontally stratified and divided into discrete layers, each of which is characterized by its height above the ground and by its sound speed and wind speed. The sound speed gradient within each layer is assumed to be zero. Since there is a useful analogy between propagation along curved ray paths above a flat ground and propagation over a curved surface above which there is no refraction, the fast field program technique can be used to predict the sound field above a convex surface.

In the formulation of the FFP, the sound pressure amplitude \( p(r, z) \) is given by the zero-order Hankel transform of the height-dependent Green's function \( P(k, z) \), and \( P(k, z) \) is given by the Fourier transform of the function \( p(r, z) \). Hence

\[
p(r, z) = \int_0^\infty P(k, z)J_0(kr)kdk, \tag{3.5.1}
\]

and

\[
P(k, z) = \int_0^\infty p(r, z)J_0(kr)rdr. \tag{3.5.2}
\]

It is possible to show that Equation (3.5.2) satisfies

\[
\frac{d^2 P(k, z)}{dz^2} + \left[ \frac{\omega^2}{c^2(z)} - k_r^2 \right] P(k, z) = -2\delta(z - z_s), \tag{3.5.3}
\]

where \( \delta(\ ) \) represents the delta function. Away from the source, \( P(k, z) \) satisfies the homogeneous equation

\[
\frac{d^2 P(k, z)}{dz^2} + \left[ \frac{\omega^2}{c^2(z)} - k_r^2 \right] P(k, z) = 0. \tag{3.5.4}
\]

The solution of Equation (3.5.4) is
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\[ P(k_r, z) = \hat{p}(k_r, z) + A^-(k_r)P^-(k_r, z) + A^+(k_r)P^+(k_r, z) , \]  

(3.5.5)

where \( A^-(k_r) \) and \( A^+(k_r) \) are arbitrary coefficients to be determined from the boundary conditions, and \( \hat{p}(k_r, z) \) is the sound field in the absence of the boundary.

The value of \( P(k_r, z) \) at the receiver point must be transformed using Equation (3.5.1) to evaluate the pressure \( p(r, z) \) as a function of distance \( r \). The Bessel function in Equation (3.5.1) can be replaced by the sum of two Hankel functions if \( k_r r \gg 1 \). For numerical computations the infinite integral is replaced by a finite sum over \( N \) discrete values of \( k_r \).

If the maximum value of \( k_r \) in the sum is \( k_{\text{max}} \), the wave number intervals are given by \( \Delta k = k_{\text{max}} / (N - 1) \), the corresponding range intervals are \( \Delta r = 2\pi / N\Delta k \), and Equation (3.5.1) may be expressed as

\[
p(r_m, z) = 2(1 - i) \sqrt{\frac{\pi}{r_m}} \sum_{n=0}^{N-1} P(k_n) \sqrt{k_n} e^{-2i\pi n/N} ,
\]

(3.5.6)

where \( k_n = n\Delta k \) and \( r_m = m\Delta r \).

Because of its success in the prediction of outdoor sound propagation, the FFP \([101]\) is compared with our residue series model, which has been described previously in detail, in the cases where the sound speed gradients are assumed to have bilinear, linear and exponential profiles, respectively. Figure 3.12 shows the prediction using the residue series model given by Equation (2.2.17) (the solid line) and the prediction of the FFP (the circles) in the case where a linear profile of the sound speed is assumed. The radius of curvature \( R_c = 20.0 \text{ m} \), the source and receiver heights are 0.8 and 0.05 m, respectively, and the frequency is 500 Hz. The normalized specific admittance of the impedance is \( \beta = 0.3512 - 0.3715i \). These parameters are relevant to the laboratory experiments that will be discussed in the next chapter. In Figure 3.13, the two predictions are based on the
assumption of a bilinear sound speed profile. Figure 3.14 shows the two predictions where an exponential profile of the sound speed is assumed. All of the values of parameters used to produce Figures 3.13 and 3.14 are the same as those used to produce Figure 3.12.

Inspection of the above figures shows that the residue series model agrees well with output of the FFP in the shadow zone for all these three profiles. In the illuminated area close to the source, the residue series model is inadequate because that there is no convergence when summing the series.

Figure 3.12 Predictions of the residue series and the fast field program obtained with a linear profile of sound speed, $R_c = 20.0$ m, $f = 500$ Hz, $\beta = 0.3512 - 0.3715i$, $z_r = 0.8$ m and $z = 0.05$ m.
Figure 3.13 Same as Figure 3.12 except that the sound speed profile varies with height in a bilinear manner.

Figure 3.14 Same as Figure 3.12 except that the sound speed profile varies with height in an exponential manner.
3.6 Comparison with the boundary element method

The boundary element method (BEM) [24] is an alternative approach for dealing with the problem of a sound field diffracted by a curved surface. The problem to be considered is the propagation of sound from a sound source in a quiescent homogeneous medium, above a two-dimensional cylindrically curved surface. The longitudinal axis of the cylinder is aligned with the y-axis. The surface is assumed to be locally reacting with the normalized surface admittance $\beta$. By applying Green's second theorem to the Helmholtz equation, impedance boundary condition, and Sommerfeld radiation condition, the acoustic pressure $p(r,r_0)$ at $r = (x,z)$ satisfies the following boundary integral equation

$$\nu(r)p(r,r_0) = G_{\beta_e}(r, r_0) + \int_{\gamma} \left[ \frac{\partial G_{\beta_e}(r,r)}{\partial n(r)} - i k \beta(r) G_{\beta_e}(r, r) \right] p(r_0, r) ds(r_s)$$

(3.6.1)

where $r_0 = (x_0, z_0)$ denotes the source position, see Figure 3.15, $\gamma$ is the curve which is intersection of the convex surface with the vertical plane of the cross-section, $r_s = (x_s, z_s)$ denotes the position on $\gamma$, and $\beta(r_s)$ is the normalized surface admittance at point $r_s$. In this equation, $ds(r_s)$ is the arc-length of an element of $\gamma$ at $r_s$, $\partial/\partial n(r_s)$ is the partial derivative in the direction of the normal to $\gamma$ at $r_s$ directed out of the propagating medium, and $k$ is the wave number. If $r$ lies anywhere in the propagating medium except on $\gamma$, $\nu(r) = 1$; $\nu(r) = 1/2$ if $r$ is a point on $\gamma$ that is not a corner point; if $r$ is a corner point, $\nu(r) = \Omega/(2\pi)$, where $\Omega$ is the angle in the medium subtended by the two tangents to the boundary at $r$. $G_{\beta_e}(r, r_0)$ is the acoustic pressure at $r$ due to a source at $r_0$ above a plane of homogeneous admittance $\beta_e$ in the absence of the convex surface. $G_{\beta_e}(r, r_0)$ can be written as
where \( r'_o = (x_o, -z_o) \) is the image of the source in the straight boundary, and

\[
P_{\beta_e}(r, r_o) = 0 \text{ for } \beta_e = 0 \text{ and } (3.6.3a)
\]

\[
P_{\beta_e}(r, r_o) = \frac{i\beta_e}{2\pi} \int \frac{\exp\left[ik\left[(z + z_0)\sqrt{1 - s^2} - (x - x_0)s\right]\right]}{\sqrt{1 - s^2}\left[\sqrt{1 - s^2} + \beta_e\right]} \, ds \text{ for } \Re(\beta_e) > 0 \quad (3.6.3b)
\]

with \( \Re\left(\sqrt{1 - s^2}\right) \geq 0 \) and \( \Im\left(\sqrt{1 - s^2}\right) \geq 0 \). Equation (3.6.1) must be solved numerically except for very specific geometrical conditions. The solution can be obtained by a boundary element method.

To carry out this BEM, the curve \( \gamma \) is divided into a number of straight line elements \( \gamma_1, \gamma_2, \ldots, \gamma_N \) and approximated by an \( N \)-sided polygon. Assuming that, for \( n = 1, 2, \ldots, N \),

\[ p(r, r_o) \sim p(r_n, r_o) \text{ for } r \text{ on } \gamma_n \text{, where } r_n \text{ is the midpoint of } \gamma_n, \text{ the integral Equation (3.6.1) becomes}
\]

\[
v(r)p(r, r_0) = G_{\beta_e}(r, r_o) + \sum_{n=1}^{N} p(r_n, r_o) \left[ \frac{\partial G_{\beta_e}(r_n, r)}{\partial n(r_n)} - i\beta_e \frac{G_{\beta_e}(r_n, r)}{\partial r_n} \right] ds(r_n). \quad (3.6.4)
\]
By setting $r = r_m$ for $m = 1, 2, ..., N$ in Equation (3.6.4), a set of $N$ linear equations in the unknowns $p(r_1, r_0), p(r_2, r_0), ..., p(r_N, r_0)$ is obtained. After solving these equations and determining the pressure at the midpoint of each element, Equation (3.6.4) can be used to calculate $p(r, r_0)$ at any other point $r$ in the propagating medium.

In order to obtain a sufficiently accurate solution by the BEM, it is necessary to have a maximum element length of not more than $\lambda/5$, where $\lambda$ is the wavelength [25].

Having noted that the BEM is successful in modelling sound propagation above an inhomogeneous impedance plane, our residue series model is further compared with output of this method in the case where the sound speed gradient is assumed to have an exponential profile. Using the BEM, the cross section of a cylindrical convex surface is approximated by an 350-sided polygon with impedance faces (cf. Figure 3.15). For the purposes of this comparison, excess attenuation, $EA$, is predicted.

Figure 3.16 shows the prediction of the residue series model (the solid line) and the prediction of BEM (the circles) above an impedance convex surface. The radius of curvature $R_x = 20.0\, \text{m}$, the source and receiver heights are 0.16 and 0.05 m, respectively. The normalized specific admittance of the impedance is $\beta = 0.3026 - 0.3216i$ at 375 Hz.

We shall use these parameters in the following chapter. In Figure 3.17, all the parameters are the same as for Figure 3.16 except that the two predictions are given above a rigid convex surface.
Figure 3.16 Predictions of the residue series and the BEM obtained with a bilinear profile of the sound speed, $R_c = 20.0 \text{ m}$, $f = 375 \text{ Hz}$, $z_r = 0.16 \text{ m}$, $z = 0.05 \text{ m}$ and $\beta = 0.3024 - 0.3216i$.

Figure 3.17 Same as Figure 3.16 except $\beta = 0$. 
It can be seen that the predictions resulting from the two prediction schemes are very close. This implies that the BEM may be used to model propagation over absorbing ground surfaces in the presence of a sound speed gradient. The application of the BEM in a more complicated situation, such as in the presence of a thin barrier, will be reported in Chapter 7.

3.7 Discussion of the matched asymptotic expansion theory

As another alternative approach to the residue series, the theory of matched asymptotic expansions (MAE) has been applied to the problem of the diffraction of sound by a convex surface of finite impedance [20, 26]. This work is based on Fock's results concerning the diffraction of electromagnetic waves by conducting curved surfaces. We assume that a plane wave with complex amplitude $P e^{ik_0 z}$ is incident upon a locally reacting surface, whose radius of curvature is $R_c$. A Cartesian coordinate system $(x, z)$ is situated such that its origin is the apex of the convex surface, and the $x$-axis is coincident with an incident ray, see Figure 3.18. Because the local shape of the surface near the apex can be approximated by the parabola $z = -x^2/2R_c$, a non-dimensional parabolic cylinder coordinate system $(\zeta, \eta)$, is introduced such that the axis $\eta = 0$ defines the curved boundary. The relationship between the two coordinates is defined by

$$\zeta = \frac{1}{2R_c} \left\{ \sqrt{(2R_c z + R_c^2)^2 + 4R_c^2 x^2} - (2R_c z + R_c^2) \right\}^{1/2} \left( \frac{k_0 R_c}{2} \right)^{1/3}$$

(3.7.1)

and

$$\eta = 2^{1/3} (k_0 R_c)^{2/3} \left\{ \frac{2x}{\left[ \sqrt{(2R_c z + R_c^2)^2 + 4R_c^2 x^2} - (2R_c z + R_c^2) \right]^{1/2}} - 1 \right\}.$$  

(3.7.2)
The acoustic pressure measured at a field point \((\zeta, \eta)\) is expressed as

\[
p(\zeta, \eta) = P e^{i k_0} e^{i \xi^2/3} G(\zeta, \eta)
\]

where

\[
G(\zeta, \eta, q) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ v(s - \eta) - \frac{v'(s) - q v(s)}{w'_1(s) - q w_1(s)} w_1(s - \eta) \right] e^{i \xi} ds \tag{3.7.4}
\]

where the functions \(v\) and \(w_1\) are the Fock functions defined as follows

\[
v(s) = \sqrt{\pi} \text{Ai}(s) \tag{3.7.5}
\]

\[
w_1(s) = 2 \sqrt{\pi} e^{i \pi/6} \text{Ai}(e^{i 2\pi/3} s) \tag{3.7.6}
\]

When both \(\zeta\) and \(\eta\) in Equation (3.7.4) are of the order of unity or smaller, where the field is near the apex, Equation (3.7.4) can be rewritten without approximation as

\[
G(\zeta, \eta, q) = \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ v(s - \eta) - \frac{v'(s) - q v(s)}{w'_2(s) - q w_2(s)} w_2(s - \eta) \right] e^{i \xi} ds
\]

\[
+ \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ v(s - \eta) - \frac{v'(s) - q v(s)}{w_1(s) - q w_1(s)} w_1(s - \eta) \right] e^{i \xi} ds \tag{3.7.7}
\]

where

\[
\bar{\eta} = \eta e^{-i 2\pi/3} \tag{3.7.8a}
\]

\[
\bar{q} = q e^{i \pi/3} \tag{3.7.8b}
\]

\[
\bar{\xi} = s e^{i \pi/3} \tag{3.7.8c}
\]

and

\[
w_2(s) = 2 \sqrt{\pi} e^{-i \pi/6} \text{Ai}(s e^{-i \pi/3}) \tag{3.7.9}
\]

is a third Fock function.

When the acoustic pressure is measured on the convex surface, Equation (3.7.4) can be simplified as follows
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\[ G(\zeta, 0, q) = \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{e^{i\zeta^2/2} e^{-i\sqrt{3}/2}}{w_2(s) - e^{i2\pi s_3} qw_2(s)} \, ds + \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{e^{i\zeta}}{w'_1(s) - qw_1(s)} \, ds. \]  

(3.7.10)

In the penumbra region, an approximate expression for \( G \) can be derived. This expression can be decomposed into two parts: a knife-edge diffraction \( \Phi_g \) and a Fock's background \( \Psi_g \). Thus Equation (3.7.4) becomes

\[ G = \Phi_g + \Psi_g, \]  

(3.7.11)

where

\[ \Psi_g = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{i\sqrt{2}w_2(s)} \frac{v'(s) - qe^{i2\pi s_3} v(s)}{w_2'(s) - qe^{i2\pi s_3} w_2(s)} w_2(s - \eta e^{i2\pi s_3}) ds \]

\[ - \frac{1}{\sqrt{\pi}} \int_0^\infty e^{i\zeta_3} \frac{v'(s) - qw(s)}{w_1(s) - qw_1(s)} w_1(s - \eta) ds, \]  

(3.7.12)

and

\[ \Phi_g = \frac{1}{2} e^{i(2\pi)\eta^2} \left[ \frac{\sqrt{\pi}}{2} (1 + i) Y \right], \]  

(3.7.13)

where

\[ w(z) = \text{erfc}(-iz)e^{-z^2}, \]  

(3.7.14)

and

\[ Y = -\sqrt{\frac{2}{\pi}} \frac{\eta^{3/4} (\zeta - \sqrt{\eta})}{(\zeta - \sqrt{\eta})}. \]  

(3.7.15)

Note that the MAE theory is applicable to the sound field diffracted by a convex surface provided that the incident wave is plane. It is, therefore, not comparable with the residue series solution, in which the spherical wave due to a point source is assumed. However, in a special case where the receiver is located along the line of sight near the apex of the curved surface, Equation (3.7.7) may be used to predict the sound field due to a point source and this will be discussed in Chapter 4.2.
### 3.8 Geometrical acoustics solution

If $R_c$ is large compared to the wavelength $\lambda$ and the receiver is in an insonified region, it is convenient to use a geometrical acoustics solution for the sound field over a convex surface [3, 15]. The insonified regions include the region before the apex of the cylinder close to the source and the region above the limiting ray over the convex surface. The geometric description of the problem is illustrated in Figure 3.19. According to the law of mirrors, the reflected path length is $d_r = d_1 + d_2$ and the point of specular reflection can be obtained from geometrical considerations. However, the effect at the point of reflection must account for the curved surface, i.e., the reflected waves are attenuated by an amount in excess of inverse square law alone because a parallel tube of energy incident on a convex surface is reflected as a divergent energy beam. The solution is a superposition of a reflected and direct ray.

![Figure 3.18 Geometry of the diffraction problem.](image)
If the convex surface is a cylinder, for a point monopole source, the sound pressure is given by [15]

\[
p(r, z) = S_0 \left\{ \frac{\exp(ik_0d)}{d} + \frac{Q \exp(ik_0d_x)}{\sqrt{d_x^2 + 2d_xd_1d_2}} \right\} \cos \theta_0
\]

(3.8.1)

where

\[
\theta_0 = \alpha_0 + \beta_0 ,
\]

(3.8.2)

\[
\alpha_0 = \sin^{-1}\left( \frac{R_c \sin \beta_0}{d_1} \right) ,
\]

(3.8.3)

\[
d_1 = \sqrt{\left(R_c + z_0\right)^2 + \left(R_0^2 - 2R_0 \left(R_c + z_0\right) \cos \beta_0 \right) ,}
\]

(3.8.4)

\[
d_2 = \sqrt{\left(R_c + z^2 + R_0^2 - 2R_0 \left(R_c + z\right) \cos \frac{r}{R_c - \beta_0} \right) ,}
\]

(3.8.5)

\[
d = \sqrt{d_1^2 + d_2^2 - 2d_1d_2 \cos(2\theta_0) ,}
\]

(3.8.6)

\[
\left[ \sin \left( \frac{r}{R_c - \beta_0} \right) \right] \left( \sin \beta_0 \right)^{-1} = \left( \frac{d_2}{d_1} \right) \left( \frac{R_c + z_0}{R_c + z} \right) ,
\]

(3.8.7)

and \( Q \) is the complex spherical wave reflection coefficient such as

\[
Q = R_p + (1 - R_p)F(w) ,
\]

(3.8.8)

where \( F(w) \) is the boundary loss factor defined by

\[
F(w) = 1 + i\sqrt{\pi w} \exp(-w^2) \text{erfc}(-iw) .
\]

(3.8.9)

\( R_p \) is the plane wave reflection coefficient. For a locally reacting surface, it is given by

\[
R_p = \frac{\cos \theta_0 - \beta}{\cos \theta_0 + \beta} ,
\]

(3.8.10)

and \( w \) is defined by [27]
The geometrical acoustics solution is valid for the sound field before the shadow boundary where \( r < \sqrt{2z_c R_c} \) as shown by the dotted lines in Figures 3.20 and 3.21. However, it is known [39] that Equation (3.8.1) is not valid at points near the shadow boundary. On the other hand, in the region before the apex in the vicinity of the source, the residue series does not converge, as shown by the solid lines in the above two figures.

L'Esperance et al [90] suggested use of the residue series solution in the region

\[ r > \sqrt{2z_c R_c} + \sqrt{2z R_c} \]

and the geometrical acoustics solution in the region

\[ r < \sqrt{2z_c R_c} + \sqrt{2z R_c} \].

Figures 3.20 and 3.21 show that there is reasonable smooth transition between both the residue series solution and the geometrical acoustics solution in the region \( z_c + z > r > \sqrt{2z_c R_c} \) where these two solutions agree to less than 0.5 dB.

Berry and Daigle showed [15] that the predictions given by the geometrical acoustics solution (the solid lines) agree closely with their measurements (the circles) in the region well above the shadow over the entire frequency range of interest, see Figures 3.22 and 3.23. In Figure 3.22, the results shown were obtained above a felt-covered convex surface, the impedance was calculated from Attenborough’s four-parameter model [28] with a flow resistivity of 60 kPa s m\(^{-2}\), a porosity of 0.9, a tortuosity and a pore shape factor set to unity. The radius of the cylinder was 5.0 m, the source and receiver heights were 0.30 and 1.46 m, respectively, and the range was 3.43 m. In Figure 3.23, the results shown were obtained above a rigid curved surface. The radius of the cylinder was the same as that relevant to Figure 3.22 but the source and receiver heights were 0.43 and 0.93 m, respectively, and the range was 3.65 m.
In the region above the limiting ray, Berry and Daigle [15] suggested that the geometrical acoustics solution is comparable to the residue series solution with a bilinear profile [15]. However, we find that the series is a poorly convergent sum of many small terms and there are discrepancies between the predictions and the measurements. It can be demonstrated that for the geometry given in Figure 3.22, the series does not converge at 10 kHz even when 300 terms are calculated. In Figure 3.23, the dotted line represents the prediction from the residue series solution using 30 terms. Note that the discrepancy between the two curves becomes larger at higher frequencies.

To investigate this phenomenon, the geometrical acoustics solution will be compared further to both the residue series solution and to results of measurements in the next chapter. It is noted that the number of terms necessary for the convergence of the residue series solution is proportional to the frequency, the height of receiver above the limiting ray increases, and the radius of the cylinder. In addition, the discrepancy between the two prediction schemes increases as the height of receiver above the limiting ray.

Figure 3.19 Geometrical definitions to obtain the point of specular reflection above the curved surface.
Figure 3.20 Predictions of the residue series and the geometrical acoustics solution obtained above an impedance surface, \( R_c = 20.0 \) m, \( f = 500 \) Hz, \( \beta = 0.3512 - 0.3715i \), \( z_1 = 0.8 \) m and \( z = 0.05 \) m.

Figure 3.21 Same as Figure 3.20 but a surface is rigid.
Figure 3.22 Prediction of geometrical acoustics and measurements [15] obtained above an impedance surface, $\sigma = 60 \text{ kPa s m}^{-2}$, $R_c = 5.0 \text{ m}$, $z_r = 0.30 \text{ m}$, $z = 1.46 \text{ m}$ and $r = 3.43 \text{ m}$.

Figure 3.23 Predictions and measurements [15] obtained above the rigid surface, $R_c = 5.0 \text{ m}$, $z_r = 0.43 \text{ m}$, $z = 0.93 \text{ m}$ and $r = 3.65 \text{ m}$.
3.9 Diffraction of a dipole sound field by a convex surface

Theories that have been developed to predict the diffraction of sound over a curved surface have been expressed in terms of sound radiation from point monopole source. However, real noise sources are not always monopolar in character. The theories, therefore, need to be extended for other sources. In the following sections, a dipole source is investigated.

3.9.1 Residue series solution for propagation from a dipole source above an impedance ground

Noting that [30] the horizontal range and the vertical height dependent factors are not coupled in the residue series solution for a monopole source, the dipole field \( p_d(r, \psi, z) \) can be derived from the monopole field \( p(r, z) \) by

\[
p_d(r, \psi, z) = 2\Delta_d S_0 \left[ \sin \gamma_d \cos(\psi_d - \psi_r) \frac{\partial}{\partial r} p(r, z) + \cos \gamma_d \frac{\partial}{\partial z} p(r, z) \right],
\]

where \( 2\Delta_d \) is the separation of the components of two out-of-phase monopole components, \( \gamma_d \) and \( \psi_d \) are the polar and azimuthal angles of the dipole moment vector, respectively, and \( \psi_r \) is the azimuthal angle of the receiver (see Figure 3.24). Substituting Equation (2.4.5) into Equation (3.9.1), the residue series solution with a bilinear profile can be extended for an arbitrarily oriented dipole source

\[
p^{(b)}_d(r, \psi, z) = p^{(b)}_h(r, \psi, z) + p^{(b)}_v(r, \psi, z),
\]

where \( p^{(b)}_h(r, \psi, z) \) and \( p^{(b)}_v(r, \psi, z) \) may be regarded, respectively, as the field due to horizontal and vertical dipoles [31]. It is possible to show that

\[
p^{(b)}_h(r, \psi, z) = \frac{e^{-i\pi/2}}{l} \sqrt{\frac{\pi}{2r^3}} S_d \sin \gamma_d \cos(\psi_d - \psi_r) \times \sum_n \left( \frac{2ik_n - 1}{\sqrt{k_n}} \right) \left\{ [\text{Ai}'(b_n)]^2 - b_n [\text{Ai}(b_n)]^2 \right\}. \]

(3.9.3)
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and

$$p_v^{(b)}(r, \psi, \gamma, z) = \frac{\pi e^{-i5\pi/12}}{i^2} S_d \cos \gamma_d$$

$$\times \sum_n \frac{2}{\pi k_n r} \frac{\text{Ai}'(\zeta, e^{i2\pi/3}) \text{Ai}(\bar{\zeta} e^{i2\pi/3}) e^{i\alpha}}{\left\{ [\text{Ai}'(b_n)]^2 - b_n [\text{Ai}(b_n)]^2 \right\}},$$  \hspace{1cm} (3.9.4)

where $S_d = 2\Delta_d S_0$ is the dipole source strength.

Similarly, the residue series solution with an exponential profile for an arbitrarily oriented dipole source may be expressed by

$$p_d^{(c)} = p_h^{(c)} + p_v^{(c)},$$ \hspace{1cm} (3.9.5)

where the superscript $(c)$ denotes the sound field above a cylindrically curved surface, and

$$p_h^{(c)} = e^{i\eta/4} \sqrt{\frac{2\pi}{\eta}} S_d \sin \gamma_d \cos(\psi - \psi_r) \sum_n \left[ \frac{\bar{\zeta}}{\zeta} \right]^n \frac{1}{k_n^2(z_n) k_n^2(z)} \right]^{1/4}$$

$$\times \left[ 2i k_n - 1 \right] \sqrt{k_n} \text{Ai}(-\bar{\zeta}, e^{i2\pi/3}) \text{Ai}(-\bar{\zeta} e^{i2\pi/3}) e^{i\alpha} r$$

and

$$p_v^{(c)} = e^{i\eta/4} S_d \cos \gamma_d \frac{\partial}{\partial z} \left[ \sqrt{\frac{8\pi}{\eta}} \sum_n \left[ \frac{\bar{\zeta}}{\zeta} \right]^n \right]^{1/4}$$

$$\times \left[ \sqrt{k_n} \text{Ai}(-\bar{\zeta}, e^{i2\pi/3}) \text{Ai}(-\bar{\zeta} e^{i2\pi/3}) e^{i\alpha} r$$

$$\frac{\partial^2 \bar{\zeta}}{\partial k_n^2} \left\{ [\text{Ai}'(b_n)]^2 - b_n [\text{Ai}(b_n)]^2 \right\} - \frac{\partial^2 \bar{\zeta}}{\partial k_n^2} [\text{Ai}(b_n)]^2 \right\}.$$ \hspace{1cm} (3.9.7)

The dispersion equation for dipole sources is given by Equation (2.2.18). This means that if the same geometry is considered, they have the same poles as those of the monopole source. It can be demonstrated that the sound field due to a horizontal dipole source is very similar to the sound field due to a monopole source; also the vertical dipole field follows a similar trend to the monopole field, see Figure 3.25. In the text that follows, the sound
fields due to dipole sources will be calculated as transmission loss and excess attenuation as defined by Equations (2.5.9) and (3.3.10) but for dipole fields.

Figure 3.25 shows the predictions of transmission loss at 100 Hz due to a monopole, a horizontal dipole and a vertical dipole above an impedance convex surface with

\[ R_c = 3430 \text{ m}, \quad \beta = 0.0428 - 0.0388i. \]

The source and receiver heights are 1 m. The solid line represents the monopole field, the dashed line and the dashdot line are for the horizontal dipole field and vertical dipole field, respectively. The horizontal dipole and monopole fields are indistinguishable on this graph.

### 3.9.2 Geometrical acoustics solution for a dipole source

It is possible to extend the geometrical acoustics solution to allow for a dipole source above a convex surface. The idea is to replace the monopole source shown in Figure 3.19 by two out-of-phase monopoles at the source position. For a dipole source, Equation (3.8.1) becomes

\[
p_d(r, z) = p_{d+}(r, z) - p_{d-}(r, z),
\]

where

\[
p_{d+}(r, z) = \frac{e^{ik_0 d_+}}{d_+} + \frac{e^{ik_0(d_+ + d_2+ + d_3+ + d_4+ \cos \theta_+ + \epsilon \delta \cos \phi_+)}}{d_{i+}} \left[ \left(1 + \frac{d_{2+}}{d_{i+}} \right) \left(1 + \frac{d_{2+}}{d_{i+}} + \frac{2d_{2+}}{R_c \cos \theta_+} \right) \right]^{-1/2}, \quad (3.9.9)
\]

and

\[
p_{d-}(r, z) = \frac{e^{ik_0 d_-}}{d_-} + \frac{e^{ik_0(d_- + d_2- + d_3- + d_4- \cos \theta_- + \epsilon \delta \cos \phi_-)}}{d_{i-}} \left[ \left(1 + \frac{d_{2-}}{d_{i-}} \right) \left(1 + \frac{d_{2-}}{d_{i-}} + \frac{2d_{2-}}{R_c \cos \theta_-} \right) \right]^{-1/2}, \quad (3.9.10)
\]

In the above, the subscripts + and - denote the variables due to the two out-of-phase monopoles respectively, and other abbreviations are

\[
d_{i+} = \sqrt{(R_c + z_r + \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z_r + \Delta_d \cos \theta_d) \cos \beta_0},
\]

\[
d_{i-} = \sqrt{(R_c + z_r + \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z_r + \Delta_d \cos \theta_d) \cos \beta_0},
\]

\[
d_{i+} = \sqrt{(R_c + z_r + \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z_r + \Delta_d \cos \theta_d) \cos \beta_0},
\]

\[
d_{i-} = \sqrt{(R_c + z_r + \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z_r + \Delta_d \cos \theta_d) \cos \beta_0},
\]

\[
d_{i+} = \sqrt{(R_c + z_r + \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z_r + \Delta_d \cos \theta_d) \cos \beta_0},
\]
\[ d_{1+} = \sqrt{(R_c + z - \Delta_d \cos \theta_d)^2 + R_c^2 - 2R_c(R_c + z - \Delta_d \cos \theta_d)\cos \beta_{0+}}, \]  
(3.9.12)

\[ d_{2+} = \sqrt{(R_c + z)^2 + R_c^2 - 2R_c(R_c + z)\cos \left(\frac{r}{R_c} - \beta_{0+}\right)}, \]  
(3.9.13)

\[ d_{2-} = \sqrt{(R_c + z)^2 + R_c^2 - 2R_c(R_c + z)\cos \left(\frac{r}{R_c} - \beta_{0-}\right)}, \]  
(3.9.14)

\[ \left[ \sin \left(\frac{r}{R_c} - \beta_{0+}\right) \right] \left(\sin \beta_{0+}\right)^{-1} = \left(\frac{d_{2+}}{d_{1+}}\right) \left(\frac{R_c + z + \Delta_d \cos \theta_d}{R_c + z}\right), \]  
(3.9.15)

\[ \left[ \sin \left(\frac{r}{R_c} - \beta_{0-}\right) \right] \left(\sin \beta_{0-}\right)^{-1} = \left(\frac{d_{2-}}{d_{1-}}\right) \left(\frac{R_c + z - \Delta_d \cos \theta_d}{R_c + z}\right), \]  
(3.9.16)

\[ \theta_{0+} = \alpha_{0+} + \beta_{0+}, \]  
(3.9.17)

\[ \theta_{0-} = \alpha_{0-} + \beta_{0-}, \]  
(3.9.18)

\[ \alpha_{0+} = \sin^{-1}\left(\frac{R_c \sin \beta_{0+}}{d_{1+}}\right), \]  
(3.9.19)

\[ \alpha_{0-} = \sin^{-1}\left(\frac{R_c \sin \beta_{0-}}{d_{1-}}\right), \]  
(3.9.20)

\[ d_+ = \sqrt{d_{1+}^2 + d_{2+}^2 - 2d_{1+}d_{2+} \cos(2 \theta_{0+})}, \]  
(3.9.21)

\[ d_- = \sqrt{d_{1-}^2 + d_{2-}^2 - 2d_{1-}d_{2-} \cos(2 \theta_{0-})}, \]  
(3.9.22)

and \( \theta_d \) is the angle between the dipole moment vector and the plane transverse to the convex surface.

Figure 3.26 shows the predictions given by the residue series solution using Equations (3.9.3) and (3.9.4) for the horizontal dipole and the vertical dipole, respectively (see the solid lines). In the vicinity of the source, the dotted lines show the predictions given by the geometrical acoustics solution using Equation (3.9.7). In this figure, the source and receiver
heights are 1.92 and 0.05 m, respectively, the radius of the convex cylinder $R_c$ is 20.0 m, and the normalized specific admittance of the impedance surface $\beta$ is $0.3036 - 0.3216i$ at 375 Hz. It can be shown that the predictions given by Equation (3.9.7) agree well with the experimental results, the details will be presented in the next chapter.

![Figure 3.24 Illustration of the dipole location and orientation.](image)

### 3.10 Summary

In this chapter, the upward sound propagation over a flat ground in the presence of a sound speed gradient caused by a temperature or wind velocity gradient has been studied in the acoustically analogous situations where the sound waves propagate over cylindrically or spherically curved convex surfaces above which there is no refraction.

Where the sound field is diffracted by a cylindrical surface, an analytical expression has been derived for an exponential profile. The output of the solution has been compared to
Figure 3.25 Predictions obtained at 100 Hz due to a monopole, a vertical dipole and a horizontal dipole above an impedance surface, \( R_c = 3430 \) m, \( \beta = 0.0428 - 0.0388i \) and \( z_r = z = 1.0 \) m.

Figure 3.26 Predictions obtained at 375 Hz due to a horizontal dipole and a vertical dipole above an impedance surface, \( R_c = 20.0 \) m, \( z_r = 1.92 \) m, \( z = 0.05 \) m, and \( \beta = 0.3036 - 0.3216i \).
Berry and Daigle's experimental data, to Berthelot and Zhou's experimental data, and to bilinear profiles as well. It has been found that the predictions given by the residue series solution for both bilinear and exponential profiles work well deep in the shadow zone, whereas the solution with an exponential profile predicts much better results than that with a bilinear profile in the penumbra region along the line of sight. It has been seen that the predictions obtained from exponential profiles are very similar to those obtained from Berthelot's modification.

Where the sound field is diffracted by a spherical surface, a correction factor of the residue series has been found to be important for predictions of sound field deep in the shadow zone.

The validity of our residue series model has been examined by comparing with the numerical techniques of FFP, BEM and MAE, respectively.

In the insonified region before the apex of the convex surface in the vicinity of a source, the geometrical acoustics solution shows a good agreement with the measurements, whereas the residue series solution does not converge in this region. The geometrical acoustics solution agrees well with the residue series solution in the region \( z + z_s < r < \sqrt{2z_zR_c} \). There is reasonably smooth transition between these two solutions. In the region above the shadow boundary, the residue series solution requires much more terms necessary for convergence and shows large discrepancies from the geometrical acoustics solution.

Analytical expressions derived for a monopole source have been extended to predict the sound field for a dipole source. The theoretical study has suggested that the sound field due to a dipole source above a curved convex surface is quite similar to that due to a point monopole source.
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Laboratory experiments of sound propagation over convex surfaces

Problems in predicting the sound field from a point monopole source in the acoustic penumbra behind a convex surface have been noted in the last decade. Although Berry and Daigle [15] achieved generally good agreement between the residue series solutions for bilinear profiles and their experimental data obtained above a rigid convex surface and a convex surface of finite impedance, they reported considerable discrepancies in the penumbra region along the limiting ray. Berry and Daigle [15] suggested that the residue series solution is valid in the insonified region above the shadow boundary, however, they did not obtain convergent results at high frequencies. In the vicinity of the shadow boundary predictions from the residue series solution were found to differ from their measurements by 2-5 dB. Berthelot and Zhou [20] observed dips in the measurements of excess attenuation as a function of range in the penumbra region along the limiting ray above a carpet-covered convex surface and suggested that the cause of this phenomenon is not well understood.

In this chapter, these problems are investigated by comparing the residues series predictions (cf. Chapter 3) with laboratory measurements conducted above convex surfaces. Previous experimental studies above a convex surface have been restricted to the sound field due to a point monopole source. The experimental investigations described
here test the validity not only of solutions for a monopole source but also of the theoretical
expressions derived in Chapter 3 for dipole fields diffracted by a convex surface.

4.1 Measurement techniques and configurations

First, descriptions of the experimental measurement techniques and surfaces used to
examine the diffraction of sound by convex surfaces are given.

4.1.1 The convex surfaces
Convex surfaces were constructed to behave as a rigid surface and as a surface of finite
impedance respectively. The rigid convex surface was constructed by attaching sheets of
masonite to a curved wooden frame, this is illustrated in Figure A-1. The frame was in the
form of a semi-cylinder that had a radius of curvature of 2.5 m. It was built to have a length
of 2.5 m with a span of 1.8 m and a height of 0.45 m. To ensure that the model surface
behaved as a rigid reflector, particular care was taken when fastening the sheets to the
frame. To obtain the surface of finite impedance, a commercialized felt with a thickness of
16 mm was used, see Figure A-2. The felt was secured to the rigid surface by using double
sided tapes to eliminate any transmission path between the surface and the felt.

4.1.2 Impedance estimation
To estimate the impedance of the surfaces, a flat rigid board was constructed by attaching
sheets of masonite to a flat wooden frame. It was 2.5 m long, 1.8 m wide and 0.2 m deep.
Figures 4.1 and 4.2 show the excess attenuation, which has been defined in Equation
(3.3.10), measured (the solid lines) above this surface with a point source and receiver 2.0
m apart and at heights of 0.15 m and 1.0 m, respectively. The theoretical predictions (the
dotted lines) were given by Equation (3.3.10) where the sound pressure was obtained from
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\[ p = \frac{e^{ikd}}{d} + Q \frac{e^{ikd_r}}{d_r}, \]  

(4.1.1)

where \( Q \) is the spherical wave reflection coefficient [55]. For the rigid surface, the sound field is calculated by assuming that \( Q = 1 \). It can be seen from these figures that the predictions fit the experimental results well except at frequencies near the interference minima. The results support the assumption that the bare masonite surface closely approximates a rigid surface.

The dotted lines in Figures 4.3a and 4.3b represent predictions calculated from Equation (4.1.1) considering the felt-covered surface to be locally reacting, and using Equation (2.5.15), i.e. the Attenborough two-parameter model [33], to predict the impedance. In these two figures, the solid lines represent measurements obtained above the flat board covered by the felt. The best agreement was found with \( \sigma_e = 38 \text{ kPa s m}^{-2} \) and \( \alpha_e = 15 \text{ m}^{-1} \) in the predictions. In Figure 4.3a, the source and receiver were at 0.05 m above the surface, and 2.0 m apart, corresponding to an incident angle of 87.1°. In Figure 4.3b, the source height and the separation were the same as in Figure 4.3a but the receiver height was 0.15 m, so the angle of incidence was 84.3°. The measurements over the flat surface agree with predictions according to local reaction.

4.1.3 Instrumentation and procedure

The model was placed in an anechoic chamber, which has an effective volume of \( 3 \text{ m} \times 3 \text{ m} \times 3 \text{ m} \) and is housed within a large workshop at the Silsoe Research Institute.

A B&K 4311 quarter-inch condenser microphone fitted with a preamplifier was used for making the sound pressure measurements. The microphone was connected to a B&K 2608 measuring amplifier via the preamplifier.
A tannoy speaker fitted with a 3 cm internal diameter tube 90 cm long was used as the point monopole source, see Figure A-4. Two piezo-ceramic transducer discs with resonance frequencies of 2915 and 4350 Hz were found to be adequate as the dipole sources [35], these are shown in Figure A-5. When the disc plane is vertical, it acts as a horizontal dipole source and when it is horizontal, it acts as a vertical dipole source.

A PC-based system analyzer, Maximum Length Sequence System Analyzer (MLSSA), was used both as the signal generator for the speakers and as the analyzer for subsequent signal processing. The signal was analyzed using a half Blackman-Harris window and Fourier Transformed [56]. Figure 4.4 is a schematic diagram of the experiments.

The experimental procedure was similar for all of the experiments reported in this dissertation. A measurement in the absence of the boundary serves as the direct field, i.e. reference field and subsequent measurements were divided by the reference field to obtain either the transmission loss [ cf. Equation (2.5.9) ] or the excess attenuation [ cf. Equation (3.3.10) ]. Most of the experiments were conducted with both the source and receiver in the plane transverse to the centerline of the cylinder, i.e. \( \psi = 0 \) (cf. Figure 3.6). Data was taken along the surface, along a vertical across the illuminated region and shadow zone, along the line of sight, and above the limiting ray. Figure 4.5 shows a detailed sketch of the experimental configurations. In this figure, \( r \) represents the distance from source measured from source to receiver; \( x \) represents the distance from apex measured along the line of sight starting at the apex of a curved surface and \( z \), represents the vertical distance above the surface starting at an arc distance \( r = r_0 \) from the source.
Figure 4.1 Excess attenuation obtained above a flat rigid surface, with $z_r = z = 0.15$ m, and $r = 1.0$ m. Solid curve: measurements and dotted line: prediction.

Figure 4.2 Excess attenuation obtained above a flat rigid surface, with $z_r = z = 0.15$ m, and $r = 2.0$ m. Solid curve: measurement and dotted line: prediction.
Figure 4.3a Excess attenuation obtained above a flat felt-covered surface, with \( z_r = z = 0.15 \) m, and \( r = 2.0 \) m. Solid curve: measurement and dotted line: prediction with \( \sigma_r = 38 \) kPa s m\(^{-2}\) and \( \alpha_r = 15 \) m\(^{-1}\).

Figure 4.3b Same as Figure 4.3a but \( z_r = 0.15 \) m and \( z = 0.05 \) m.
Figure 4.4 Schematic diagram of the experiments.

Figure 4.5 A sketch of the experimental configurations (cf. Figure 3.1). $r$ represents distance from source, that is the arc length measured from source. $x$ represents distance from apex, that is the length measured from the apex along the line of sight. $z_v$ represents vertical distance, that is the length coordinate vertically above the surface with an initial position at an arc distance $r = r_0$ from the source.
4.2 The sound field due to a monopole

As a prelude to experiments using dipole sources above the convex surfaces, experiments were undertaken with the monopole source. Although these experiments duplicate the work of Berry and Daigle [15] and Berthelot and Zhou [20], the discrepancies they reported between the theoretical predictions and the measurements in the penumbra region warrant further investigation. In the region above the shadow boundary, both the residue series solution and the geometrical acoustics solution were suggested to be valid [15]; however, the theoretical predictions show discrepancies which have been described in Chapter 3.8. To examine this problem, this section also reports the comparison results between the two solutions and the measurement data.

4.2.1 Experimental results

Typical results for the rigid and felt-covered convex surfaces are presented in Figures 4.6, 4.7 and 4.8 for three different receiver locations, where the source was 0.115 m above the curved surface and at a source frequency of 1.5 kHz. The circles represent experimental data obtained above the rigid surface while the plus signs represent experimental data obtained above the felt-covered surface. The solid lines are the predictions of the residue series solution for a bilinear profile. Figure 4.6 shows the results obtained as the receiver was moved along the surface. Figure 4.7 shows the results obtained as the receiver was moved along the vertical distance to a height of 0.40 m above the surface starting on the surface at an arc distance of 1.65 m from the source. Figure 4.8 shows results obtained as the receiver was moved along the line of sight out to a distance of 1.20 m from the apex.

It has been demonstrated in Chapter 3.3.1 that the predictions given by the residue series solution for a bilinear profile are adequate in the shadow zone. However, where the
Figure 4.6 Transmission loss from a monopole source at 1.5 kHz measured along a convex surface, $R_c = 2.5$ m, $z_i = 0.115$ m and $z = 0.00$ m. Circles and plus signs: measurement data obtained above a rigid surface and a felt-covered surface, respectively. Solid lines: predictions.

Figure 4.7 Same as Figure 4.6, but along a vertical distance $z_e$ starting at $r_0 = 1.65$ m (cf. Figure 4.5).
Figure 4.8 Same as Figure 4.6, but along the line of sight.

Figure 4.9 Same as Figure 4.6, but results obtained with $\psi = \pi/4$, and source frequency at 1 kHz.
receiver was moved along the line of sight, the predictions using an exponential profile show better agreement (the dashdot lines in Figure 4.8). The agreement between the predictions and the experimental data shown in these three figures is good.

If we rotate the vertical plane, that intercepts the source and receiver, through an angle of $\psi$ with respect to the circumference of the cylinder the resulting effective radius of curvature is $R_{eff}$ (cf. Figure 3.6). The circles and plus signs in Figure 4.9 represent measured data at an angle $\psi = \pi/4$ above the rigid and felt-covered cylinder, respectively. In this figure, the discrepancy between measurements and predictions calculated from Equation (3.3.5) is less than 1 dB.

4.2.2 Results above the shadow boundary

Measurements with a monopole source were also made above the shadow boundary over the rigid and felt-covered convex surfaces to examine the residue series solution and the geometrical acoustics solution in this region. In Figure 4.10, the source and receiver heights were 0.165 m and the distance between them was 1.0 m. The receiver position was 0.16 m above the limiting ray over a rigid curved surface. The residue series converges for frequencies up to 20 kHz when 40 terms are calculated and the curves agree to within 0.5 dB. When the receiver was moved higher above the limiting ray, more terms were necessary in the summation and a larger discrepancy was observed, see Figures 4.11 and 4.12. In Figure 4.11, the receiver was raised to 0.41 m above the limiting ray over a rigid curved surface, and 55 terms have been used in computing the residue series solution. Figure 4.12 shows data obtained with the receiver 0.53 m above the limiting ray over a felt-covered convex surface. For this case the residue series converges up to 20 kHz if 76 terms are included in the summation. In these figures, the solid lines represent the measured results, the dashdot lines represent the predictions given by the geometrical acoustics
solutions, and the dotted lines represent the predictions given by the residue series solution assuming bilinear effective sound speed profiles. It is found that the geometrical acoustics solutions (dashdot lines) are consistent with the measurements (solid lines) over the entire frequency range of interest, whereas the discrepancies become apparent at higher frequencies between the residue series results (dotted lines) and the measurements (solid lines).

Figure 4.10 Predictions and measurements obtained above the rigid surface, $R_c = 2.5$ m, $z_r = z = 0.165$ m and $r = 1.0$ m.
Figure 4.11 Predictions and measurement obtained above the rigid surface, $R_c = 2.5$ m, $z_1 = 0.20$ m, $z = 0.50$ m and $r = 1.65$ m.

Figure 4.12 Predictions and measurement obtained above an impedance surface, $\sigma_e = 38$ kPa s m$^{-2}$, $\alpha_e = 15$ m$^{-1}$, $R_c = 2.5$ m, $z_1 = 0.68$ m, $z = 0.12$ m and $r = 1.65$ m.
4.2.3 Failure of predictions in the penumbra region

Note that the curves of sound pressure predicted above the felt-covered surface become dissimilar to those above the rigid surface. This is particularly the case when the scaled and nondimensionalized admittance $q$ (described in Chapter 2 and Chapter 3) is large and the receiver is located in the penumbra region along the line of sight. Furthermore, the transmission loss (or the excess attenuation) will show dips when the magnitude of $q$ is greater than a certain value, depending on the phase angle and geometrical factors. The curves in Figures 4.13 and 4.14 were plotted with various $|q|$ with $\phi = \pi/4$ and $\pi/3$ respectively. We note that the depth of the dips is enlarged as $|q|$ increases, and that the curves with a phase angle of $\pi/4$ show greater dips than those with a phase angle of $\pi/3$. This implies that the impedance parameters are important in determining the dips.

However, the measured variations with range at frequencies of 3 kHz and 4 kHz differ from those predicted by the theory, as shown in Figure 4.15. In Figure 4.15, the solid lines and the dashdot lines represent the predictions given by using the residue series solution with a bilinear profile and an exponential profile respectively. The predictions are presented at 1 kHz, 2 kHz, 3 kHz and 4 kHz, and the corresponding magnitudes of $q$ are 1.02, 1.28, 1.81 and 2.31. The measured results are displayed by the points in the form of crosses, stars, circles and plus signs, respectively.

In their measurements, Berthelot and Zhou [19] observed the phenomenon of dips [or peaks in their case (see Figure 3.9)] where $|q| = 1.35$. They reported that the cause of the phenomenon was not well understood but the discrepancies between the predictions and measurement data were small. However, this is not the case for large $|q|$. It can be demonstrated, see Figure 4.16, that the dips become greater and the discrepancies between
Figure 4.13 Transmission loss predicted along the line of sight above a convex impedance surface with source frequency at 2 kHz. $R_c = 2.5$ m, $z_r = 0.24$ m and $\varphi = \pi/4$.

Figure 4.14 Same as Figure 4.13 but $\varphi = \pi/3$. 
the theory and the measurements become larger as $|q| > 1.35$. The measured data consistently shows shallower dips than the predictions.

In order to understand the problem, the measured data obtained at 4.35 kHz behind the felt-covered surface, where $|q|$ is 2.48, is compared with other versions of theory in terms of excess attenuation. Figure 4.16 shows the measured results compared with the theoretical predictions from the residue series solution assuming a bilinear sound speed profile with both interpretations of $r$ and $d$ (cf. Chapter 3), and the residue series solution for an exponential profile in this particular region. In this figure, the dips appeared in the measured results are 2-4 dB shallower than the predictions and there are discrepancies apparently in the vicinity of the apex. In the region beyond 80 cm from the apex along the line of sight, the prediction calculated from the bilinear profile with Berthelot and Zhou's interpretation [19] of $d$ is very close to that calculated from the exponential profile. Furthermore, they agree well with the measurements.

By performing the measurement several times and identifying similar trends in the data it has been confirmed that there are persistent discrepancies between predictions and measurements in the penumbra region. An example is shown in Figure 4.17, where these measured data were obtained from a different experiment. In this experiment, a more powerful speaker was used to increase the signal-to-noise ratio. Clearly, the result is in accord with that shown in Figure 4.16.

In Figure 4.18, the measurements are further compared with the predictions calculated from the fast field program (FFP) for the exponential sound speed profile. As was stated earlier, the prediction is consistent with the residue series solution for the same profile used in Figure 4.17.
Figure 4.19 compares the measurements with predictions obtained by the boundary element method (BEM). The prediction from the BEM is very similar to the predictions presented in Figures 4.16, 4.17 and 4.18 in the region beyond 80 cm from the apex along the limiting ray. In the region between 10 to 80 cm from the apex, the prediction follows the trends of the measured dips, but again over-predicts the dips by up to 2 dB. When the receiver was on the apex, the predicted sound field was about 3 dB lower than the measured results, this is in contrast to the previous predictions.

In the penumbra region along the line of sight, the matched asymptotic expansions (MAE) theory has been applied to the problem [29]. These measured data are compared with predictions calculated according to Equation (3.7.7) in Figure 4.20. There is good agreement between the measurements and the prediction in the region beyond 20 cm from the apex. However, the agreement is less satisfactory in the region near the apex.

![Graph](image)

Figure 4.15 Transmission loss due to a monopole source obtained along the line of sight above a felt-covered convex surface. Measured results given by crosses: 1 kHz, stars: 2 kHz, circles: 3 kHz, and plus signs: 4 kHz. Corresponding predictions given by solid lines: for a bilinear profile, dotted lines: for an exponential profile. $R_c = 2.5$ m and $z_s = 0.115$ m.
Chapter 4

Figure 4.16 Excess attenuation obtained at 4350 Hz along the line of sight above a felt-covered convex surface. \( R = 2.5 \) m and \( z = 0.24 \) m.

Figure 4.17 Same as Figure 4.16 but measurement results obtained from different experiment.
Figure 4.18 Same as Figure 4.16 but prediction calculated using the fast field program (FFP) represented by the stars.

Figure 4.19 Same as Figure 4.16 but prediction calculated using the boundary element method (BEM), represented by the stars.
It is seen that none of the predictions match the measurements for the entire range of interest.

4.3 The sound field due to a horizontal dipole

This section compares experimental results with predictions for the sound field due to a horizontal dipole above convex surfaces. The section ends with a brief comparison of the horizontal dipole sound field and a monopole sound field.

4.3.1 Experimental results

To enable comparison, a series of measurements was conducted using the horizontal dipole source under the same conditions as those using the monopole source. Data obtained by the transducer disc with resonance frequency of 2915 Hz are presented for three receiver configurations. The experimental results are presented according to the following sequence.
I. Along the surface

The experimental data shown in Figure 4.21 were obtained with the horizontal dipole source at a height of 0.24 m above the rigid and felt-covered surfaces. The receiver was moved along the surfaces (z = 0.00 m), (cf. Figure 4.5). The circles represent measurements made above the rigid surface, while the plus signs represent data obtained above the felt-covered surface. The predictions were calculated from Equation (3.9.3) and are represented by the solid lines. In the region near the source, Equation (3.9.3) is invalid and the predictions were calculated instead by Equation (3.9.6), the geometrical acoustics solution (the dotted lines). In general, there is good agreement between the measurements and the predictions in this region.

II. Along the line of sight

In Figure 4.22, the transmission loss is shown as a function of distance from the apex along the line of sight (cf. Figure 4.5). The horizontal dipole source remained at a height of 0.24 m, while the receiver height varied with distance. Similarly, the circles represent data measured above the rigid surface while the plus signs represent data obtained above the felt-covered surface. The predictions were calculated from Equation (3.9.3) and are represented by the solid lines. In this configuration, there is good agreement between predictions and data only above the rigid surface. Above the felt-covered surface, discrepancies are found near the dips in the penumbra region where |q| is 1.77. These are consistent with the discrepancies described in Chapter 4.2.2 for a monopole sound field.

III. Across the shadow zone

Figure 4.23 shows the results obtained when the receiver was moved along the vertical starting at an arc distance of 1.95 m from the source (cf. Figure 4.5), while the source was at 0.24 m above the surfaces. As in Figure 4.21, the circles represent data measured above
the rigid surface, whereas the plus signs represent data obtained above the felt-covered surface. The predictions were calculated from Equation (3.9.3) and are represented by the solid lines. The discrepancies between the measured results and the theory are no more than 1 dB for both the rigid and the felt-covered surfaces in this region.

![Graph](image)

**Figure 4.21** Transmission loss due to a horizontal dipole obtained along the rigid and felt-covered surfaces respectively, with source frequency at 2915 Hz. $R_e = 2.5$ m and $z \approx 0.00$ m, $z_t = 0.24$ m. Circles and plus signs: measurement results, solid lines: the residue series predictions and dotted lines: predictions of the geometrical acoustics solution for a dipole.
Figure 4.22 Same as Figure 4.21, but along the line of sight.

Figure 4.23 Same as Figure 4.21, but along a vertical distance $z$, starting at $r_0 = 1.95$ m (cf. Figure 4.5).
4.3.2 Comparisons with monopole data

In the following comparisons, the circles represent data measured from the monopole source at the same geometry as that used for the horizontal dipole source, which has been described earlier. The plus signs represent data measured from the horizontal dipole source. The theoretical predictions for the monopole and horizontal dipole sources were calculated from Equation (2.4.5) and Equation (3.9.3), and are represented by the solid and dotted lines respectively.

Figures 4.24 and 4.25 display the dipole results, which have been shown in Figure 4.19, compared with the monopole field along the rigid and felt-covered surfaces, respectively.

**Figure 4.24** Transmission loss due to a monopole source and a horizontal dipole source obtained along a rigid surface, and with source frequency at 2915 Hz. $R_c = 2.5$ m, $z = 0.00$ m and $z_r = 0.24$ m.
Figure 4.25 Same as Figure 4.24, but above a felt-covered surface.

Figure 4.26 Same as Figure 4.24, but along the line of sight.
Figure 4.27 Same as Figure 4.26, but above a felt-covered surface.

Figure 4.28 Same as Figure 4.24, but along a vertical distance $z_v$ at $r_0 = 1.95$ m (cf. Figure 4.5).
Figures 4.26 and 4.27 display the dipole results, which have been shown in Figure 4.22, compared with the monopole field along the line of sight above the rigid and felt-covered surfaces, respectively.

Figures 4.28 and 4.29 include the monopole field results, which have been already shown in Figure 4.23, and enable comparison of the horizontal dipole and monopole fields across the shadow zone above the rigid and felt-covered surfaces, respectively.

It is clear that the horizontal dipole sound field is very similar to the monopole sound field for these three configurations. The two independent sets of measurements using the monopole source and the horizontal dipole source show almost identical results. In general, the differences in the amplitude of transmission loss between them are predicted and measured to be less than 1 dB.
4.4 The sound field due to a vertical dipole

This section compares experimental results with theoretical predictions for the sound field due to a vertical dipole over convex surfaces. The section ends with a brief comparison of the vertical dipole sound field and a monopole sound field.

4.4.1 Experimental results

A series of measurements has been conducted using a vertical dipole source under the same conditions as those using the monopole source. Data obtained by the transducer disc with resonance frequency of 2915 Hz and in vertical dipole orientation are presented for the three receiver configurations. The presentation of the experimental results follows the previous sequence.

I. Along the surface

The experimental data shown in Figure 4.30 were obtained with the vertical dipole source at a height of 0.24 m above the rigid and felt-covered convex surfaces. The receiver was moved along the surfaces (z ~ 0.00 m), (cf. Figure 4.5). The circles in this figure represent data measured above the rigid surface, while the plus signs represent data obtained above the felt-covered surface. The predictions were calculated from Equation (3.9.4) and are represented by the solid lines. In the regions near the source, Equation (3.9.4) is invalid and the predictions were calculated by Equation (3.9.7) corresponding to the geometrical acoustics solution (dotted lines). In general, there is good agreement between the measurements and the predictions.

II. Along the line of sight

In Figure 4.31, the transmission loss is shown as a function of distance from the apex along the line of sight (cf. Figure 4.5). The vertical dipole source remained at a height of 0.24 m, while the receiver height varied with distance. The circles represent data measured above
the rigid surface while the plus signs represent data obtained above the felt-covered
surface, the predictions were calculated from Equation (3.9.4) and are represented by the
solid lines. For this configuration, the discrepancies between data and predictions described
in the previous chapter are repeated. Agreement is found to be good above the rigid surface
only. Above the felt-covered surface, where \(|q| = 1.77\), with a characteristic vertical dipole
source, there are obvious discrepancies near the dips.

III. Across the shadow zone

Figure 4.32 shows the results obtained as the receiver was moved along the vertical starting
at an arc distance of 1.95 m from the source [cf. Figure 4.5], while the receiver was at 0.24
m above the surfaces. As in Figure 4.30 the circles represent data measured above the rigid
surface, whereas the plus signs represent data obtained above the felt-covered surface, the
predictions were calculated from Equation (3.9.4) and are represented by the solid lines.
The discrepancies between the measured results and the theory are no more than 1 dB for
both the rigid and the felt-covered surfaces in this region.

4.4.2 Comparisons with monopole data

In the following comparisons, the circles represent data measured for the monopole source
at the same geometry as that for the vertical dipole source, which has been described
earlier. The plus signs represent data measured for the vertical dipole source. The
theoretical predictions for the monopole and vertical dipole sources were calculated from
Equation (2.4.5) and Equation (3.9.4), and are represented by the solid and dotted lines
respectively.
Figure 4.30 Transmission loss due to a vertical dipole obtained along the rigid and felt covered convex surfaces respectively, and with source frequency 2.9 kHz. $R_c = 2.5$ m, $z = 0.00$ m and $z_r = 0.24$ m. Circles and plus signs: measurement results, solid lines: the residue series predictions and dotted lines: predictions of the geometrical acoustics solution for a dipole.

Figure 4.31 Same as Figure 4.30, but along the line of sight.
Figure 4.32 Same as Figure 4.30, but along a vertical distance $z_0$ starting at $r_0 = 1.95$ m (cf. Figure 4.5).

Figures 4.33 and 4.34 include the results which have been shown already in Figure 4.30 and enable comparison between the vertical dipole and the monopole fields along the rigid and felt-covered surfaces, respectively.

Figures 4.35 and 4.36 include the results which have been shown already in Figure 4.31 and enable comparison between the vertical dipole and the monopole fields along the line of sight above the rigid and felt-covered surfaces, respectively.

Figures 4.37 and 4.38 include the results which have been shown already in Figure 4.31 and enable comparison between the vertical dipole and the monopole fields across the shadow zone above the rigid and felt-covered surfaces, respectively.

It is seen that the vertical dipole sound field varies with range in a similar way to the monopole sound field for these three configurations. The two independent sets of
measurements using the monopole source and the vertical dipole source show similar trends which are, however, of different magnitude. The differences in the amplitude of transmission loss are predicted and measured to be around 10 dB in this region.

Figure 4.33 Transmission loss due to a monopole source and a vertical dipole obtained along a rigid surface, and with source frequency 2915 Hz. $R_c = 2.5$ m, $z - 0.00$ m and $z_i = 0.24$ m. Circles and plus signs: measurement results, solid lines: the residue series predictions and dotted lines: predictions of the geometrical acoustics solution for a dipole.
Figure 4.34 Same as Figure 4.33, but above a felt-covered surface.

Figure 4.35 Same as Figure 4.33, but along the line of sight.
Figure 4.36 Same as Figure 4.35, but above a felt-covered surface.

Figure 4.37 Same as Figure 4.33, but along a vertical distance $z_v$ starting at $r_0 = 1.95$ m (cf. Figure 4.5).
4.5 Summary

Experimental investigations have been conducted indoors to validate the theoretical studies presented in the previous chapters. The experiments were carried out in an anechoic chamber above a rigid convex surface with and without a felt covering. The measurements have been made using a monopole source, a horizontal dipole source and a vertical dipole source above convex surfaces. The receiver has been moved along the curved surface, the line of sight and vertically across the shadow zone. In general, the experimental measurements agree well with the theoretical predictions.

In the vicinity of a source, predictions from the geometrical acoustics solution have shown good agreement with the measurements, whereas the residue series solution does not converge in this region. The geometrical acoustics solution agrees well with the residue series solution in the region where \( z + z_s < r < \sqrt{2z_s R_c} \). There is reasonably smooth
transition between these two solutions. In the insonified region well above the shadow boundary, the geometrical acoustics solution agrees well with the measurements, whereas the residue series solution requires many more terms to achieve convergence and shows significant discrepancies from the measurements.

A persistent discrepancy between predictions and experimental data has been found in the penumbra region along the line of sight above the felt-covered convex surface as the magnitude of $q$, the scaled and non-dimensionalized admittance, defined in Equation (2.2.6), is large. Although this discrepancy has been exhibited in a set of repeatable experimental results, there is yet no satisfactory explanation.

It has been shown that above a convex surface, the sound field of a horizontal dipole behaves like that of a monopole point source, and the sound field due to a vertical dipole is quite similar in range dependence to that due to a monopole point source, but at a more or less constant amplitude difference.
Chapter 5

Sound propagation over concave surfaces†

This chapter is concerned with the diffraction of sound by concave surfaces, which is analogous to sound propagation in downward refracting media.

The diffraction of sound by convex surfaces has been studied in great detail since the initial work of Fock [48] for electromagnetic waves and subsequent works in acoustics by Pierce [3] and others [15, 20]. However, much less work has been conducted on the diffraction by concave surfaces, and has been concerned only with monopole sources [32, 46]. Almgren [32] measured the sound field above a rigid concave curved surface. He reported that the measurements agree reasonably well with the sound fields calculated by using the theories of Pridmore-Brown [77, 117], Pierce [3], and Rasmussen [49] for propagation over a flat rigid ground in a downward refracting medium. He suggested that further work can be related to a finite impedance surface.

Gabillet et al [46] have conducted similar indoor experiments above a concave surface to simulate propagation under downward refraction over both rigid and finite impedance surfaces. The experimental results were compared to the Gaussian beam solution. They found that for propagation over a rigid concave surface, there was good agreement between theory and measurement only beyond 2000 Hz; for propagation over a concave surface of

† Parts of the work reported here have been published [152].
finite impedance, the agreement was only satisfactory for frequencies higher than 6000 Hz.

In this chapter, diffraction of sound by concave surfaces is investigated theoretically and experimentally for both monopole and dipole sources. The theories developed for the sound propagation in the presence of positive sound speed gradients due to temperature or wind velocity variations outlined in previous chapters are adapted to problems of diffraction of sound by concave surfaces in the absence of refraction. The residue series solution for sound propagation in an exponential sound speed profile, derived from the sound field diffracted by a cylindrical convex surface, is extended to enable calculation of the sound field diffracted by a cylindrical concave surface. Analytical expressions developed for a monopole source are used straightforwardly to predict the sound field for dipole sources. Measurement results using a point monopole source, a horizontal dipole source and a vertical dipole source over cylindrical concave surfaces are reported and compared with theoretical predictions.

5.1 The normal mode solution

It has been found [45] that the acoustic analogy described in Chapter 3 also exists between downwardly curving ray paths over flat ground and propagation over a concave surface in a neutral atmosphere. The analogy is illustrated in Figure 5.1. Almgren [32] has shown that it is valid to use a concave surface to simulate the effect of refraction due to a positive sound speed gradient on outdoor sound propagation.

Inversion of the B-D analogy (cf. Chapter 3) suggests that sound propagation above a cylindrical concave surface in a homogeneous medium with no refraction is analogous to the downwardly curving ray paths above a plane boundary due to a bilinear profile of sound speed. The sound speed profile is given by
Raspet et al [9] developed a normal mode solution for sound propagation in a downward refracting medium above a complex impedance ground surface. The solution was found when the sound speed variation with height was approximated by Equation (5.1.1). It may be expressed by

\[
p^{(b)}(r, z) = \frac{i \pi}{l} \sum_{n} H_0^1(k_n, r) \frac{\text{Ai}(\tau_n + z/l) \text{Ai}(\tau_n + z/l)}{\left\{ \tau_n \left[ \text{Ai}(\tau_n) \right]^2 - \left[ \text{Ai}'(\tau_n) \right]^2 \right\}},
\]  

(5.1.2)

\[c(z) = \frac{c_0}{\sqrt{1 - 2z/R_c}} = c_0 \left( 1 + \frac{z}{R_c} \frac{2z^2}{3R_c^2} + \ldots \right). \]  

(5.1.1)

Figure 5.1 Sketch showing the analogy between curved ray path above a plane boundary and straight line propagation above a concave surface.
where \( \tau_n \) are the zeros of

\[
\text{Ai}'(\tau_n) + q\text{Ai}(\tau_n) = 0.
\]

(5.1.3)

For large arguments, the Hankel function in Equation (5.1.2) can be approximated by its asymptotic form and Equation (5.1.2) then becomes

\[
p^{(b)}(r, z) = \frac{i\pi e^{-i\pi/4}}{l} \sum_{n} \frac{2}{\pi k_n r} \frac{\text{Ai}(\tau_n + z_i/l)\text{Ai}(\tau_n + z_j/l)e^{i\mu r}}{\left\{\tau_n[\text{Ai}(\tau_n)]^2 - [\text{Ai}'(\tau_n)]^2\right\}},
\]

(5.1.4)

which is identical to Equation (2.4.8).

Inversion of the D-G analogy and the associated conformal transformation (cf. Chapter 3) suggests that the residue series solution derived for the sound pressure behind a long cylinder can be developed for the sound pressure over a cylindrical concave surface. The solution is found in the form

\[
p^{(c)}(r, \psi, z) = e^{i\pi/4} \sqrt{\frac{8\pi}{r}} \times \\
\sum_{n} \left[\frac{\xi(z_n)}{k^2(z_n)}\right]^{1/4} \sqrt{k_n \text{Ai}(-\xi_n - \xi)\text{Ai}(-\xi_n + \xi)e^{i\mu r}} + \frac{\partial q_n}{\partial k_n} \left[\text{Ai}'(\tau_n)\right]^2
\]

(5.1.5)

when the sound speed variation with height is approximated by an exponential profile

\[
c(z) = c_0 \exp(z/R_c) = c_0 \left(1 + \frac{z}{R_c} - \frac{z^3}{2R_c^2} + \cdots\right),
\]

(5.1.6)

where \( \tau_n = -\xi_0 \) are the zeros of Equation (5.1.3), and

\[
\bar{k}_s(z) = \sqrt{(k_o^2 - k_n^2 \sin^2 \psi)} \exp(-z/R_c) - k_n^2 \cos^2 \psi.
\]

(5.1.7)

In Equation (5.1.5) the variables \( \bar{\xi}(z), \bar{\xi}_0 \) and \( \partial \bar{\xi}_0 / \partial k_n \) are the same as in the case of convex surface, and they have been defined in Equations (3.3.6) to (3.3.8). The values of \( \tau_n, q_n \) and \( k_n \) can be determined using the numerical method described in Chapter 2.3.2.
5.2 Theoretical comparisons

In this section the validity of the normal mode solution for an exponential profile is investigated by means of numerical comparisons. Two frequencies 2915 Hz and 4350 Hz, at which experiments have been made, are presented for the numerical comparisons.

5.2.1 Comparison of predictions of the normal mode solution and the fast field program

The normal mode solution for an exponential profile should agree with the fast field program (FFP) [10] solution for the same sound speed gradient. In particular the fast field program and the normal mode predictions for transmission loss versus the distance from source are compared. Figure 5.2 shows the results of the normal mode calculation (solid lines) compared with the FFP calculation (circles) for the sound speed profile varying exponentially with height. In Figure 5.2(a), the propagation above the felt-covered concave surface was predicted at a frequency of 2915 Hz in a gradient with \( R_e = 2.5 \text{ m} \) when the gradient was truncated at 1.24 m altitude [cf. Equation (2.3.10)]. A good approximation for the truncated gradient may be obtained by using 14 modes. This number of modes is the so-called full solution that can be determined from Equation (2.3.9). The complex impedance surface was calculated using Equation (2.5.15), i.e. Attenborough's two-parameter model with \( \sigma_e = 38 \text{ kPa s m}^{-2} \) and \( \alpha_e = 15 \text{ m}^{-1} \). The chosen parameters (\( R_e, \sigma_e, \) and \( \alpha_e \)) reflect the radius and the impedance of the curved surfaces used in our subsequent laboratory measurements. The source height was 0.1 m, and the receiver height was 0.15 m. Figures 5.2(b) and 5.2(c) show the comparison for the propagation due to a horizontal dipole source and a vertical dipole source respectively. The agreement between the two numerical schemes for monopole and horizontal dipole sources is excellent.
Figure 5.2 Transmission loss predicted over a felt-covered concave surface with $R_c = 2.5$ m and $z_i = z = 0.10$ m at a frequency of 2915 Hz. Dotted curves: FFP calculations and solid curves: the normal mode calculations for exponential profiles for (a) monopole, (b) horizontal dipole and (c) vertical dipole sources.
However, for the vertical dipole source, the agreement between the FFP and the normal predictions is less satisfactory. There are considerable oscillations in the magnitudes of the TL for the normal mode predictions. This is largely due to the fact that the contribution due to a branch-line integral, which is beyond the scope of the present study, has been ignored in the normal mode solution [153]. The inadequacy of the approximation is only apparent for the case of a vertical dipole because the solution involves the spatial differentiation with respect to the vertical height. In view of the acoustic analogy, the normal mode solution may be used to predict the sound propagation above a curved surface in an exponential sound speed profile.

5.2.2 Comparison of the normal mode predictions for two profiles

In this section, typical comparisons of the normal mode predictions between bilinear and exponential profiles are displayed. Figure 5.3 shows the predictions above the felt-covered concave surface in a gradient with $R_e = 2.5$ m, at frequencies of (a) 2915 and (b) 4350 Hz, for both profiles. The solid curves were calculated from Equation (5.1.5), while the dotted curves were calculated from Equation (5.1.4). The source and receiver heights were 0.10 and 0.02 m, respectively.

If the vertical plane that intercepts the source and receiver is rotated through an angle, $\psi$ (cf. Figure 3.6), with respect to the circumference of the concave cylinder, prediction of the normal mode solution for an exponential profile can be calculated using Equation (5.1.5) straightforwardly. For the inversion of the B-D analogy, the radius of curvature $R_e$ will be replaced by the effective radius defined in Equation (3.3.9).

Figure 5.4 shows similar predictions to Figure 5.3 with $\psi = \pi/4$ instead of $\psi = 0$ for both profiles. In this figure, the effective radius of curvature increases up to 5.0 m. With a
weaker gradient, the two profiles show closer sound speed variations with height, the differences between the two profiles become smaller.

Over a rigid concave surface, the differences are similar to those over the felt-covered concave surface. Figure 5.5 shows the predictions for both profiles over a rigid surface with the source and receiver heights of 0.05 and 0.02 m respectively.

It is noted that the calculations for an exponential profile and a bilinear profile are similar only at short ranges. The differences between the two profiles appear larger at long ranges.

To examine the validity of the calculations for both profiles over a cylindrical concave surface, the normal mode solutions will be compared to the boundary element method calculation in the next section.

![Graph](image)

**Figure 5.3** Transmission loss predicted over a felt-covered concave surface with $R_v = 2.5$ m, $z_s = 0.10$ m and $z = 0.02$ m, at frequencies of (a) 2915 Hz and (b) 4350 Hz. Solid curves: the normal mode calculations for exponential profiles, dotted curves: for bilinear profiles.
Figure 5.4 Same as Figure 5.3, but $\psi = \pi/4$.

Figure 5.5 Transmission loss predicted over a rigid concave surface with $R_c = 2.5$ m, $z_s = 0.05$ m and $z = 0.02$ m, at frequencies of (a) 2915 Hz and (b) 4350 Hz. Solid curves: calculations for exponential profiles, dotted curves: for bilinear profiles.
5.2.3 Comparison with the boundary element method

It is possible to model sound propagation over a cylindrical concave surface by the boundary element method (BEM) [24]. Using the boundary element method, the cross section of the cylindrical concave surface is modelled as a series of adjacent elements with impedance surfaces. The normal mode predictions for both exponential and bilinear profiles are further compared with the BEM prediction over concave surfaces in a gradient with $R_c = 2.5$ m. Figure 5.6 shows two typical examples of prediction over (a) the felt-covered surface and (b), a rigid surface. The solid lines represent the predictions for the exponential profile, while the dotted lines represent those for the bilinear profile. The circles represent the calculations from the BEM.

There are considerable discrepancies between the normal mode predictions for the bilinear profile and predictions calculated from the BEM, especially at longer ranges. At short ranges, the discrepancies are small except for oscillations in magnitude. As the receiver is moved away from the source, the differences become greater.

Contrary to the bilinear sound speed profile, the normal mode predictions for the exponential profile accord generally with the boundary element method calculations over the concave surfaces. This implies that the equivalent sound speed increases exponentially rather than bilinearily with height over a cylindrical concave surface. This implication is in agreement with the conclusion obtained in the case of a cylindrical convex surface. In a later section, the data extracted from measurements over cylindrical concave surfaces will be compared with the normal mode predictions for both sound speed profiles to test the performance of the theoretical models.
Figure 5.6 Excess attenuation predicted at a frequency of 2915 Hz in a gradient with $R_c = 2.5$ m, (a) over the felt-covered concave surface with $z_s = z = 0.10$ m and (b) over a rigid surface with $z_s = 0.02$ m, $z = 0.00$ m. Circles: BEM calculations, solid curves: the normal mode calculations for exponential profiles, dotted curves: the normal mode calculations for bilinear profiles.

5.3 The normal mode solution for a dipole source

Substituting Equation (2.4.8) into Equation (3.9.1), the normal mode solution for a bilinear profile can be extended for an arbitrarily oriented dipole source over a concave surface, i.e.

$$p_d^{(b)}(r, \psi, z) = p_h^{(b)}(r, \psi, z) + p_v^{(b)}(r, \psi, z),$$  \hspace{1cm} (5.3.1)

where $p_h^{(b)}$ and $p_v^{(b)}$ are, respectively, the horizontal component and the vertical component of a dipole, and the superscript $(b)$ denotes the sound field due to a bilinear sound speed profile (cf. Chapter 2). They are determined according to
The normal mode solution for an exponential profile for an arbitrarily oriented dipole source may be expressed by

\[ p_{d}^{(c)}(r, \psi, z) = p_{h}^{(c)} + p_{v}^{(c)}, \]  

where the superscript \((c)\) denotes the sound field above a cylindrical curved surface, and

\[ p_{h}^{(c)} = e^{i \theta / 4} S_{d} \sin \gamma_{d} \cos(\psi_{d} - \psi) \sqrt{\frac{2 \pi}{r^{3}}} \]

\[ \times \sum_{n} \left[ \frac{2}{k_{n} r} \right]^{1/4} \frac{(2i k_{n} - 1) \sqrt{\frac{2 \pi}{r^{3}}} \sin \frac{\gamma_{d}}{r} e^{i k_{n} r}}{\sqrt{k_{n}}} \right], \]  

and

\[ p_{v}^{(c)}(r, \psi, z) = \frac{\pi e^{i \theta / 4}}{l^{2}} S_{d} \cos \gamma_{d} \]

\[ \times \sum_{n} \left[ \frac{2}{k_{n} r} \right]^{1/4} \frac{\sin \frac{\gamma_{d}}{r} e^{i k_{n} r}}{\sqrt{k_{n}}} \right], \]  

The poles for dipole sources are the same as those for a monopole source and are described by Equation (5.1.3).
Figure 5.7 Transmission loss due to a monopole source (solid lines), a horizontal dipole source (dashed lines) and a vertical dipole source (dashdot lines) predicted at 2915 Hz, over a rigid concave surface with $R_c = 2.5$ m, $z_s = 0.02$ m and $z = 0.00$ m, for (a) an exponential profile and (b) a bilinear profile.

Figure 5.8 Same as Figure 5.7, but predicted at a frequency of 4350 Hz.
Figure 5.9 Transmission loss due to a monopole source (solid lines), a horizontal dipole source (dashed lines), and a vertical dipole source (dashdot lines) predicted at 2915 Hz, over a felt-covered concave surface with $R_c = 2.5$ m, $z_r = 0.10$ m and $z = 0.02$ m, for (a) an exponential profile and (b) a bilinear profile.

Figure 5.10 Same as Figure 5.9, but predicted at a frequency of 4350 Hz.
It can be demonstrated that, over a concave surface, the variation of transmission loss with range, due to a horizontal dipole source is similar to that due to a monopole source, but the sound field due to a vertical dipole is quite different from that due to a monopole. Figures 5.7 to 5.11 show the calculated range dependence of the sound fields of a monopole source (solid lines), a horizontal dipole source (dashed lines) and a vertical dipole source (dashdot lines) for (a) exponential profiles and (b) bilinear profiles. The curves shown in Figures 5.7 and 5.8 are predicted for a rigid concave surface with $R_c = 2.5$ m, $z_s = 0.02$ m, and $z = 0.00$ m and for frequencies of 2915 and 4350 Hz, respectively. Figures 5.9 and 5.10 show the predictions for the felt-covered concave surface with $R_c = 2.5$ m, $z_s = 0.10$ m and $z = 0.02$ m and for frequencies of 2915 and 4350 Hz, respectively. Figure 5.11 shows similar predictions to those of Figure 5.10 but $\psi = \pi/4$ instead $\psi = 0$ (cf. Figure 3.6). It is seen that there are clear differences between the predictions for these two profiles for both monopole and dipole sources.
5.4 Experimental investigations

This section is devoted to measurements of the sound field over concave surfaces. The experimental data is analyzed and compared to predictions of the normal mode solutions for both an exponential profile [Equation (5.1.5)] and a bilinear profile [Equation (5.1.4)].

5.4.1 Measurement techniques

The measurement techniques for investigations of the sound fields over concave surfaces are similar to those used above convex surfaces and reported in Chapter 4. The concave surfaces were constructed to behave either as rigid surfaces or as surfaces of finite impedance. The rigid concave surface was constructed by attaching sheets of masonite to a series of curved ribbed structures, as shown in Figure A-6. The resulting surface was that of a long cylinder with a radius of curvature 2.5 m. It was built to have a centerline of 2.5 m with a span of 1.8 m and a depth of 0.45 m. To ensure that the surface acted as a rigid reflector, particular care was paid in fastening the masonite sheets to the structures. To obtain a surface of finite impedance, felt was secured to the rigid surface using double sided tape to eliminate the possible transmission path between the sheets and the felt, see Figure A-7. The surfaces allow sound propagation distances of up to 2.5 m. Propagation above this concave surface simulates propagation in the presence of a positive constant sound speed gradient with $R_c = 2.5$ m.

Measurements were made separately with the source and receiver in the plane transverse to the centerline of the concave surfaces, i.e. $\psi = 0$, and in the plane rotated by an angle, $\psi = \pi/4$ (cf. Figure 3.6), with respect to the circumference of the surfaces.
5.4.2 The sound field due to a monopole source over concave surfaces

Gabillet et al [46] reported that there are up to 5 dB discrepancies between the calculations from the Gaussian beam solution and the measurements obtained from a monopole source above a concave surface of finite impedance below a frequency of 6000 Hz. They found good agreement between predictions and measurements above a rigid concave surface only for frequencies higher than 2000 Hz. To investigate this problem, a series of laboratory measurements have been conducted, using a point monopole source, above both rigid and felt-covered concave surfaces.

The circles in Figures 5.12(a) and (b) represent measurements for frequencies of 2915 and 4350 Hz, respectively, with the receiver moved along the rigid surface (z \sim 0.00 m) and the source at a height of 0.02 m. The solid curves represent predictions of the normal mode solution for the exponential profile, while the dotted curves represent predictions for the bilinear profile. The agreement between the circles and the two curves is excellent out to 2.0 m from the source. Beyond this distance, there is no data.

The circles in Figures 5.13(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, over the felt-covered concave surface with both the source and receiver at heights of 0.10 m. Good agreement is found between measurements and predictions for the exponential profile (solid curves). However, there are considerable discrepancies between the measured data and the calculations for the bilinear profile (dotted curves) at longer ranges.

The circles in Figures 5.14(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, with the source and receiver in the plane \( \psi = \pi/4 \), over the felt-covered surface. The source height was 0.10 m and the receiver height was 0.02 m. The predictions
for both profiles agree with the measurements except that there are oscillations in the magnitude of the predictions for the bilinear profiles.

It is found that the predictions given by Equation (5.1.5) for the exponential profiles agree with the experimental results obtained over the cylindrical concave surfaces. The agreement is better than that with the predictions given by Equation (5.1.4) for the bilinear profiles. This accords with the conclusion from the sound field refracted by an exponential sound speed profile that is analogous to propagation over cylindrical convex surfaces.

Figure 5.12 Transmission loss due to a monopole source obtained over a rigid concave surface with $R_c = 2.5$ m, $z_1 = 0.02$ m and $z = 0.00$ m, at frequencies of (a) 2915 Hz and (b) 4350 Hz. Circles: measurements, solid curves: predictions for exponential profiles, dotted curves: predictions for bilinear profiles.
Figure 5.13 Same as Figure 5.12, but over a felt-covered concave surface with $z_s = z = 0.10$ m.

Figure 5.14 Similar to Figure 5.13, but with $\psi = \pi/4$, $z_s = 0.10$ m and $z = 0.02$ m.
5.4.3 The sound field due to a horizontal dipole source over concave surfaces

The circles in Figures 5.15(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, with the receiver moved along the rigid surface (z ~ 0.00 m) and the source at a height of 0.02 m. The solid curves represent predictions from Equation (5.3.5) for the exponential profile, while the dotted curves represent predictions from Equation (5.3.2) for the bilinear profile. The agreement between the measurements and the calculations for both profiles is very good out to 2.0 m from the source.

The circles in Figures 5.16(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, over the felt-covered concave surface with both the source and receiver at heights of 0.10 m. The agreement between the measurements and the calculations for the exponential profile (solid curves) remains good. However, there are considerable discrepancies between the measurements and the calculations for the bilinear profile (dotted curves) at longer ranges.

The circles in Figures 5.17(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, with the source and receiver in the plane $\psi = \pi/4$ over the felt-covered surface. The source height was 0.10 m, and the receiver height was 0.02 m. The predictions for both profiles agree with the measurements.

It is noted that over concave surfaces, the sound field due to a horizontal dipole source is very similar to that due to a monopole source. This is consistent with what has been found in the case of convex surfaces. Moreover, as was the case with a monopole source, where the diffraction is by a cylindrical concave surface, the normal mode solution for an exponential sound speed profile is better able to describe the sound field than that for a bilinear profile.
Figure 5.15 Transmission loss due to a horizontal dipole source obtained over a rigid concave surface with $R_s = 2.5$ m, $z_r = 0.02$ m and $z = 0.00$ m, at frequencies of (a) 2915 Hz and (b) 4350 Hz. Circles: measurements, solid curves: predictions for exponential profiles, dotted curves: predictions for bilinear profiles.

Figure 5.16 Same as Figure 5.15, but over a felt-covered concave surface with $z_r = z = 0.10$ m.
5.4.4 The sound field due to a vertical dipole source over concave surfaces

The circles in Figure 5.18(a) and (b) represent measurements at 2915 and 4350 Hz, respectively, with the receiver moved along the rigid surface \( z = 0.00 \text{ m} \) and the source at a height of 0.02 m. The solid curves represent predictions from Equation (5.3.6) for the exponential profile, while the dotted curves represent predictions from Equation (5.3.3) for the bilinear profile. In contrast to the theoretical predictions, the experimental results lie on smooth curves (the dashed curves), which show similar trends to predictions of the monopole sound fields (cf. Figures 5.7 and 5.8).

Similar results have been obtained over the felt-covered concave surface. The circles in Figures 5.19(a) and (b) represent data at 2915 and 4350 Hz, respectively, with both the source and receiver at heights of 0.10 m, over the felt-covered surface. Figure 5.21 shows
the results obtained with the source and receiver in the plane $\psi = \pi/4$, and at heights of 0.10 and 0.02 m, respectively.

It would appear that, for a vertical dipole source over a cylindrical concave surface, the agreement between the measurements and the normal mode predictions for both profiles is not satisfactory due to the branch-line integral problem mentioned earlier in this chapter. Nevertheless, relatively speaking, there is better agreement with predictions for an exponential profile, within the experimental ranges.

Figure 5.18 Transmission loss due to a vertical dipole source obtained over a rigid concave surface with $R_c = 2.5$ m, $z_s = 0.02$ m and $z = 0.00$ m, at frequencies of (a) 2915 Hz and (b) 4350 Hz. Circles & dashed curves: measurements, solid curves: predictions for exponential profiles, dotted curves: predictions for bilinear profiles.
Figure 5.19 Same as Figure 5.18, but over a felt-covered concave surface with \( z_r = z = 0.10 \text{ m} \).

Figure 5.20 Similar to Figure 5.19, but with \( z_r = 0.10 \text{ m} \), \( z = 0.02 \text{ m} \) and \( \psi = \pi/4 \).
5.5 Summary

A normal mode solution has been developed for propagation in an exponential sound speed profile and used to predict the sound field diffracted by a cylindrical concave surface. Analytical expressions for dipole sources have been deduced directly from those for a monopole source.

A series of laboratory experiments have been conducted using a monopole source, horizontal and vertical dipole sources over cylindrical concave surfaces.

The measurement results have been compared with normal mode predictions for both an exponential profile and a bilinear profile. The comparison of the measurements with the predictions was limited to ranges of less than 2.0 m. Good agreement has been found between measurements and normal mode predictions for an exponential profile where the sound field was due to a monopole source or horizontal dipole sources, but the agreement is less satisfactory where the sound field is due to vertical dipole sources. The solution for a bilinear profile showed considerable disagreement with measurements at long ranges in both monopole and horizontal dipole sound fields, and significant differences from measurements in vertical dipole sound fields.

The predicted and measured transmission loss due to a horizontal dipole source, as a function of range, have been found to be close to those predicted for a monopole source. However, the predicted transmission loss due to a vertical dipole source shows serious oscillations resulting from possible omissions in the normal mode calculations.
Chapter 6

Surface waves over a convex porous surface

Many of the essential features associated with surface wave propagation near a complex impedance plane have been clarified by a number of theoretical and experimental studies [40-44]. The existence of the surface wave above an impedance plane in a homogeneous atmosphere is now generally accepted.

Theoretical studies [40, 41, 63, 65] have revealed that surface waves propagate horizontally above porous ground, decaying exponentially with height, at a phase velocity less than the sound speed in the air. Laboratory measurements have detected these surface waves using both continuous and pulse sources [40, 44, 65-69] above lighting diffuser lattices mounted on flat rigid boards. It has been verified [43, 70] that a true surface wave exists independently in spherical wave propagation above such an impedance ground. Daigle et al [44] and Hutchinson-Howorth and Attenborough [69, 71] have demonstrated that a surface wave may be identified, in pulse experiments, as a separate arrival from that of a body wave arriving earlier.

The technique of pole searching in an upward refracting medium suggested by Pierce [3] works well for phase angles of the scaled and nondimensionalized admittance, \( q = |q| e^{i\varphi} \), greater than \( \pi/6 \), i.e. \( \varphi > \pi/6 \) [cf. Equation (3.2.6)], but Raspet et al [8] indicated that this technique would not work for moderately large \( |q| \) if \( \varphi < \pi/6 \). Instead they have developed
a numerical scheme of pole searching (cf. Chapter 3.2) that can avoid missing the pole related to the surface wave for $\varphi < \pi/6$. However, the Raspet et al’s scheme has not yet been confirmed by experimental evidence.

For complex impedance with phase angles, $\varphi_z > \pi/3$ ($\varphi_z = \pi/2 - \varphi$), Raspet et al [8] have pointed out that the surface wave pole identified in the analytical solution for sound propagation in a homogeneous atmosphere is present also in the solution for the sound field in an upward refracting medium. They stated that this surface wave pole arises from the residue series which contains an independent contribution from the surface wave. However, the surface wave has not yet been observed outdoors, and there is little experimental evidence as to whether and how the surface wave exists over a curved porous surface.

Previous studies suggest that the nature of the surface waves can be investigated from controlled experiments above appropriate model surfaces. On the basis of the acoustic analogy described earlier (cf. Chapter 3 and Chapter 4), it is possible to study the surface waves that would occur over an impedance plane in an upward refracting medium by making measurements above a convex porous surface. In this chapter, we shall examine the surface wave pole locations, wave contributions and sound field above a convex impedance surface, and present experimental evidence for the existence of the surface waves over the convex surface. Measurements of the sound fields due to horizontal and vertical dipole sources including the surface wave contributions above this convex surface are reported also in this chapter.

6.1 Surface waves from a monopole source

In a stationary upward refracting medium, with a bilinear sound speed profile given by
\[ c(z) = \frac{c_0}{\sqrt{1 + 2z/R_c}}, \quad (6.1.1) \]

The solution for the acoustic pressure wave equation can be expressed as [72]

\[ p(r, z) = -\int \frac{H_0'(k_r r)}{r} P(z, k_r) k_r dk_r, \quad (6.1.2) \]

where

\[ P(z, k_r) = -2\pi i e^{ix/6} \text{Ai}(-\xi e^{ix/3}) \left[ \text{Ai}(-\xi) - \Gamma \text{Ai}(-\xi e^{ix/3}) \right], \quad (6.1.3) \]

\[ l = \left( \frac{R_c}{2k_0^2} \right)^{1/3}, \quad (6.1.4) \]

\[ \xi = (k_r^2 - k_0^2)^{1/2} - \frac{z}{l}, \quad (6.1.5) \]

\[ q = ik_0 \beta l, \quad (6.1.6) \]

and

\[ \Gamma = \frac{\text{Ai}'(-\xi_0) - q \text{Ai}(-\xi_0)}{e^{ix/3} \text{Ai}(-\xi_0 e^{ix/3}) - q \text{Ai}(-\xi_0 e^{ix/3})}. \quad (6.1.7) \]

The remaining parameters are the same as identified in previous chapters. The residue of Equation (6.1.3) can be evaluated at each pole of Equation (6.1.2), and the results summed to form the total solution. The condition for a pole is

\[ e^{ix/3} \text{Ai}(-\xi_0 e^{ix/3}) - q \text{Ai}'(-\xi_0 e^{ix/3}) = 0. \quad (6.1.8) \]

Evaluating the residue at each pole \( \tau_n = -\xi_0 \) gives

\[ p(r, z) = \frac{\pi i e^{ix/6}}{l} \sum \frac{\text{Ai}(-\xi_0 e^{ix/3}) \text{Ai}(-\xi e^{ix/3})}{\left[ \text{Ai}(-\xi_0 e^{ix/3}) \right]^2 + \xi_0 e^{ix/3} \left[ \text{Ai}(-\xi_0 e^{ix/3}) \right]^2}. \quad (6.1.9) \]

Raspet et al investigated the behavior of the residue series solution in an upward refracting medium as the radius of curvature becomes large [8]. They found that the integrand, Equation (6.1.3), in Equation (6.1.2) can be written as
\[ P(z, k_r) = \left[ -i/2\sqrt{k_0^2 - k_r^2} \right] \]
\[ \times \left[ \exp\left(\sqrt{k_0^2 - k_r^2}(z_c + z_s)\right) + R_p \exp\left(\sqrt{k_0^2 - k_r^2}(z_c + z_s)\right) \right] \]

(6.1.10)

where

\[ R_p = \frac{\cos \theta_o - \beta}{\cos \theta_o + \beta} \]

(6.1.11)

is the plane wave reflection coefficient, and \( \theta_o \) is the incidence angle. The properties of this integrand for acoustic propagation in an upward refracting medium have been found to have the features of a surface wave [8] if \( \varphi_\tau > \pi/3 \) (or \( \varphi < \pi/6 \)).

### 6.1.1 Pole locations

Raspet et al [8] have indicated that, for a sufficiently large \( |q| \) with \( 0 < \varphi < \pi/6 \), there is always a solution for the so-called surface wave pole [8] in an upward refracting medium. Figure 6.1 shows the variation of \( \tau_\omega \) as \( |q| \) increases and for \( \varphi = 30^\circ, 25^\circ, 20^\circ \) and \( 15^\circ \) using Raspet et al's numerical technique described in Chapter 2. In Figure 6.1(a), \( \varphi = 30^\circ \), all the poles are located between the zeros of the Airy function derivative, marked by the circles and the zeros of the Airy function, marked by the plus signs. In Figures 6.1(b)-(d), there are surface wave poles. The surface wave poles are those that originate from the zeros of the Airy function derivative but their trajectories in the complex plane do not end at the zeros of the Airy function. For the residue series solution, if \( \varphi < 20^\circ \), the pole including the surface wave contribution may arise from the first zero of the derivative of the Airy function.
Figure 6.1 The behavior of the zeros of $\tau_n$ with increasing $|q|$ for $\varphi = (a) 30^\circ$, (b) 25$^\circ$, (c) 20$^\circ$ and (d) 15$^\circ$. ○: the zeros of $A_i$; +: the zeros of $A_i'$. The position of the zeros for $|q| = 1.0, 2.0, 2.5$ and 3.0 marked by * in (b) to (d).
However, we shall demonstrate that the so-called surface wave poles may not be pure surface wave poles. They include the contributions of both the creeping wave and the surface wave. Detailed discussions can be found later in this chapter.

6.1.2 Wave contributions

Above a convex surface, the wave contributions are different as $q$ is varied. In Figures 6.2(a), 6.3(a) and 6.4(a) the nature of the wave contributions is investigated at a frequency of 500 Hz, for admittance magnitude $|\beta| = 1/3.0$; and a source height $z_s$ and receiver height $z$ at 0.10 m. The variation of the first three residue series terms, with $|q|$ having values of 1.5, 2.0, 2.5 and 3.0 with $\phi = 25^\circ$, is shown in Figure 6.2(a), Figure 6.3(a) and

![Figure 6.2](image)

Figure 6.2 The behavior of the wave contribution with $q$ varying for the first term, for a phase angle $\phi = 25^\circ$. $z_s = z = 0.1$ m, and $|\beta| = 1/3.0$. Dashdot line: $|q| = 1.5$, solid line: $|q| = 2.0$, dashed line: $|q| = 2.5$, and dotted line: $|q| = 3.0$. (a) $f = 500$ Hz, $|q|$ varying with $R_e$, and (b) $R_e = 20$ m, $|q|$ varying with $f$. 
Figure 6.3 Same as Figure 6.2, but for the second term.

Figure 6.4 Same as Figure 6.2, but for the third term. In (a), the right-hand dash-dot line includes both the dashed line ($|q| = 2.5$) and dotted line ($|q| = 3.0$).
Figure 6.4(a), respectively. \(|q|\) increases as the radius of curvature \(R_c\) takes successive values of 20, 47.6, 92.6 and 160.8 m, corresponding to sound speed gradients of \(-17.15\), \(-7.2\), \(-3.7\) and \(-2.1\) s\(^{-1}\), respectively.

Figure 6.2(a) shows the variation of the first term in the residue series as \(|q|\) is varied, while Figure 6.3(a) shows that of the second term. In the ranges where \(r > 20\) m, the wave contributions due to the first two terms increase as \(|q|\) increases.

The variation of the third term, as \(|q|\) is varied, is displayed in Figure 6.4(a). This term contains the surface wave pole that is shown in Figure 6.1(b). It behaves in a different manner from the first two terms. The wave contribution increases rapidly, as \(|q|\) increases, to a limit when \(|q|\) is approximately 2.5. The \(|q| = 3.0\) results cannot be distinguished from the \(|q| = 2.5\) results, the dotted line (\(|q| = 3.0\)) and the dashed line (\(|q| = 2.5\)) are coincident and appear as the right-hand dash-dot line.

Calculations for a radius of curvature \(R_c = 20\) m corresponding to a sound speed gradient of \(-17.15\) s\(^{-1}\), source height \(z_s\) and receiver height \(z\) at 0.10 m, the variation of the first terms, with the amplitude of \(|q| = 1.5\) 2.0, 2.5 and 3.0 and \(\varphi = 25^\circ\), are shown in Figure 6.2(b), Figure 6.3(b), and Figure 6.4(b), respectively. The amplitude of \(|q|\) increases as frequency increases from 500 Hz, taking the values 1.2 kHz, 2.3 kHz, and 4 kHz.

Figure 6.2(b) shows the variation of the first term in the residue series as \(q\) is varied, while Figure 6.3(b) shows that of the second term. The wave contributions decrease to a limit as \(|q|\) increases. The behavior of the third term, as shown in Figure 6.4(b), is different from the first two terms, it decreases at an accelerated rate as \(|q|\) becomes larger.
In an upward refracting medium over an impedance ground, it is common that $|q|$ increases with increasing frequency. If $\varphi < 30^\circ$, the surface wave contribution will decrease as $f$ increases. Figure 6.5 shows the wave contributions due to the first four terms above a convex surface of finite impedance with a curvature of 2.5 m (corresponding to a sound speed gradient of $-137.2 \text{ s}^{-1}$) at frequencies of (a) 1.8 kHz, (b) 4.2 kHz, (c) 5.5 kHz, and (d) 7.4 kHz. The impedance is calculated from the Attenborough's two-parameter model [cf. Equation (2.5.15)] with $\sigma_\ast = 4 \text{ kPa s m}^{-2}$, and $\alpha_\ast = 570 \text{ m}^{-1}$. It is found that the surface wave contribution, which is included in the first residue series term, decreases with increasing frequency to a very low level. At a frequency of 1.8 kHz, where $|q|$ is 0.5, the first term dominates over almost the entire range. At frequencies of 4.2 kHz and 5.5 kHz, where $|q|$ is 1.5 and 2.0 respectively, the first term becomes weaker and there are interference patterns in the total sound field caused by the first three terms. At a frequency of 7.4 kHz, where $|q|$ is 3.0, the total sound field is dominated by the second term deep within the shadow zone, and the surface wave makes no contribution to the total sound field.

Figure 6.6(a) shows the wave contributions calculated at 3.9 kHz above the same convex impedance surface as was appropriate to Figure 6.5. The transmission loss is plotted as a function of distance from the apex along the line of sight, with a source height of 0.21 m. Figure 6.6(b) is similar to (a) but the transmission loss is plotted as a function of vertical distance across the shadow zone. The vertical distance starts at an arc length of 1.9 m from the source (cf. Figure 4.5).

It is interesting to find from Figure 6.6(a) that the surface wave creeps into the penumbra region and erases the dips, which would be produced by the remaining other residue series
Figure 6.5 The wave contributions and total sound field above an impedance convex surface with $\sigma_e = 4$ kPa s m$^{-2}$ and $\alpha_e = 570$ m$^{-1}$ for (a) $|q| = 0.5$, (b) $|q| = 1.5$, (c) $|q| = 2.0$ and (d) $|q| = 3.0$. Solid lines: total wave, dashdot lines: 1st term, points: 2nd term; dotted lines: 3rd term and dashed lines: 4th term.
Figure 6.6 Same as Figure 6.5, but for a frequency of 3.9 kHz, $z_s = 0.21$ m, (a) along the line of sight and (b) along a vertical distance $z_v$ starting with at $r_0 = 1.90$ m (cf. Figure 4.5).

terms. The first term including the surface wave contribution dominates out to a distance of 1.5 m from the source.

In the region behind the apex vertically across the shadow zone, see Figure 6.6(b), the first term only dominates at short ranges where the receiver height is close the surface. As the receiver height increases, the surface wave contribution becomes smaller, and the first term has decayed to a lower level than even the fourth term at a vertical distance of 40 cm.
6.1.3 Impedance of a mat-on-masonite surface

The lighting diffuser lattice that has been used as the model surface to produce a surface wave by previous researchers cannot be attached to a curved surface because it is inflexible. To obtain a surface with an impedance in which the imaginary part is larger than the real part and $\varphi_z > \pi/3$, a suitable comb-like structure has to be found to cover the curved surface. The material must be sufficiently flexible to follow the contour of the surface uniformly and behave as a locally reacting medium. A commercial mat was found to be the most suited for this purpose. The mat is open meshed with a hole size of 22 mm square and a depth of 12 mm. It was sealed with double-sided tape to the rigid convex surface model that has been described in Chapter 4, to produce a convex mat-on-masonite surface ($R_e \approx 2.5$ m), see Figure A-3.

The measurement techniques employed here are similar to those used above a convex surface and with a monopole source which are described in Chapter 4.

The application of the residue series solution to the prediction of the sound propagation above the mat-on-masonite surface requires knowledge of the impedance of the surface. Therefore, a series of measurements was performed to examine the acoustical behavior of the mat-on-masonite surface structure. Figure 6.7 shows the excess attenuation measured above a flat mat-on-masonite surface with a point source and a receiver 1.0 m apart at heights of (a) 0.08 m, (b) 0.10 m and (c) 0.15 m. The solid curves were calculated from Equation (4.1.1). The impedance was evaluated using Equation (2.5.15), i.e. the Attenborough two-parameter model [33]. The best agreement between the predictions and the measurements was found with $\sigma_z = 4$ kPa s m$^{-2}$, and $\alpha_z = 570$ m$^{-1}$. In these figures, the angles of incidence are 81.0°, 78.7° and 73.3°, respectively. The measurements are in
Figure 6.7 Excess attenuation obtained above a flat mat-on-masonite surface, with \( \sigma_0 = 4 \text{ kPa s m}^{-2} \), \( \alpha_s = 570 \text{ m}^{-1} \), \( r = 1.0 \text{ m} \) and \( z_s = z = (a) 0.08 \text{ m}, (b) 0.10 \text{ m} \) and (c) 0.15 m.
Figure 6.8 Predicted impedance phase angle, $\phi_z$, of the mat-on-masonite surface versus frequency showing $\phi_z > \pi/3$.

Figure 6.9 Predicted imaginary part and real part of the impedance of the mat-on-masonite surface versus frequency.
accord with predictions assuming local reaction and using the two parameter impedance model. Figure 6.8 shows the impedance phase angle of the mat-on-masonite surface as a function of frequency. The imaginary part and the real part of the impedance versus frequency are plotted in Figure 6.9. It is seen that the impedance of the mat-on-masonite surface satisfies \( \varphi > \pi/3 \). The imaginary component produces a decreasing amplitude above the surface with positive values larger than those of the real component.

6.1.4 The sound field above a convex mat-on-masonite surface

To investigate the surface wave contribution to the total sound field above a convex surface of finite impedance for \( \varphi > \pi/3 \), we performed a series of anechoic laboratory measurements above the mat-on-masonite convex surface \( (dc/dz \sim -137.2 \text{ s}^{-1}) \) for three configurations (cf. Figure 4.5), i.e. along the surface, along the line of sight, and along a vertical distance across the bright and shadow zones in the frequency domain. The measurement results are presented as functions of range.

Pierce [3] suggested a technique for pole searching (cf. Chapter 3). Raspet et al [8] have improved this technique and proposed a numerical scheme (cf. Chapter 3). In order to examine these two techniques, the residue series calculations evaluated at the poles searched by these two techniques are compared with the measurement results. At lower frequencies where \( |q| \) is small, the two techniques give similar results which are shown as the solid curves in Figure 6.10 to Figure 6.12 for the receiver placed along the surface, along the line of sight and along a vertical distance across the bright and shadow zones, respectively. In each figure, the results were plotted at frequencies of 1.0, 2.0 and 3.0 kHz, corresponding to \( |q| = 0.24, 0.58 \) and 0.97. The calculations agree with the measurements in each region.
Figure 6.10 Transmission loss from a monopole source measured above a convex mat-on-masonite surface for the plus signs: 1.0 kHz, circles: 2.0 kHz and stars: 3.0 kHz. $\sigma_e = 4$ kPa s m$^{-2}$, $\alpha_e = 570$ m$^{-1}$, $z_r = 0.1$ m and $z = 0.06$ m. Solid curves: predictions.

Figure 6.11 Same as Figure 6.10, but along the line of sight and $z_r = 0.21$ m.
Figure 6.12 Same as Figure 6.11, but along a vertical distance $z_v$ starting at $r_o = 1.90$ m (cf. Figure 4.5).

As $|q|$ increases, however, the sum of the poles calculated by Pierce's technique, which failed to trace the pole related to the surface wave, diverges significantly from the experimental measurements as shown in Figure 6.13. The circles represent measurement results, while the solid curves represent predictions from the residue series solution evaluated at the poles that were calculated by Raspet et al.'s technique, and the dashdot lines represent predictions from the solution evaluated at the poles calculated by Pierce's technique. Figure 6.13(a) shows the results along the convex mat-on-masonite surface for a frequency of 3.9 kHz ($|q| = 1.34$, $\varphi = 8^\circ$), with a source height of 0.1 m and a receiver height of 0.08 m. The transmission loss shows a dip in the transition area and high levels in the shadow zone resulting from the contributions of the surface wave and the creeping
wave in the shadow zone, it is dominated by the first term, which includes the surface wave.

Figure 6.13(b) shows the results along the line of sight for the same frequency as Figure 6.13(a), with a source height of 0.21 m above the surface. The first term, which contains the surface wave contribution, dominates out to a distance of 1.5 m from the source along the limiting ray. As the receiver is moved further away from the source, the height of the receiver becomes higher above the surface, consequently the surface wave contribution becomes weaker and the second residue series term becomes the dominant term.

Figure 6.13(c) shows the results along a vertical distance starting with an arc length 1.90 m from the source for a frequency of 3.7 kHz ($|q| = 1.29, \varphi = 7.5^\circ$). The source height is 0.21 m. The term with contribution from the surface wave only dominates at short ranges where the receiver is close to the surface. As the receiver height is increased, the surface wave contribution becomes smaller than other residue series terms. At a vertical distance of 40 cm, the surface wave contribution has decayed such that it is weaker than even the fourth residue series term.

It should be noted that the good agreement between experimental data and predictions in Figures 6.10 to 6.13 has been obtained with a somewhat simpler model for the surface impedance than was found necessary by Daigle et al [44].
Figure 6.13 Transmission loss obtained above the convex mat-on-masonite surface for (a) along the surface, $f = 3.9$ kHz, $z_\alpha = 0.10$ m and $z = 0.08$ m, (b) along the line of sight $f = 3.9$ kHz and $z_\alpha = 0.21$ m, (c) along the vertical distance, $f = 3.7$ kHz, $z_\alpha = 0.21$ m, $z_\nu$ starting at $r_0 = 1.90$ m (cf. Figure 4.5).
6.2 The sound field due to a dipole source above a convex mat-on-masonite surface

For an impedance convex surface, the pole locations in the analytical expression for the sound field due to a dipole source are same as those in the analytical expression of the field due to a monopole source (cf. Chapter 3). The techniques of zero searching described above can be also used for calculating the field due to a dipole source. Similarly, if \( \varphi \approx > \pi/3 \), there is a surface wave contribution for dipole sources as well. Figure 6.14 shows the contributions of the first four residue series terms as functions of distance from the sources due to (a) a horizontal dipole source and (b) a vertical dipole source above the mat-on-masonite convex surface with \( \varphi = 80^\circ \) at a frequency of 5.5 kHz. In each case, the first term contains the surface wave contribution. For both a horizontal and vertical dipole sources, there are interference patterns between the wave contributions of the first few terms. Figure 6.15 and Figure 6.16 are similar to Figure 6.14, except that the contributions are predicted for a frequency of 3.9 kHz, along the line of sight and along the vertical distance starting at 1.90 m from the source, respectively. In these figures, the pole contributions for the horizontal dipole source cannot be distinguished from those for the monopole source, while the pole contributions from the vertical dipole source have similar trends with range to those for the monopole source.
Figure 6.14 Pole contributions and total sound field along an impedance convex surface with $\sigma_z = 4$ kPa s m$^{-2}$, and $\alpha_z = 570$ m$^{-1}$ for a frequency of 5.5 kHz, $z_\text{r} = 0.1$ m and $z = 0.00$ m. (a) horizontal dipole source and (b) vertical dipole source.

Figure 6.15 Same as Figure 6.14, but for a frequency of 3.9 kHz, $z_\text{r} = 0.21$ m and along the line of sight.
Figure 6.16 Same as Figure 6.15, but along a vertical distance $z_v$ starting at $r_0 = 1.90$ m (cf. Figure 4.5).

Figure 6.17(a) shows measurements as a function of range, from a vertical dipole source, compared with predictions from the residue series solution evaluated at the poles calculated by Raspet et al.'s technique and Pierce’s technique. The measurements were made above the convex mat-on-masonite surface by using the vertical dipole source that has been described in Chapter 4. The data were taken at a frequency of 3.6 kHz ($|q| = 1.25$, $\phi = 7.5^\circ$, or $\phi_z = 82.5^\circ$), with a source height of 0.1 m and the receiver on the surface.

Figure 6.17(b) shows the results along the line of sight with a source height of 0.10 m and various receiver heights. Figure 6.17(c) shows the results along a vertical distance $z_v$ starting at a distance of 1.90 m from the source (cf. Figure 4.5).
Figure 6.17 Transmission loss obtained from a vertical dipole source, as a function of range along the convex mat-on-masonite surface for a frequency of 3.6 kHz. $z_s = 0.10$ m, (a) along the surface and $z = 0.00$ m, (b) along the line of sight and (c) along a vertical distance $z_v$ starting at $r_0 = 1.65$ m (cf. Figure 4.5).
The dashdot curves in Figure 6.17 represent the residue series predictions from poles evaluated by using Pierce’s technique, while the solid curves represent the predictions from poles evaluated by using Raspet et al’s technique. The measured data are indicated by the circles. It is seen that the agreement between the circles and the solid curves is much better than that between the circles and the dashdot curves.

6.3 Observations of surface waves in the time domain

In pulse experiments above a lighting diffuser lattice mounted on a flat rigid surface, the surface wave has been observed as a separate arrival from the body wave [44, 71]. So far there have been no reports of similar experiments for propagation over a curved surface of finite impedance.

Figure 6.18 to Figure 6.22 show the results of measurements obtained above the convex mat-on-masonite surface, where the source height was approximately 4.0 cm and the receiver heights were 1.0 cm, 5.0 cm, 10.0 cm, 15.0 cm, and 20.0 cm above the surface at a constant range of 1.5 m. In these configurations, all receiver positions were below the line of sight. For comparison, the measurement results obtained above a flat mat-on-masonite surface, where the source and receiver were located at the same heights as those above the convex surface, are also shown in the upper parts of these figures. The signal was detected in a 1/3 octave band centred at 4 kHz. At this frequency, there was a sufficient arrival time difference between the surface wave and the remainder of the field beyond a horizontal range of 1.5 m. That surface wave appears as a separate arrival above both the flat and the convex surfaces. The velocity of the surface wave appears less than the velocity of that of the remaining field, which in the case of a convex surface may be identified as the creeping wave. As the receiver was moved closer to the surface, the surface wave amplitude became
much larger than that of the creeping wave. However, the surface wave component of the
pulse decayed quickly with increasing receiver height. At a height of 20.0 cm above the
convex surface, the surface wave amplitude was much smaller than the creeping wave
amplitude. This satisfies a standard property of a true surface wave [41]. Similar results can
be observed over the flat mat-on-masonite surface.

Figure 6.23 compares the pulse in a 1/3 octave band centred at a frequency of 4 kHz
measured over the convex surface, where the source and receiver were 2.0 m apart and at
heights of 4.0 and 5.0 cm, with the reference pulse that was generated by the point source
and measured in a free field at an identical distance between the source and the receiver to
the measured pulse. The second arrival in the reference pulse indicates an unwanted
reflection, which has been noticed to be caused by the tannoy speaker. This unwanted
reflection can be filtered out by appropriate signal processing techniques so that it does not
affect the measurements of sound pressure levels.

Figure 6.24 and Figure 6.25 show that the measured pulses deform with increasing range.
The pulse was measured at a carrier frequency of 4 kHz. At shorter ranges (< 1.0 m), the
creeping wave and surface wave overlap in time, with the surface wave arrival delayed
with respect to that of the creeping wave. As the range was increased, beyond a horizontal
range of 1.0 m, for source and receiver heights of 4.0 and 2.0 cm, respectively, the two
waves started to separate.
Figure 6.18 Pulses measured above the convex mat-on-masonite surface at a frequency of 4 kHz, for $z_s = 4.0$ cm, $z = 1.0$ cm and $r = 1.5$ m.

Figure 6.19 Same as Figure 6.18, but $z = 5.0$ cm.
Figure 6.20 Same as Figure 6.18, but \( z = 10.0 \) cm.

Figure 6.21 Same as Figure 6.18, but \( z = 15.0 \) cm.
Figure 6.22 Same as Figure 6.18, but $z = 20.0$ cm.

Figure 6.23 The reference pulse measured in a free field and pulses measured above the convex mat-on-masonite surface at a frequency of 4 kHz, for $z_1 = 4.0$ cm, $z = 5.0$ cm and $r = 2.0$ m.
Figure 6.24 Pulses measured above the convex mat-on-masonite surface at a frequency of 4 kHz, for $z_r = 4.0$ cm, $z = 2.0$ cm and various ranges.
Figure 6.25 Same as Figure 6.24.
6.4 Surface wave pole

In Figure 6.25, two separate arrivals for the creeping wave and the surface wave are apparent beyond a distance of 1.3 m. It is, therefore, possible to measure the surface wave and the creeping wave contributions to the total sound field by means of appropriate signal processing technique, the Maximum Length Sequence (MLS) technique. In this signal processing technique, the sound propagation path may be considered as a system with one input and one output, which extends from the source to the receiver. In a time domain such a system can be identified as an impulse response. The MLS technique offers that the travel time of the arrival is known for each pulse sequences, as shown in Figure 6.26. Using a time window, we can taper [151] the framed time data to analyze any separate wave contribution in a frequency domain. For example, we can taper the framed time data between $t_1$ and $t_2$ for the creeping wave analysis, the framed time data between $t_2$ and $t_3$ for the surface wave analysis, and the framed time data between $t_1$ and $t_3$ for the total sound field analysis. The unwanted reflection can be therefore cut out by this technique.

Figure 6.27 shows the transmission loss plotted for a frequency of 3.9 kHz, as a function of distance from the source to the receiver for the framed time data of the surface wave, the creeping wave and the total sound field, respectively. The source and receiver heights were 4.0 and 5.0 cm, respectively. The dotted line represents the sound field predicted by using the first pole, while the dashdot line represents the sound field predicted by using the remaining poles between the second pole and the twentieth pole, which should represent the corresponding wave contributions. The total sound field was predicted by using all these twenty poles. The plus signs represent the measured surface wave contribution, whereas the stars represent the measured creeping wave contribution. It is noted that there may be no clear separation between the creeping wave and the surface wave in some cases. However, the wave amplitude at the overlapped region is much less than that in the region...
of either the creeping wave or surface wave. In addition, the overlapped region occupies a relatively small time interval. Consequently the contribution of this overlapped wave is negligible. Raspet et al [8] suggested that the first pole is the surface wave pole and the remaining poles are the ordinary residue series poles. If this suggestion is correct, the plus signs should agree with the dotted line and the solid line within the shadow zone, while the stars should agree with the dashdot line. However, the results presented in Figure 6.27 are different. The levels represented by the plus signs are several decibels lower than the levels represented by the dotted line. This means that the dotted line (the prediction using the first pole) over-predicts the surface wave contribution. The levels represented by the stars are at much higher levels, up to 50 dB, higher than the levels represented by the dashdot line. In other words, the dashdot line (the prediction using the poles between the second pole and the twentieth pole) under-predicts the creeping wave contribution significantly. The contribution from the first term of the residue series, represented by the dotted line, which dominates the total sound field deep in the shadow zone, appears to be the sum of both the surface wave and creeping wave. This implies that the first pole includes both the surface wave contribution and the main part of the creeping wave contribution. Hence, it is somewhat misleading to refer this pole as the surface wave pole [8].
Figure 6.26 Pulses measured above the mat-on-masonite convex surface at a frequency of 4 kHz, for \( z_s = 0.04 \) m, \( z = 0.05 \) m and \( r = 1.5 \) m.

Figure 6.27 Transmission loss obtained as a function of range above the convex mat-on-masonite surface for a frequency of 3.9 kHz. \( z_s = 0.04 \) m, \( z = 0.05 \) m.
6.5 Summary

A series of laboratory experiments has been conducted to study the sound field above a convex mat-on-masonite surface with an impedance in which the imaginary part is greater than the real part and where $\varphi > \pi/3$. Monopole, horizontal dipole and vertical dipole sources have been used in these experiments. There is generally good agreement between the measurements and the residue series predictions from poles evaluated by using Raspet et al's technique rather than by using Pierce's technique. However, it appears that Raspet et al's so-called surface wave poles may not be pure surface wave poles. They appear to include contributions from both the surface waves and the creeping waves.

Surface waves have been observed in the experiments over a convex mat-on-masonite surface, which may be considered to simulate propagation over an impedance plane under an upward refracting atmosphere. This phenomenon may be explained using the theory of Raspet et al [8]. The results of this study have shown that near the convex mat-on-masonite surface, there are wave contributions that arrive later than the creeping waves. These later arriving waves that propagate along the surface and decay with height transverse to the surface may be identified as surface waves.
Chapter 7

Sound propagation over barriers on curved surfaces†

The performance of a barrier on the ground in the presence of wind and temperature gradients is an important problem. However, theoretical and experimental studies of this problem are difficult. In an upward or a downward refracting medium, ignoring the influence of atmospheric turbulence, the effectiveness of a barrier is in question because of the possibility of curved ray paths passing over the top of the barrier.

De Jong and Stusnick [57] performed scale model experiments in a low-speed wind tunnel to study the effect of the wind on the barrier reduction that was characterized as the mean sound pressure level with no wind minus the mean level with a wind. They reported that the barrier reduction fluctuated due to the effects of turbulent scattering around the barrier. Their conclusion, therefore, is beyond the scope of this chapter.

Seznec [52] used the boundary element method (BEM) to study the diffraction of sound by barriers of different shapes on a flat surface in a homogeneous atmosphere. Hothersall et al [24] used this method to predict the insertion loss over flat surfaces of finite impedance for various barrier configurations. As an numerical alternative approach to the residue series solution or the normal mode solution, the BEM has been applied to the particular

† Parts of the work reported in this chapter were presented in Reference [51].
problem of the diffraction of sound from a convex surface or a concave surface of finite impedance (cf. Chapter 4 and Chapter 5). For investigating complicated boundaries that diffract sound, the BEM has important advantages over the methods based on a geometrical theory of diffraction approach [24], and is probably the most useful numerical tool available at present.

Salomons [53] has presented a numerical model for long-range sound propagation over a barrier in a refracting atmosphere. The model agrees with predictions based on the parabolic equation method (PE). He defined the insertion loss of a barrier as the sound pressure in a homogeneous medium without a barrier minus the sound pressure behind the barrier in a refracting atmosphere. Salomons found that for downward propagation over a barrier on absorbing ground, the so-called total insertion loss of a barrier (cf. Chapter 1.5) decreases with increasing distance behind the barrier, whereas it remains approximately constant over a barrier on reflecting ground.

As indicated in previous chapters, it is possible to solve many outdoor problems by making laboratory measurements. Gabillet et al [46] made indoor measurements above a concave surface with a thin barrier installed between the source and receiver, to simulate sound propagation in a downward refracting medium in the presence of a barrier. They found that downward refraction does not necessarily reduce the effectiveness of a barrier.

Rasmussen [54] used a wind tunnel to investigate a barrier on an absorbing ground under upwind and downwind conditions. He presented the results as excess attenuation (or the sound pressure level re free field in his notation) rather than studying the effectiveness of the barrier.
Nevertheless, the effectiveness of a barrier in the presence of positive or negative sound speed gradients remains an interesting problem.

This chapter describes a series of laboratory measurements to investigate the diffraction of sound by a barrier on the top of a convex or concave surface, and the effectiveness of a barrier under negative and positive sound speed gradients. The experiments simulate sound propagation in an upward or downward refracting atmosphere in the presence of a rigid barrier. Numerical predictions using the BEM are compared with the experimental measurements. The BEM is then used to extrapolate predictions of the effectiveness of a noise barrier in both upward and downward refracting media, up to a range over 100 m, in comparison with that in a homogeneous atmosphere.

7.1 Application of the boundary element method

In order to predict the sound field behind a barrier with the BEM, we make the following assumptions: the source and receiver are separated by an infinitely long, straight barrier, of uniform cross-section and impedance along its length, sitting on a cylindrical convex or concave surface of finite impedance, the source is a point monopole source, and the receiver positions lie in the vertical plane which passes through the source and perpendicular to the barrier (see Figure 7.1). Hothersall et al [24] have tested the performance of the BEM for a similar problem with a plane boundary. We shall examine the performance of the BEM when modelling propagation over a barrier on curved surfaces. To present the results, excess attenuation (EA) is considered the most convenient indication of the diffraction of sound from a curved surface in the presence of a barrier. Here EA is defined as the sound pressure behind a barrier on a curved surface relative to its free-field level.
Figure 7.1 Sketch illustrating a barrier with uniform cross-section along its length inserted between a source and receiver.

7.1.1 Acoustic analogy

As described earlier, there is an acoustic analogy between sound propagation following straight lines above a curved surface and propagation following curved ray paths due to a constant sound speed gradient above a flat boundary. To simulate upward or downward refraction of sound outdoors, the use of a convex or a concave surface has been established. It is also possible to investigate upward or downward refraction in the presence of a barrier by adding a thin screen to the curved surface. Therefore, the diffraction of sound from a barrier on the ground in the presence of negative or positive sound speed gradients can be studied indoors.

The analogy may be explained by reference to Figures 7.2 and 7.3. Figure 7.2(a) illustrates sound propagation in an upward refracting atmosphere whose sound speed decreases constantly with height at lower altitudes in the presence of a barrier. This decrease causes the rays initially leaving the source in nearly horizontal directions to bend upward with a curvature radius of $R_c = c/|dc/dz|$. Similarly, assuming that there is a secondary source
located on the top of the barrier, we can describe sound propagation from the top of the
barrier to the receiver by curved rays. The grey lines in this figure represent the ray paths in
the absence of sound speed gradients. Figure 7.2(b) is analogous to Figure 7.2(a), which
shows straight line propagation above a convex surface in the presence of a barrier. Figure
7.3(a) illustrates sound propagation in a downward refracting atmosphere where the sound
speed increases constantly with height at lower altitudes in the presence of a barrier. This
increase causes the rays initially leaving the source in nearly horizontal directions to bend
downward with a curvature radius of \( R = c/|dc/dz| \). The grey lines in this figure represent
the ray paths in a homogeneous medium. Similarly, assuming that there is a secondary
source located on the top of the barrier, we can describe sound propagation from the top of
the barrier to the receiver by curved rays.

According to this analogy, the BEM is valid for curved ray paths above a plane ground in
the presence of a barrier, with approximations consistent with those applicable to
homogeneous medium above a curved surface.
Figure 7.2 Sketch illustrating the analogy between upwardly curved ray paths above a flat boundary and straight line propagation above a convex surface in the presence of a barrier (reflected waves not shown).
Figure 7.3 Sketch illustrating the analogy between downwardly curved ray paths above a flat boundary and straight line propagation above a concave surface in the presence of a barrier (reflected waves not shown).
7.1.2 Comparison with Gabillet et al

Firstly, we present numerical results calculated from the BEM for a barrier on a rigid concave surface which simulates sound propagation over a flat rigid surface with barrier in the presence of a positive sound speed gradient. By comparison with the data obtained by Gabillet et al [46], we show that the BEM is a valid and accurate numerical tool to study the acoustic performance of a noise barrier in the presence of atmospheric refraction.

Gabillet et al [46] made measurements above a rigid concave surface after installing a thin barrier at a distance of 4 m from the source. The barrier was rigid and 0.15 m high. The extent of the concave surface allowed propagation distances of up to 10 m with a resulting radius of curvature $R = 20$ m. The Gaussian beam solution was compared to the measurements, and a good agreement was found between them. The dotted curves in Figure 7.4 represent their measured results which are taken directly from Figure 15 in Reference [46]. The circles represent predictions calculated from the boundary element method. The results are presented in terms of EA that is equivalent to the sound pressure level relative to the free-field level in Gabillet et al’s notation. In Figure 7.4(a), the receiver was deep within the shadow of the barrier. Figure 7.4(b) shows results obtained close to the limiting ray of the shadow boundary, while Figure 7.4(c) displays results obtained farther from the barrier. In all cases, the agreement between the boundary element method predictions and Gabillet et al’s measurements is very good.
Figure 7.4 Excess attenuation versus frequency obtained behind a barrier on a rigid concave surface with $R_e = 20$ m. In all cases, the barrier with a height of 0.8 m at a distance of 4 m from the source, and $z_r = 0.1$ m. (a) $z = 0.05$ m, $r = 5$ m, (b) $z = 0.15$ m, $r = 6$ m, (c) $z = 0.1$ m, $r = 7$ m. Circles: BEM calculations, dotted lines: measurements.
7.1.2 Comparison with Rasmussen

Next, we present numerical results calculated from the BEM for a barrier on absorbing convex and concave surfaces which simulate sound propagation over a barrier on an absorbing plane in an upward and a downward refracting atmosphere, respectively. The numerical results are compared with Rasmussen's experimental measurements conducted in a wind tunnel, where the wind velocity can be described by a set of linear profiles [54]. In our numerical calculations, the sound speed profiles are approximated by constant gradients of \( \mp 1.0 \text{ ms}^{-1} \). We can demonstrate that it is reasonable to make such an approximation near the ground.

Figure 7.5 shows the comparisons between the numerical predictions and Rasmussen's measurements. The dotted curves in Figures 7.5(a) and (b) represent his measurement results directly extracted from Figs. 9 and 11 in References [54] for upwind and downwind conditions, respectively. The circles represent the corresponding numerical results obtained from the BEM calculations. The results are presented as excess attenuation which is equivalent to the sound pressure level relative to the free field level, as described by Rasmussen. The agreement, in spite of the use of the approximate constant sound speed gradient, is very good for both upwind and downwind conditions. This implies that a cylindrically curved surface may be used as an alternative to the use of a wind tunnel and the BEM is valid and useful tool to study the acoustic performance of noise barriers in the presence of wind velocity gradients.
Figure 7.5 Excess attenuation versus frequency obtained behind a barrier on an absorbing ground, with $\sigma_s = 20$ kPa s m$^{-2}$, $\alpha_s = 60$ m$^{-1}$, $z_s = 2$ m, $z = 1$ m, and $h_b = 2.5$ m. (a) upwind condition, $r_{sb} = 40$ m, $r_{bm} = 20$ m and (b) downwind condition, $r_{sb} = 20$ m, $r_{bm} = 40$ m. Circles: BEM calculations, dotted curves: measurements.

7.2 Measurement techniques and configurations

The experimental techniques employed in this chapter are similar to those described in Chapter 4 and Chapter 5.

7.2.1 Scale model simulation

Almgren reported [14] that it is reasonable to use a convex or concave surface scale model to simulate the effect of refraction due to a negative or a positive sound speed gradient in the atmosphere. He found that the errors introduced by the scale model experiments in comparison with those of outdoor full-scale measurements are negligible.
The basic assumption of the scale model simulation [50] is that the EA of the system at the full-scale frequencies is the same as the EA of the scale model simulation at the model-scale frequencies. The results obtained from the scale model experiments are independent of the scale factor, as can be seen if all length dimensions are divided by the scale factor and all frequencies are multiplied by it. Hence, with the curved model surface, we can use the scale modelling technique to investigate the refraction of sound for various sound speed gradients.

The experimental investigation may be limited by the geometrical parameters of the scale model. The radius of curvature is always small in the scale model experiments, this is equivalent to a very strong sound speed gradient. However, it has been shown [49] that it is possible to achieve good agreement between full-scale measurements and predictions deduced from the scale model experimental results with an appropriate gradient.

A long thin edge barrier was installed on the top of the convex or concave surfaces which have been described in detail in the previous chapters (cf. Chapter 4 and Chapter 5). The barrier consisted of a stainless-steel sheet with a height \( h_b = 0.10 \) m, and a thickness of 0.003 m. It was installed perpendicular to the centreline of the curved surfaces. To ensure adequate transmission loss through the barrier, the barrier was sealed to the surface by using blu-tack. To compare with the barrier performance in a homogeneous medium, the barrier was installed also on the flat board with or without the felt covering described in Chapter 4 and Chapter 5.

Since the diffraction of sound depends strongly upon the source and receiver geometry and relative position of the barrier [50], the source and receiver heights were kept constant, such that \( z_s = 0.02 \) m, and \( z = 0.0064 \) m. Measurements were made after inserting the
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barrier at distances $r_{sb} = 0.125$ m, 0.25 m, 0.375 m, and 0.5 m from the source. The measured data were collected as a function of the distance from the source to the receiver at scaled frequencies of 3 kHz and 4 kHz.

The model dimensions and geometries were arranged to give a scale factor of 1:8. With this scale factor, full-scale results correspond to all length dimensions being multiplied by it, when all frequencies are divided by it. Thus, the equivalent full-scale geometry is given by $z_s = 0.16$ m, $z = 0.05$ m, $h_b = 0.80$ m, and $r_{sb} = 1.0, 2.0, 3.0$ and 4.0 m, and the equivalent full-scale source frequencies are at 375 Hz and 500 Hz. In the experiments reported here, all measurement results are presented in full-scale and no attempt has been made to model a particular outdoor surface. The felt-covered surface represents an absorbing surface that has the same specific normalized admittance $\beta$ at the measurement frequencies as the felt-covered surface at full-scale frequencies. In fact, the full-scale equivalent of the felt impedance used in these experiments would correspond to a relatively soft surface at representative outdoor geometries.

7.2.2 Instrumentation and procedure

The experimental facility and procedure used here are similar to those described in Chapter 4 and Chapter 5. The curved surfaces were placed in the anechoic chamber, and the tannoy speaker was used as the point monopole source. The MLSSA analyzer acted as both the signal generator for the speaker and as the analyzer for subsequent signal processing.

In the measurements, the source and receiver were placed in the plane transverse to the barrier. Data were taken along the curved surfaces as a function of arc distance from the source.
7.3 Measurement results and analysis

In this section, numerical results predicted by the BEM calculation are compared with the results of measurements. Comparison of theoretical predictions and measurements are made for both rigid surfaces and surfaces of finite impedance. The configurations are presented for the equivalent full-scale geometries rather than the measurement geometries.

7.3.1 Barriers on flat surfaces

First, the predictions of the BEM in the absence of the barrier are compared with those of Equation (4.1.1).

![Excess attenuation predicted for a frequency of 500 Hz over (a) a rigid and (b) an absorbing flat surfaces in the absence of a barrier. Circles: the BEM calculations, solid lines: the calculations from Equation (4.1.1). $z_s = 0.16$ m, $z = 0.05$ m.](image)
Figure 7.6 shows comparisons of the results obtained from Equation (4.1.1) and the BEM calculation above flat surfaces in the absence of a barrier. Figure 7.6(a) shows the results above the rigid flat surface, while Figure 7.6(b) shows those above the absorbing flat surface. The results are presented as functions of a distance along surface from the source. The agreement is excellent between these two predictions for each case.

Next, BEM predictions are compared with data obtained over the flat surfaces described in Chapter 4. In the subsequent figures, the points represent the results of the BEM calculations, while the plus signs represent the measurement data obtained over the rigid surface and the circles represent the data obtained over the absorbing surface. Figure 7.7 shows the results obtained for a full-scale source frequency of 500 Hz, in terms of the excess attenuation, as a function of the distance from source above the flat surfaces after inserting a barrier. In Figure 7.7(a), the barrier was inserted at a full-scale distance of 1.0 m from the source. This barrier location gives the most effective attenuation in comparison with the other cases. Figure 7.7(b) to Figure 7.7(d) show the results obtained as the barrier at equivalent full-scale distances of 2.0, 3.0 and 4.0 m from the source, respectively. In general the agreement between the experimental measurements and the BEM calculation is very good.
Figure 7.7 Excess attenuation obtained for a frequency of 500 Hz over flat surfaces in the presence of a barrier. Points: the BEM calculations, circles and plus signs: the experimental measurements. $z_s = 0.16$ m, $z = 0.05$ m, $h_b = 0.80$ m, $r_{bs} = (a) 1.0$ m, (b) 2.0 m, (c) 3.0 m and (d) 4.0 m.
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7.3.2 Barriers on convex surfaces

In this section, the diffraction of sound from barriers on convex surfaces is discussed. Measurements have been conducted in an anechoic chamber after installing the thin barrier on the top of the convex surfaces. The measurements simulate sound propagation over flat ground in an upward refracting medium in the presence of a barrier.

In the following figures, the points represent results from the BEM calculations, while the plus signs represent the measurement data obtained over the rigid convex surface and the circles represent the data obtained over the absorbing convex surface. Figure 7.8 shows the results obtained in terms of the excess attenuation as a function of distance from source above the rigid convex surface for a full-scale source frequency of 500 Hz, and the absorbing surface for a full-scale source frequency of 375 Hz. The analogous sound speed gradient to this convex surface is \(-17.15\) ms\(^{-1}\). In Figure 7.8(a), the barrier was installed at a full-scale distance of 1.0 m from the source. Similar to the case on the flat surface, this location of the barrier gives rise to the most attenuation in comparison with the other cases. Figure 7.8(b) to Figure 7.8(d) show results obtained when the barrier was at equivalent full-scale distances of 2.0, 3.0 and 4.0 m from the source respectively. It is possible to generalize that the closer the barrier is located to the source, the larger the barrier attenuation that is obtained. In general, the agreement between the BEM predictions and the scale measurements is very good.
Figure 7.8 Excess attenuation obtained for a frequency of 500 Hz over convex surfaces in the presence of a barrier. Points: the BEM calculations, circles and plus signs: the experimental measurements. $z_s = 0.16$ m, $z = 0.05$ m, $h_b = 0.80$ m, $r_{sh} = (a) 1.0$ m, (b) 2.0 m, (c) 3.0 m and (d) 4.0 m.
7.3.3 Barriers on concave surfaces

In this section, the diffraction of sound from barriers on concave surfaces is discussed. Measurements were conducted above in an anechoic chamber with a thin barrier placed on the concave surfaces. The measurements simulate sound propagation in a downward refracting medium in the presence of a barrier on flat ground.

In the following figures, the points represent the boundary element method calculations, while the plus signs represent the measurement data obtained over the rigid concave surface and the circles represent the data obtained over the absorbing concave surface. Figure 7.9 shows the results obtained for a full-scale source frequency of 500 Hz in terms of the excess attenuation as a function of distance from the source above a rigid concave surface. The analogous sound speed gradient to this convex surface is +17.15 ms\(^{-1}\). In Figure 7.9(a), the barrier was installed at an equivalent distance of 1.0 m from the source. As noted with the flat surface, this location of the barrier gives rise to the most efficient attenuation in comparison with the other cases. Figure 7.8(b) to Figure 7.8(d) show results obtained when the barrier was at equivalent full-scale distances of 2.0, 3.0 and 4.0 m from the source respectively. In general, the agreement between the BEM calculations and the experimental measurements over both rigid and absorbing concave surfaces is very good.
Figure 7.9 Excess attenuation obtained for a frequency of 500 Hz over concave surfaces in the presence of a barrier. Points: the BEM calculations, circles and plus signs: the experimental measurements. $z_r = 0.16$ m, $z_s = 0.05$ m, $h_b = 0.80$ m, $r_{sb} = (a) 1.0$ m, (b) 2.0 m, (c) 3.0 m and (d) 4.0 m.
7.3.4 Total insertion loss of a barrier

The total insertion loss of a barrier, $IL_{total}$, which is equivalent to Salomons’ so-called insertion loss of a barrier [53], is defined as the sound pressure in a homogeneous medium minus the sound pressure behind the barrier in a refracting medium. With the acoustic analogy, $IL_{total}$ for curved surfaces is defined by

$$IL_{total} = -20 \log_{10} \left( \frac{p}{p_{f0}} \right), \quad (7.3.1)$$

where $p$ is the total sound pressure behind the barrier over a surface, and $p_{f0}$ is the sound pressure in the absence of the barrier over a flat ground with the same impedance surface.

There is a common belief that $IL_{total}$ is increased under upward refraction and decreased under downward refraction [46, 54].

Figure 7.10 shows $IL_{total}$ for an equivalent full-scale source frequency of 500 Hz as a function of distance from source over the flat, convex and concave surfaces. The barrier was inserted at an equivalent full-scale distance of 1.0 m from the source. The measured results (the circles for flat surfaces, the stars for convex surfaces, and the plus signs for concave surfaces) are compared with the BEM predictions (the solid lines for flat surfaces, the points for convex surfaces, and the dotted lines for concave surfaces). Figure 7.10(a) shows the results over the rigid surfaces, while Figure 7.10(b) shows the results over the absorbing surfaces. There is, in general, good agreement between the measurements and the BEM predictions.

In Figure 7.10(a), $IL_{total}$ decreases and then remains approximately constant with increasing distance between the source and receiver in the case where the barrier was installed on the rigid flat surface. Similar trends to this have been found in the case of the
barrier on the rigid concave surface. In the case of the barrier on the rigid convex surface, \( IL_{\text{total}} \) increases gradually with increasing distance behind the barrier.

In Figure 7.10(b), \( IL_{\text{total}} \) decreases slightly with increasing distance between the source and receiver in the case where the barrier was located on the absorbing flat surface. In the case of the barrier on the absorbing concave surface, \( IL_{\text{total}} \) is in accord with that due to the barrier on the flat surface at short ranges, and then decreases quickly with increasing distance behind the barrier at longer ranges. For the barrier on the absorbing convex surface, however, \( IL_{\text{total}} \) increases at longer ranges, in comparison with that in the situation of the flat absorbing surface.

These cases simulate sound propagation in a homogeneous, an upward refracting, and a downward refracting media, over a barrier on reflecting and absorbing surfaces. The results obtained here agree with PE predictions and Salomons' numerical calculations for a downward refraction with a logarithmic sound speed profile [53]. The experimental and numerical results indicate that \( IL_{\text{total}} \) is improved under upward refraction and destroyed under downward refraction. Consequently these results are consistent with the common belief [46, 54] described earlier.
Figure 7.10 $IL_{\text{total}}$ obtained for an equivalent source frequency of 500 Hz, with $z_s = 0.16 \text{ m}$, $z = 0.05 \text{ m}$, $h_b = 0.80 \text{ m}$, $r_{sl} = 1.0 \text{ m}$. Solid line: the BEM predictions for flat surfaces; circles: measurements over flat surfaces; points: the BEM predictions for convex surfaces; stars: measurements over convex surfaces; dotted lines: the BEM predictions for concave surfaces; plus signs: measurements over concave surfaces. (a) rigid surfaces and (b) absorbing surfaces.

### 7.4 Effectiveness of a barrier

On the basis of the success reported above, we may extrapolate the BEM result to predict the effectiveness of a barrier. The total insertion loss of a barrier, $IL_{\text{total}}$, is not a clear measure for the effectiveness of a barrier in a refracting atmosphere because it includes the effects of atmospheric refraction due to temperature or wind velocity gradients over the barrier. To assess the effectiveness of a barrier, we use the barrier insertion loss, $IL_{\text{barrier}}$ instead. It is defined as the sound field above an impedance ground without a barrier to that the sound field with a barrier and related to $IL_{\text{total}}$ by
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$$IL_{\text{total}} = IL_{\text{barrier}} + IL_{\text{geom}},$$

(7.4.1)

where $IL_{\text{geom}}$ is the insertion loss due to the effect of refraction and defined as the sound field above an impedance ground in a homogeneous medium relative to the sound field in the refracting atmosphere.

Analogously, $IL_{\text{barrier}}$ for curved surfaces is defined by

$$IL_{\text{barrier}} = -20 \log_{10}\left(\frac{p}{p_{\infty}}\right),$$

(7.4.2)

where $p$ is the total sound pressure behind the barrier over a surface and $p_{\infty}$ is the sound pressure in the absence of a barrier over the corresponding surface.

In a situation without a barrier, there is a shadow region behind a convex surface. The sound pressure inside the shadow region may be determined by the creeping wave analysis [3]. A barrier is therefore expected to be less effective in the shadow region [53]. Gabillet et al [46] found that $IL_{\text{barrier}}$ may be improved by the concave surface. The reason for their improvement may be that the rays with multiple reflections near the surface that produce caustics, cause increased levels in the absence of the barrier, but are blocked when the barrier is inserted [46].

$IL_{\text{barrier}}$ can be obtained directly from Figure 7.7 to Figure 7.9 with knowledge of the excess attenuation of the surfaces without the barrier. Figure 7.11 shows $IL_{\text{barrier}}$ for the barrier on the flat, convex and concave surfaces in a typical case where the barrier was inserted at an equivalent distance of 1.0 m from the source, i.e. $r_0 = 1.0$ m. For the rest three cases where the barriers were inserted at equivalent distances of 2.0, 3.0 and 4.0 m from the source, $IL_{\text{barrier}}$ can be deduced by the same method. The solid lines, points and dotted lines represent the BEM predictions for the barrier on the flat, convex and concave
surfaces, respectively, while the circles, stars and plus signs represent the measurement results. Figure 7.11(a) shows the results over the rigid surfaces, and Figure 7.11(b) shows those over the absorbing surfaces. The BEM predictions agree well with the measurement results in the situations of the absorbing surfaces. For the rigid surfaces, there is good agreement between the BEM calculations and the measurements in the cases of the flat and convex surfaces. In the case of concave surface, however, the agreement is not as good as the flat and convex surfaces. The theory over-estimates $IL_{\text{barrier}}$ when the receiver is at longer ranges from the source.

It is noted that for a barrier on absorbing surfaces, $IL_{\text{barrier}}$ is not necessarily destroyed by concave surfaces, whereas it is not significantly improved by convex surfaces, in comparison with $IL_{\text{barrier}}$ over flat surfaces.

Figure 7.11 Same as Figure 7.10, but plotted as $IL_{\text{barrier}}$. 
We may predict the effectiveness of a noise barrier, in terms of $IL_{\text{barrier}}$, in more realistic situations using the BEM. We consider a noise barrier with a height of 2.5 m on an impedance ground ($\sigma_e = 100 \text{ kPa s m}^{-2}$, $\alpha_e = 100 \text{ m}^{-1}$). The source height is 1.0 m and the receiver height is 1.5 m. Figures 7.12 shows the calculated $IL_{\text{barrier}}$ as a function of range for a source frequency of 1 kHz. The results are presented in a upward refracting medium (stars and dotted lines), a downward refracting medium (plus signs and dashdot lines), and a homogeneous medium (circles and solid lines). The sound speed gradients in the upward and downward refracting media are $\mp 0.1 \text{ ms}^{-1}$, respectively. Figure 7.12 (a) shows the results for the barrier inserted at a distance of 10 m from the source, this location of the barrier gives rise to the most effective $IL_{\text{barrier}}$ in comparison with the other cases. Figure 7.12(b) and Figure 7.12(c) show the corresponding results for the barrier inserted at distances of 15 m and 20 m from the source. It is found that $IL_{\text{barrier}}$ under the upward and downward refracting conditions is approximately at the same levels as $IL_{\text{barrier}}$ under the no refraction conditions. The maximum difference between these three conditions is less than 3 dB.

Then, we consider the barrier located on a softer impedance ground with $\sigma_e = 20 \text{ kPa s m}^{-2}$, $\alpha_e = 60 \text{ m}^{-1}$ for a steeper sound speed gradients of $\mp 1.0 \text{ ms}^{-1}$. Figure 7.13(a) shows the calculated $IL_{\text{barrier}}$ for a source frequency of 500 Hz, with a different geometry to that of Figure 7.12. The barrier is installed at a distance of 20 m from the source, with the source and receiver heights of 2.0 m. It is seen that $IL_{\text{barrier}}$ increases in the downward refracting medium, whereas it decreases in the upward refracting medium, in comparison with $IL_{\text{barrier}}$ under no refraction conditions.
However, this may not be the case if the barrier is installed on a harder impedance ground with a weaker sound speed gradient, for the same source frequency and geometry of the source and receiver. Figure 7.13(b) shows the calculated $I_{L_{\text{barrier}}}$ for an impedance ground with $\sigma_e = 100 \text{ kPa s m}^{-2}$ and $\alpha_e = 100 \text{ m}^{-1}$, and a sound speed gradient of $\pm 0.1 \text{ ms}^{-1}$.

$I_{L_{\text{barrier}}}$ increases in the upward refracting medium, whereas it decreases in the downward refracting medium, in comparison with $I_{L_{\text{barrier}}}$ under no refraction conditions.

Figures 7.12(a)-(c) show that $I_{L_{\text{barrier}}}$ decreases as the distance between source and barrier, $r_{sb}$, increases from 10 m to 20 m. In the conditions of $r_{sb} = 20$ m [cf. Figures 7.12(c), 7.13(a) and (b)], $I_{L_{\text{barrier}}}$ is degraded by the effects of the ground reflection even to negative values when the receiver is at longer distances from the source. The situation of a degraded insertion loss is analogous to the case where a barrier is installed in a homogenous medium. It is of interest to note that, according to the numerical predictions, $I_{L_{\text{barrier}}}$ is optimized by placing the barrier as close to the source as possible. This conclusion is similar to that of Reference [150] in which Hothersall et al ignore the effect of atmospheric refraction.

The results shown in these figures indicate that $I_{L_{\text{barrier}}}$ is not affected significantly by either upward or downward refraction in comparison with $I_{L_{\text{barrier}}}$ in a homogeneous medium. Negative sound speed gradients may not improve the performance of a barrier, while positive sound speed gradients do not necessarily destroy the effectiveness of a barrier. It appears difficult to find a simple conclusion for $I_{L_{\text{barrier}}}$ in a refracting medium over an impedance ground. The barrier insertion loss, $I_{L_{\text{barrier}}}$ varies with sound speed gradient, source frequency, source-barrier-receiver geometry, and ground impedance.
Figure 7.12 IL\textsubscript{barrier} predicted by the BEM for a source frequency of 1 kHz, with \( z_s = 1 \) m, \( z = 1.5 \) m and \( h_b = 2.5 \) m. Solid line and circles: no refraction; dotted lines and stars: upward refraction with a gradient of \(-0.1 \) ms\(^{-1}\); dashdot lines and plus signs: downward refraction with a gradient of \(+0.1 \) ms\(^{-1}\); \( \sigma_s = 100 \) kPa s m\(^{-2}\) and \( \alpha_s = 100 \) m\(^{-1}\). (a) \( r_{sb} = 10 \) m, (b) \( r_{sb} = 15 \) m and (c) \( r_{sb} = 20 \) m.
Figure 7.13 IL_{\text{barrier}} predicted by the BEM for a source frequency of 500 Hz, with $z_r = z = 2.0$ m, $h_b = 2.5$ m and $r_{eb} = 20$ m. Solid line and circles: no refraction; dotted lines and stars: upward refraction; dashdot lines and plus signs: downward refraction. (a) $\sigma_r = 20$ kPa s m$^{-2}$ and $\alpha_r = 60$ m$^{-1}$ with gradients of $\pm 1.0$ ms$^{-1}$ and (b) $\sigma_r = 100$ kPa s m$^{-2}$, $\alpha_r = 100$ m$^{-1}$ with gradients of $\pm 0.1$ ms$^{-1}$.

7.5 Summary

In this chapter, laboratory measurements of the sound field from a point source above flat surfaces, convex surfaces and concave surfaces in the presence of barriers, which were used to simulate sound propagation in a homogeneous medium, in an upward refracting medium and in a downward refracting medium, in the presence of a barrier on flat ground surfaces, have been reported. Numerical predictions of the BEM have been used to compare with the experimental measurements in the cases of both rigid surfaces and
surfaces of finite impedance. In general, the agreement between the BEM calculations and the experimental measurements is very good.

The total insertion loss of a barrier, $IL_{\text{total}}$, has been used to characterize the effects of curved surfaces on acoustic barrier performance, which simulate the effects of temperature or wind velocity gradients on barrier performance in refracting media. Conclusions from the laboratory measurements and numerical calculations are in agreement with the general belief [54, 57] that $IL_{\text{total}}$ is degraded in a downward refracting medium and enhanced in an upward refracting medium. However, these apparent changes in $IL_{\text{total}}$ are largely the results of meteorological influences on sound propagation outdoors.

The barrier insertion loss, $IL_{\text{barrier}}$, has been used to study the effectiveness of a barrier on curved surfaces, simulating the effectiveness of a barrier on plane ground beneath refracting media. It has been suggested that $IL_{\text{barrier}}$ depends on a number of factors including the source -barrier-receiver geometry, the effective sound speed gradient, the source frequency, and the impedance of the ground surface. There are no consistent trends to show a degraded $IL_{\text{barrier}}$ in a downward refracting medium or an enhanced $IL_{\text{barrier}}$ in an upward refracting medium.
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Conclusions and suggestions

In this chapter, the main results of this work are summarized and some suggestions for further work are presented.

8.1 Conclusions

The main objectives of this work have been to investigate theories on sound propagation in a refracting atmosphere above an impedance plane and to derive theories and to make measurements of sound propagation over curved surfaces of finite impedance from monopole and dipole sources. Chapter 2 has examined numerical models for propagation of sound in the presence of temperature and wind velocity gradients. Analytical expressions have been derived for a stratified upward or downward refracting medium with arbitrary vector wind and temperature profiles. The approach used here has considered wind and temperature effects separately and the resulting predictions have been compared with those of the conventional studies in which the effect of wind is replaced by the use of an effective sound speed gradient. The results show that in an upward refracting medium, the use of an effective sound speed gradient is adequate for predicting the sound field at most practical ranges of interest. On the other hand, in a downward refracting medium, this method is adequate only for short distances, low frequencies and weak gradients.
Chapter 3 and Chapter 4 have studied upward refraction over flat impedance ground and the acoustically analogous situations where the sound waves propagate over cylindrically or spherically curved convex surfaces above which there is no refraction. Chapter 3 emphasizes the theoretical studies while Chapter 4 is concerned mainly with experimental investigations.

An analytical expression has been derived for propagation over flat impedance ground beneath an exponential sound speed profile and has been used to predict the diffraction of sound by a cylindrical surface in a homogeneous atmosphere. The output of this solution has been compared to Berry and Daigle’s experimental data [15], to Berthelot and Zhou’s experimental data [20], and to predictions based on the assumption of a bilinear profile as well. It has been found that the predictions given by the residue series solution for both bilinear and exponential profiles work well deep in the shadow region, whereas the residue series solution based on an exponential profile predicts much better results than those obtained by using a bilinear profile in the penumbra region along the line of sight. It has been shown that the predictions obtained from exponential profiles are very similar to those obtained from Berthelot’s heuristic modification [19].

A factor that corrects the residue series solution has been found to be important for predicting the sound field deep in the shadow zone over a spherical surface.

The validity of our residue series model has been examined by comparing its predictions with those of the numerical techniques FFP, BEM and MAE, respectively, and with results of the experiments carried out in an anechoic chamber above a rigid convex surface with and without a felt covering. A persistent discrepancy between predictions and measured data has been found in the penumbra region along the shadow boundary above the felt-covered convex surface when $q$, the scaled nondimensionalized admittance defined in
Equation (2.2.6), is large. This discrepancy between predictions and data has been exhibited repeatedly with dipole as well as point monopole sources and no satisfactory explanation has been found.

In the vicinity of a source over a convex surface, predictions from the geometrical acoustics solution have shown good agreement with the measurements, whereas the residue series solution does not converge in this region. In the region where $z + z_e < r < \sqrt{2z_e R_e}$, the geometrical acoustics solution agrees well with the residue series solution. There is reasonably smooth transition between these two solutions. In the insonified region well above the shadow boundary, the geometrical acoustics solution agrees well with the measurements, whereas the residue series solution requires many more terms to achieve convergence and shows significant discrepancies from the measurements.

Analytical expressions derived for a monopole source have been extended to predict the sound field for a dipole source above convex impedance boundaries. The resulting predictions, in general, agree well with measured data. Both theoretical and experimental results have shown that the sound field above a convex surface, due to a horizontal dipole source behaves like that of a monopole point source. The sound field of a vertical dipole is quite similar, in range dependence, to that exhibited by the field due to a monopole source.

In Chapter 5, the normal mode solution has been developed for propagation in an exponential sound speed profile and used to predict the sound field diffracted by a concave surface. Analytical expressions for dipole sources have been deduced directly from those for a monopole source. Predictions from these expressions have been compared with the results of a series of laboratory experiments using a monopole source, a horizontal dipole source, and a vertical dipole source over cylindrical concave surfaces. Good agreement has been found between the measurements and the normal mode predictions for an exponential
profile where the sound field is due to a monopole source or a horizontal dipole source, but the agreement is less satisfactory where the sound field is due to a vertical dipole source. The prediction for a bilinear profile shows considerable disagreement with measurements at long ranges in both monopole and horizontal dipole sound fields, and significant differences from measurements in a vertical dipole sound field.

The predicted and measured transmission losses due to a horizontal dipole source, as a function of range, have been found to be close to those predicted and measured for a monopole source. In the case of a vertical dipole source, however, the predicted transmission loss shows oscillations due to the omission of the branch-line integral in the normal mode calculations, which is beyond the scope of the present thesis.

Chapter 6 describes studies and laboratory experiments on the sound field due to both monopole, horizontal dipoles and vertical dipoles above a convex mat-on-masonite surface with an impedance in which the imaginary part is greater than the real part and the phase angles \( \varphi > \pi/3 \). There is generally good agreement between the experimental data and the residue series predictions from poles evaluated by using Raspet et al’s technique [8] rather than by using Pierce’s technique [3]. However, it appears that Raspet et al’s so-called surface wave poles are not pure surface wave poles. They include contributions from both the surface wave and the creeping wave.

The surface waves have been observed from the experiments above the convex mat-on-masonite surface that may be considered to simulate propagation over an impedance plane under an upward refraction. This phenomenon may be explained using the theory of Raspet et al [8]. The results show that near the convex mat-on-masonite surface, there are surface waves which propagate along the surface, decaying with height transverse to the surface, as separate arrivals from the earlier arriving creeping waves.
Laboratory measurements of the sound field from a point monopole source above flat, convex and concave surfaces, in the presence of barriers, have been reported in Chapter 7. In general, the agreement between the boundary element method (BEM) calculations and the experimental data is very good.

The total insertion loss of a barrier, $IL_{\text{total}}$, has been used to characterize the effects of curved surfaces on acoustic barrier performance which simulate the effects of temperature or wind velocity gradients on barrier performance in refracting media. The laboratory measurements and numerical calculations are in agreement with the general belief [54, 57] that $IL_{\text{total}}$ is degraded in the downward refracting medium and enhanced in the upward refracting medium. However, these apparent changes in $IL_{\text{total}}$ are largely the results of meteorological influences on sound propagation outdoors.

The barrier insertion loss, $IL_{\text{barrier}}$, has been used to study the effectiveness of a barrier on curved surfaces, simulating the effectiveness of a barrier on plane ground beneath refracting media. It has been suggested that $IL_{\text{barrier}}$ depend on a number of factors including the source-receiver-barrier geometry, the effective sound speed gradient, the source frequency, and the impedance of the ground surface. There are no consistent trends that show a degraded $IL_{\text{barrier}}$ in a downward refracting medium or an enhanced $IL_{\text{barrier}}$ in an upward refracting medium.

### 8.2 Suggestions for further work

The theories and experimental methods developed in this work can be extended in many ways. Five suggestions for further related work are presented as follows:
8.2.1 Surfaces with extended reaction

The residue series solution derived for a stratified refracting medium with an arbitrary sound speed profile above a locally-reacting impedance surface (cf. Chapter 2 and Chapter 3) may be extended to predict the sound field above surfaces exhibiting extended reaction. Analytical expressions may be found for both monopole and dipole sources. The resulting scaled and nondimensionalized admittance, \( q \), would involve Airy functions of complex argument. Consequently much more complicated numerical techniques would be required to find the pole locations.

To validate the analytical expressions, experiments could be attempted using the present convex and concave surfaces with the monopole and dipole sources. Surfaces with extended reaction may be obtained by covering the rigid surfaces with materials such as fibre glass. A lateral wave [155] may be expected to be captured above such surfaces.

8.2.2 Studies on surface waves

Further studies are expected to be concerned with propagation velocities of the surface waves and the creeping waves over a convex impedance surface. Pierce [3] suggested that the creeping wave phase velocity, \( v_c \), can be approximated by

\[
\frac{c_0}{1 + \frac{\text{Im}(\tau_1 e^{ie/2})}{(2k_0^2 R_c)^{1/3}}} \]

where \( \tau_1 \) is the first pole in Equation (6.1.8). However, this expression may not work if the first pole contains the surface wave contribution. The surface wave phase velocity, \( v_s \), and group velocity, \( v_g \), were suggested [69] to be

\[
\frac{c_0}{\sqrt{1 + \beta^2}}
\]

and
Surface curvature has been shown to enhance the existence of surface waves. Given the analogy between propagation over curved surfaces and refraction over plane ground, the existence of surface waves in a refracting atmosphere may be verified by outdoor measurements above a seasonal snow covered ground in the presence of temperature or wind velocity gradients.

8.2.3 Diffraction of sound by an elliptical surface

If the sound speed, \( c = c(z, r) \), varies with both vertical and horizontal directions, an elliptically curved surface may be used to simulate sound propagation in such a 2-D refracting medium. A cross section of an elliptical cylinder could be used to simulate an upward refracting medium, while a cross section of a concavely elliptical cylinder could be used to simulate a downward refracting medium.

8.2.4 Effect of turbulence on sound propagation

Calculation of average turbulence effects on sound propagation based on the residue theorem may be pursued. The effects of decorrelation in amplitude and phase of sound due to turbulent scattering, and the interference of the horizontal wave number components would be incorporated into the spectral calculation of sound pressure levels in a refracting atmosphere above a complex impedance plane. The result of the turbulent residue series solution could be compared with the turbulent FFP [147] and measurements of sound propagation in a turbulent atmosphere [104]. The turbulent residue series solution may be extended further to evaluate the sound fields due to dipole sources in a turbulent atmosphere.
8.2.5 Effect of turbulence on barrier performance

Theoretical investigations on a barrier in a refracting turbulent atmosphere are of practical interest. Calculation would be of average turbulence effects on sound propagation over a noise barrier in an upward and a downward refracting atmosphere. A combination of the theory of Pierce for diffraction by a wedge in a homogeneous atmosphere and the residue series solution for refraction in an inhomogeneous atmosphere may be developed. This approach could be extended to include the effect of turbulence, if the turbulent residue series solution mentioned in Chapter 8.2.4 is developed. Various barrier profiles may be modelled in this way.
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Appendix

Photographic section

Figure A-1 Photograph showing the rigid convex surface.
Figure A-2 Photograph showing the felt-covered convex surface.

Figure A-3 Photograph showing the mat-on-masonite convex surface.
Figure A-4 Photograph showing the tannoy speaker as a point monopole source.

Figure A-5 Photograph showing the piezo-ceramic transducer discs as dipole sources.
Figure A-6 Photograph showing the rigid concave surface.

Figure A-7 Photograph showing the felt-covered concave surface.