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Abstract.
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1. Introduction

The recent discovery of layered FeSe based superconductors [1, 2] has reinforced the view that the quasi two-dimensional (2D) structure of high temperature superconductors is important to significant transition temperatures. However, this leads to a conundrum: a small interlayer hopping, $t_\perp$, destroys three-dimensional coherence of pair motion such that a purely two dimensional system should not superconduct. Conversely, a large $t_\perp$ increases the kinetic energy to the point that pairs are destroyed and $T_c$ goes down as a result. The focus of this work is the effect of interlayer hopping $t_\perp$ on the condensation temperature, $T_c$, of local fermionic pairs formed in a model of intersite attraction, $V$, and local Coulomb repulsion, $U$. The question that we seek to answer with the present paper is whether there is an optimal anisotropy associated with particle transport that leads to an enhancement in the transition temperature at moderate interlayer hopping. The existence of such a maximum in the transition temperature would point to anisotropy as a key feature in high $T_c$ superconductors. In the following, it is shown that $T_c$ is maximal when the underlying single fermion spectrum is strongly anisotropic.

A feature of FeSe and cuprate superconductors is believed to be the formation of local pairs above the superconducting transition temperature, that then Bose condense to form a superconductor [1]. Since these pairs are formed above the transition temperature they are often known as preformed pairs. The existence of local pairs above the transition temperature provides an intuitive explanation of a number of normal and superconducting properties of the cuprates, including the pseudogap [11, 12]. Preformed pair superconductors form in the following way [3, 4, 5, 6, 7, 8]: (i) The attractive interaction between two charged fermions is sufficiently strong to form a bound state in the absence of a Fermi surface. (ii) At low carrier densities, the fermion pairs behave approximately as bosons and undergo Bose-Einstein condensation (BEC) as temperature is dropped below the transition temperature. Macroscopically, BEC of pairs manifests itself as superconductivity. (iii) At high densities, the pairs begin to overlap and the fermions experience additional repulsion due to the exclusion principle. Such “overcrowding” [9, 10] gradually evaporates pairs as the density increases. Superconductivity either transitions to the BCS regime or is destroyed altogether.

In a quasi 2D system, the condensation temperature of an anisotropic ideal Bose gas in continuous space is given by

$$k_B T_{c, cs} = 3.31 \hbar^2 \frac{\nu_6^{2/3}}{(m_{b_x}m_{b_y}m_{b_z})^{1/3}}.$$  \hspace{1cm} (1)

which also applies to local pairs of fermions if the pairs are well separated. Here $\nu_6$ is the volumetric density of bosons and $m_{bi}$ is the $i$-th component of the boson’s effective mass. Since $T_c$ is an increasing function of $\nu_6$, it can be systematically raised by increasing $\nu_6$ until the bosons are close packed. Thus $T_c$ is maximal when $\nu_6$ is approximately equal to an inverse volume of the boson $\Omega_b$. Such a maximal $T_c$ will be referred to as the...
close packed condensation temperature and denoted $T_c^*$. In continuous space, it is
given by $k_B T_{c,cs}^* = 3.31\hbar^2 A_{cs}/\Omega_p^{2/3} (m_{bx} m_{by} m_{bz})^{1/3}$, where $A_{cs}$ is a
dimensionless constant $\sim 1$ that accounts for the approximate nature of the argument. This formula can also be
applied to lattice fermion pairs that behave approximately as hard core bosons. The
coefficient is different but the dependence on the pair volume $\Omega_p$ and pair effective
masses $m_{px} = m_{py} \equiv m$ and $m_{pz} \equiv m_\perp$, is the same

$$k_B T_{c,\text{lat}}^* = \hbar^2 \frac{A_{\text{lat}}}{\Omega_p^{2/3} (m^2 m_\perp)^{1/3}}.$$  \hfill (2)

Lattice bound states have two key properties. (i) At large binding energies $\Delta$, the
effective pair mass scales [15] as $m, m_\perp \propto \Delta$. (ii) The volume of a fermion pair on
a lattice, $\Omega_p$, must approach one lattice cell at strong coupling $\Delta \to \infty$. Conversely,
the volume diverges at weak coupling: $\Omega_p \to \infty$ as $\Delta \to 0$. Realistic models for local
pairing comprise a short-range repulsive part originating from direct Coulomb repulsion
and a mid-range weak attractive part [5] which is thought to result from overscreening
of the Coulomb tails by phonons, magnons or other mediating excitations. The simplest
potential of such kind that still allows (partial) analytical treatment consists of a
strong on-site Hubbard repulsion $U$ and an instantaneous nearest neighbor attraction
$V$. Hereafter, such a potential will be called the $UV$ model. Consider the effect of $V$
on $T_c^*$. (From now on, the subscript “\text{lat}” will be omitted.) At small $V$ close to the
binding threshold, the effective pair volume $\Omega_p$ diverges, and $T_c^* \to 0$. In the opposite
limit of large $V$, the pair volume tends to a constant whereas all the masses scale as
$\propto V$. As a result, $T_c^* \propto 1/V \to 0$. Thus $T_c^*$ tends to zero at both small and large
$V$, which implies a maximum at some intermediate optimal $V$. Likewise, there is an
optimal interlayer hopping $t_\perp$. A large $t_\perp \approx t$ increases the overall kinetic energy
and may destroy the pairs (at small or intermediate $V$). Thus a large $t_\perp$ is analogous to a
weak attraction, and $T_c^* \to 0$. (The quasi-one-dimensional case $t_\perp > t$ is not a subject
of this paper.) Conversely, a very small $t_\perp$ produces a large interlayer mass $m_\perp$ and
destroys three-dimensional coherence. Again, a vanishing condensation temperature
results. Therefore, one might expect to arrive at a generic phase diagram shown in
figure 1. The purpose of the current work is to demonstrate the features of this phase
diagram in a microscopic model.

Let us address applicability of the ideal BEC formula (2) to dense systems. First,
we note that even a strong boson-boson repulsion does not affect the critical temperature
very much. Even in superfluid $^4$He, which is a strongly interacting system, the critical
temperature is only about 30% less than the BEC value. Within our approach, such an
uncertainty is easily absorbed into the uncertainty of $A_{\text{lat}}$. Secondly, $A_{\text{lat}}$ will be set to
be smaller than 1, for reasons outlined in section 2.4. Selecting a small value for $A_{\text{lat}}$ is
effectively the same as diluting the system, thereby reducing the pair-pair interaction.
Since the wave function decays exponentially, we estimate that the inter-pair interaction
is of the order 1% or less of the total intra-pair interaction strength for all values of $A_{\text{lat}}$
used in this paper. Exact derivation of the inter-pair potential requires solving a four-
fermion problem, which goes beyond the capabilities of the present method. At the same time, the sign of the effective interaction is important for the phenomenon of phase separation discussed here. It is known from analysis of three fermions that a fermion pair repels a third fermion in a pure 2D system [13]. The repulsion is due to the exclusion principle acting between a pair member and the extra fermion. This argument, being qualitative, should remain valid for four fermions (two boson pairs) in a quasi-2D system. One can speculate that the pair-pair interaction is repulsive at least in a finite parameter region above the pairing threshold.

The work presented in this paper goes beyond previous work by presenting exact analytical and numerical solutions for local pairing in quasi-2D systems, and is to our knowledge the first detailed study using exact results to study the effect of anisotropy on local pairing and superconductivity. The paper is organised as follows: In section 2 we analyze the problem in detail within a phenomenological lattice model that includes anisotropic hopping $t_\perp$, on-site Hubbard repulsion $U$ and intersite attraction $V$: the tetragonal $UV$ model. Exact expressions for two-fermion energy, dispersion, wave function, and effective radius are combined to derive the conditions of pair close packing. Numerical results including the model phase diagram are given in section 3, where we also present a Quantum Monte Carlo analysis of two fermions coupled by a retarded interaction mediated by phonons, showing that models with retardation effects also have a peak in $T_c$ as $t_\perp$ varies. Finally, a summary and conclusions are given in section 4.

**Figure 1.** A generic phase diagram of fermion models with core repulsion and finite-radius attraction. If $V$ is too small then pairing does not occur. For large $V$ pairs become heavy, and eventually phase separate destroying superconductivity. If $t_\perp$ is too small, then 3D coherence and therefore superconductivity is lost. Large $t_\perp$ leads to excess kinetic energy that also breaks pairs. Therefore an optimal superconductor might be expected to have intermediate $V$ and $t_\perp$. 
2. Tetragonal UV Model

In this section, we make exact calculations for the properties of local pairs in an *anisotropic UV* model. The *UV* model can be derived from a number of interactions, such as the electron-phonon interaction, electron-spin wave interaction and $t-J$ model, as has been extensively discussed in the literature [7, 14]. In the model studied here, hopping and interaction within an $xy$-plane is assumed isotropic. The difference with previous work is that both bare fermion hopping and nearest-neighbor attraction between the layers may differ from corresponding in-plane values. To reflect lattice symmetries, the model will be referred to as the *tetragonal UV* model. The main calculation tool in this section is the equality of a Bose integral to an inverse pair volume

$$\frac{A}{\Omega_p} = \int_{\text{BZ}} \frac{d^3K}{(2\pi)^3} \exp\left\{ \frac{1}{k_BT_c} \left( \frac{E(K) - E_0}{E_0} \right) \right\} - 1,$$

where again $A$ is a constant that is less than 1. [Note that the constant $A$ is slightly different from $A_{\text{lat}}$ since it appears directly above $\Omega$, rather than $\Omega^{2/3}$.] $E_0$ is the bottom of the pair energy band, that is the value that the pair chemical potential assumes at condensation [a similar integral is used to compute the expressions in (1) and (2)]. Momentum components $K_i$ are measured in inverse lattice constants and pair volume $\Omega_p$ is measured in unit cell volumes. Equation (3) requires knowledge of the entire pair dispersion $E(K)$, pair wave function $\psi$, as well as calculation of the effective pair radius and Bose integral. All operations are nontrivial and described in detail in the following subsections.

2.1. Hamiltonian

The Hamiltonian of the tetragonal UV model is given by

$$H = -t \sum_{m,b,\sigma} c_m^\dagger c_{m+b,\sigma} - t_\perp \sum_{m,b,\sigma} c_m^\dagger c_{m+b_\perp,\sigma}$$

$$+ \frac{U}{2} \sum_m \hat{n}_m (\hat{n}_m - 1) + H_V,$$

$$H_V = - \frac{V}{2} \sum_{m,b} \hat{n}_m \hat{n}_{m+b} - \frac{V_\perp}{2} \sum_{m,b_\perp} \hat{n}_m \hat{n}_{m+b_\perp}.$$  \hspace{1cm} (4)  \hspace{1cm} (5)

Here, $c^\dagger$ and $c$ are spin-$\frac{1}{2}$ fermion creation and annihilation operators, $m$ numbers lattice sites, $b = (\pm x, \pm y)$ numbers the four nearest neighbors within the $xy$ plane, $b_\perp = \pm z$ are the two nearest lattice neighbors across the planes, $\sigma = \pm \frac{1}{2}$ is the z-axis spin projection, and $\hat{n}_m = \sum_\sigma c_{m\sigma}^\dagger c_{m\sigma}$ is the total fermion number operator on site $m$. The kinetic energy is defined by in-plane and between-the-planes hopping amplitudes $t$ and $t_\perp$. The ratio $t_\perp/t$ defines anisotropy of the one-particle dispersion

$$\varepsilon(k) = -2t (\cos k_x + \cos k_y) - 2t_\perp \cos k_z,$$  \hspace{1cm} (6)
where \( \mathbf{k} \) is the one particle momentum, and \( k_x, k_y \) and \( k_z \) are its components. Interfermion interaction is defined by three parameters: on-site (Hubbard) repulsion \( U \), in-plane nearest-neighbor attraction \( V \), and inter-plane nearest-neighbor attraction \( V_{\perp} \).

(Note that the Hubbard term is equivalent to its other standard form \( U_{n_\uparrow n_\uparrow} \).)

More complex and realistic forms of attractive potential \( H_V \) – longer range and of variable strength – are extremely difficult to treat by exact methods \([16]\). Thus the \( UV \) interaction of (4) may be regarded as the simplest pseudopotential that leads to the phase diagram of figure 1.

If \( t_{\perp} = 0 \) and \( V_{\perp} = 0 \), (4)-(5) reduce to the two-dimensional square \( UV \) model that has been studied by several authors \([17, 18, 19]\). For the purposes of this paper it is useful to recall the \( s \)-pair binding condition: at zero total momentum \( \mathbf{K} = (0,0) \), two fermions bind into an \( s \)-wave bound state when

\[
V > V_{s, sq} = \frac{2Ut}{U + 8t} .
\]

(7)

In the opposite limit, \( t_{\perp} = t \) and \( V_{\perp} = V \), (4) reduces to the isotropic three-dimensional \( UV \) model on the simple cubic lattice \([7, 20]\). For zero pair momentum, the \( s \)-wave binding threshold can be expressed via a Watson integral. Expanding the previous results (see section III.B in \([7]\) and Appendix in \([20]\)), one obtains

\[
V > V_{s, sc} = \frac{24t^2(1 + UM_{000})}{(U + 12t)(12tM_{000} - 1)} ,
\]

(8)

where \( M_{000} \) is defined below in (15). For \( a = b = c = 4t \) and \( |E| = 12t \), \( M_{000} = (7.91355t)^{-1} \).

The tetragonal \( UV \) model, (4)-(5), has not been considered before. In the next subsection, a general solution for two-fermion states is derived. Most of the numerical results presented later in section 3 will be limited to \( V_{\perp} = 0 \). This is justified on physical grounds, since most low dimensional superconductors have much larger lattice constants in the direction perpendicular to the planes. For this reason, most preformed pair mechanisms of superconductivity assume pairing within planes and no pairing between planes.

### 2.2. Two-fermion energies and wave functions

The general procedure of solving two-fermion problems in isotropic \( UV \) models has been described elsewhere, see, e.g., \([16, 19, 20]\). The present treatment has two novel elements. First, singlet and triplet states are separated from the start. That reduces the eigenvalue matrix from \( 7 \times 7 \) to \( 4 \times 4 \), which simplifies numerical calculations. Second, the wave function is computed explicitly, as it is needed for evaluation of the pair’s effective volume. For those reasons, the method is outlined below.

Let \( \psi_{+}(\mathbf{k}_1, \mathbf{k}_2) \) be a two-particle wave function in momentum space, symmetrized with respect to permutation of \( \mathbf{k}_1 \) and \( \mathbf{k}_2 \). The two-particle Schrödinger equation can
be written as
\[
\psi_+(k_1, k_2) = \frac{1}{E - \varepsilon(k_1) - \varepsilon(k_2)} \times 
\times \{ U \Phi_0(K) - V \Phi_x(K)[e^{-ik_1x} + e^{-ik_2x}] 
- V \Phi_y(K)[e^{-ik_1y} + e^{-ik_2y}] 
- V_\perp \Phi_z(K)[e^{-ik_1z} + e^{-ik_2z}] \} ,
\]
where
\[
\Phi_0(K) = \frac{1}{N} \sum_q \psi_+(q, K - q) ,
\]
\[
\Phi_x(K) = \frac{1}{N} \sum_q \psi_+(q, K - q) e^{iqx} ,
\]
\[
\Phi_y(K) = \frac{1}{N} \sum_q \psi_+(q, K - q) e^{iqy} ,
\]
\[
\Phi_z(K) = \frac{1}{N} \sum_q \psi_+(q, K - q) e^{iqz} ,
\]

\(N\) is the number of lattice sites, and \(K = k_1 + k_2\) is the total lattice momentum of the two fermions. Notice that after symmetrization it is sufficient to introduce only four integral functions \(\Phi_\perp(K)\), rather than seven when wave functions are not symmetrized [20]. Substitution of (9) into (10)-(13) results in a set of four algebraic equations on \(\Phi_\perp(K)\) which, after transformations, can be cast in an eigenvalue form
\[
\begin{pmatrix}
\Phi_0 \\
e^{-iK_x/2}\Phi_x \\
e^{-iK_y/2}\Phi_y \\
e^{-iK_z/2}\Phi_z
\end{pmatrix} = 
\begin{pmatrix}
-U M_{000} & 2V M_{100} & 2V M_{010} & 2V_\perp M_{001} \\
-U M_{100} & V(M_{000} + M_{100}) & 2V M_{110} & 2V_\perp M_{101} \\
-U M_{010} & 2V M_{110} & V(M_{000} + M_{010}) & 2V_\perp M_{011} \\
-U M_{001} & 2V M_{011} & 2V M_{011} & V_\perp(M_{000} + M_{001}) 
\end{pmatrix} 
\begin{pmatrix}
\Phi_0 \\
e^{-iK_x/2}\Phi_x \\
e^{-iK_y/2}\Phi_y \\
e^{-iK_z/2}\Phi_z
\end{pmatrix} .
\]
The matrix elements \(M_{nml}\) are given by generalized Watson integrals [21]
\[
M_{nml} = \frac{1}{N} \sum_q \frac{\cos nq_x \cos mq_y \cos lq_z}{|E| - a \cos q_x - b \cos q_y - c \cos q_z} ,
\]
where \(a \equiv 4t \cos (K_x/2)\), \(b \equiv 4t \cos (K_y/2)\), and \(c \equiv 4t_\perp \cos (K_z/2)\).

Equations (14) and (15) have wider applicability than the tetragonal \(UV\) model. If the potentials \(V\) appearing in the second and third columns of (14) are not equal, and the hopping amplitudes \(t\) appearing in \(a\) and \(b\) are not equal, then the equations provide a solution to the orthorhombic \(UV\) model in which both hopping and attraction strength have different values along all three coordinate axes. Likewise, (14) remains valid for negative \(U\) or positive \(V\) or \(V_\perp\) as long as the remaining attraction is strong enough to produce a bound state. (The present paper does not deal with two-fermion scattering states.) As mentioned earlier, of main physical interest here is \(V_\perp = 0\). In
this case, the $4 \times 4$ matrix in (14) is reduced to its $3 \times 3$ top left corner. The latter acts on an eigenvector that involves only $\Phi_0$, $\Phi_x$, and $\Phi_y$, while $\Phi_z$ remains undefined.

Triplet $p$-wave bound states can be derived by the same procedure but in this case the starting point must be antisymmetrized basis functions $\psi_-(k_1, k_2)$. Since the triplet states are not included in the thermodynamic Bose integral (for the reasons given in the next subsection) specific formulas are not presented here. Suffice it to say that the general $3 \times 3$ eigenvalue system factorizes into three independent $1 \times 1$ blocks at arbitrary $K$. Thus the three $p$-wave pair bands do not mix throughout the entire Brillouin zone.

The numerical sequence starts with a search for energy $E \leq -(a + b + c)$ at which (14) has at least one eigenvalue $\lambda = 1$. By repeating the process for all $K$, the entire singlet dispersion is computed. This procedure requires multiple evaluation of Watson integrals $M_{nml}$, which is highly nontrivial. Direct numerical evaluation as three-dimensional integrals is wasteful and inaccurate. A special procedure has been developed that combines two analytical integrations with one one-dimensional numerical integration. All the necessary details are presented in Appendix A. Once $E$ is found for some $K$, the pair wave function is given by (9). In the last expression, $\Phi$ are eigenvector components from (14) corresponding to the same $E$. This wave function can then be used to evaluate the pair effective radius and volume as explained in section 2.4.

An example pair dispersion is shown in figure 2. Notice how reducing $t_z$ from 1.0 to 0.1 flattens dispersion along the $K_z$ axis. At $V_\perp = 0$, $t_z = 1.0$, the attraction is barely enough to produce a bound state at zero $K$; the ground state energy is $E_0 = -12.00246 t$, computed to that level of accuracy.
2.3. The Bose integral

Once a pair dispersion is known, the integral in the right hand side of (3) can be computed. Such integration is considered meaningful as long as a stable $s$-wave pair exists at zero $\mathbf{K}$. In principle, all pair branches as well as scattering two-fermion states should be included. However, those states are separated from the lowest $s$-wave branch by a finite gap, and their contributions are exponentially small at low temperatures. For very small binding energies, contribution from the scattering states becomes significant but by then the pairs are already loose and far from the optimal regimes. Thus excluding scattering states from the Bose integral does not affect the most interesting parameter region. Similarly, triplet pair branches and higher energy singlet branches ($d$-waves) are separated from the lowest branch by finite gaps. The gap is smaller at large lattice momenta but since contributions of all high-momenta states are exponentially small, excluding $p$- and $d$-wave pairs does not introduce significant numerical errors. In summary, only the lowest $s$-wave states are included in the Bose integral.

The numerical approach to (3) adopted here consists of precomputing and storing $E(\mathbf{K})$ on a fixed-step mesh within the irreducible 1/8 of the Brillouin zone and subsequent evaluation of the integral by a three-dimensional Simpson rule. If necessary, the stored values can be used to interpolate between the mesh points by splines or any other suitable method. A major technical difficulty for the Simpson method is the singularity at zero $\mathbf{K}$. The singularity is integrable and as such can be isolated and treated semi-analytically. To this end, the first mesh line is shifted from zero to a small positive number $h$. As a result, the full integration volume $0 \leq K_{x,y,z} \leq \pi$ splits into 8 sub-volumes. Details of sub-volume integrations are given in Appendix B.

In a typical calculation, $h = 0.01$ and the linear interval $[h, \pi]$ is divided into $q = 20$ equal steps. This requires 10,648 calculations of $E(\mathbf{K})$ which can be achieved with reasonable computational efforts. Then $E(\mathbf{K})$ is spline interpolated to a much denser mesh with $q$ between 120 and 200, to which the integration procedure described above is applied. The entire method has been validated by comparing with previously published results on Bose gases in simple cubic lattices: $T_c = 5.591 t$ for $\nu = 1$ [26], $T_c = 5 t \nu$ [27], and $T_c = 5.6 t \nu^{0.825}$ [28].

2.4. Pair effective radius and volume

Consider now the left hand side of (3), namely the effective volume $\Omega_p$ of a fermion $s$-wave pair at $\mathbf{K} = (0,0,0)$. Conceptually, calculation is straightforward. After solving the eigenvalue problem, (14), for energy $E$ and eigenvector $\Phi$, the pair wave function is given by (9). However, the latter equation provides $\psi$ in momentum space while $\Omega_p$ requires $\psi$ in real space. Conversion to real space involves a three dimensional integration for every value of relative coordinates $\{\Delta \mathbf{r}_i\}$. Further, calculation of $\Omega_p$ is another three-dimensional summation over real space. Thus, direct numerical evaluation of $\Omega_p$ from (9) requires a six-dimensional integration and is impractical.

Fortunately, the specific form of the denominator in (9) and single-particle
dispersion, (6), admits analytical reduction of $\langle (\Delta r_i)^2 \rangle$ to combinations of one-dimensional integrals:

$$\langle (\Delta r_i)^2 \rangle = \frac{1}{3} \sum_{bb'} G_b G_{b'} \int_0^\infty d\xi \, e^{-\xi |E|} S_{bb'}^i(\xi).$$

Here $b = \{0, \pm x, \pm y, \pm z\}$, $G_0 = U\Phi_0$, $G_{\pm x} = -V\Phi_x$, $G_{\pm y} = -V\Phi_y$, $G_{\pm z} = -V\Phi_z$. The functions $S_{bb'}^i(\xi)$ and $T_{bb'}^i(\xi)$ are combinations of modified Bessel functions of various orders. Their explicit forms as well as derivation of (16) are given in Appendix C.

The next question is: once $\langle (\Delta r_i)^2 \rangle$ are known, what is the effective pair volume $\Omega_p$? The following conditions must be met: (i) the three coordinates enter the expression symmetrically; (ii) when any one $\langle (\Delta r_i)^2 \rangle$ is infinite, the volume is infinite too; (iii) when all $\langle (\Delta r_i)^2 \rangle$ shrink to zero, $\Omega_p \to 1$. The latter condition enforces the fact that fermionic pairs are hard-core bosons and the pair volume cannot be less than one even if the effective radius is zero. There are many choices that satisfy the above conditions. In this work, the following definition is adopted

$$\Omega_p = \sqrt{[1 + \langle (\Delta x)^2 \rangle][1 + \langle (\Delta y)^2 \rangle][1 + \langle (\Delta z)^2 \rangle]}.$$

Finally, one should discuss the choice of constant $A$ in the left hand side of (3). Admittedly, the exact condition for maximum critical temperature is not known; that would require a complete many-fermion solution that is not available yet. The factor $A$ reflects this uncertainty. $A = 1$ implies superconductivity is optimal when the average distance between pairs is equal to the $1/e$ decay distance of a pair wave function. Beyond the $1/e$ distance the wave function is not negligible, and overlap between pairs is already strong. Therefore one expects that $A$ should be somewhat less than 1. Reducing $A$ results in a sharp decrease of effective inter-pair interaction at close-packing. In a quasi-2D situation ($\Delta z \ll 1$), the mean distance between pairs scales as $1/\sqrt{A}$. Going, for example, from $A = 1.0$ to $A = 0.1$ increases the mean distance by a factor 3 and decreases density overlap by at least a factor of 100. In the following, a value of $A = 0.1$ is selected as the base point, but other values are considered as well. Variations of $A$ directly translate into variations of $T_C^*$ but not into variations of optimal $t_\perp$ and $V$ at which this $T_C^*$ is achieved. Although the present method cannot predict the magnitude of the critical temperature better than by order of magnitude, statements about optimal $t_\perp$ and $V$ are quite robust.

3. Results

3.1. Close-packed critical temperature

Using the methods described in section 2, we solve equation (3) for $T_C^*$ at different model parameters in (4). The results for $U = 10$ are shown in figure 3. As a function of interlayer hopping $t_\perp$, $T_C^*$ shows a pronounced maximum, consistent with the arguments
Figure 3. Close-packed critical temperature $T_c^*$ for several $V$ as a function of interplane hopping $t_\perp$. $V_\perp = 0$, $U = 10$, $A = 0.1$. Numbers by the plots indicate the value of $V$. All quantities are measured in units of $t$. Dashed lines mark the regions where $T_c^* > \Delta$.

presented in the introduction. At large $t_\perp$, kinetic energy is large, pairs are barely formed, their effective radius is large and close-packed density is small. The optimal $T_c$ drops to zero as a result. In the opposite limit of very small $t_\perp$, the pairs are stable but increasingly confined within planes. The interplane effective mass goes up, the pairs lose three-dimensional coherence, and $T_c^*$ drops to zero, cf. (2). Optimal $T_c^*$ occurs at intermediate interlayer hopping.

Similarly, there is an optimal attraction $V$. Consider, for example, $t_\perp = 0.4$. At $V = 4.5$, the pairs are barely bound, their volume is large, the packing density is small and $T_c^*$ is small. Increasing $V$ compacts the pairs and increases the packing density. The critical temperature grows until about $V = 7$, after which the competing process of pairs becoming too heavy takes over and $T_c^*$ falls again. These optimal values of $V$ exceed the threshold of fermion clusterization in the pure 2D $UV$ model [13]. As a result, phase separation is likely to happen at lower $V$ than the maximal $T_c^*$. For that reason, a search for the absolute maximum of $T_c^*$ as a function of $V$ and $t_\perp$ is not attempted here.

Sensitivity to the close packing parameter $A$ is now discussed. As stated above, the uncertainty in $A$ reflects the lack of an exact criterion for the maximal critical temperature in the absence of a many-body solution. One can only argue that $A$ is probably less than one, while its precise value is unknown. An obvious way of dealing with the uncertainty is to compute $T_c^*$ for different $A$ and examine variation of optimal parameters. A typical set of curves for $U = 10$ and $V = 5$ is shown in figure 4. In this example, $A$ is changed between 0.2 and 0.01. The corresponding optimal interlayer hopping is confined between 0.23 and 0.24, i.e. $t_\perp$ is robust against variations of $A$. 
In contrast, the peak critical temperature of each curve varies considerably with $A$. In fact, numerical dependence, $T_{c,max}^* \propto A^{0.646}$, is exactly what is expected from an ideal Bose gas, with the exponent being close to $2/3$. From the $T_c$ standpoint, variation of $A$ is just a renormalization of the overall boson density. Within the present approach one can only claim the existence of an optimal interlayer hopping and its approximate value: $t_\perp \approx 0.23$ for the example in figure 4. However, one cannot claim an absolute value of $T_{c,max}^*$ itself.

Self-consistency of preformed pair mechanism requires $T_{c}^*$ to be smaller than the pair binding energy $\Delta$. When $T_{c}^* > \Delta$, superconductivity crosses over to the BCS regime. These regions are marked in figure 3 by dashed lines. Thus, for the chosen value of $A = 0.1$, optimal parameters ($T_{c}^*$ peaks) satisfy $T_{c}^* < \Delta$, and the mechanism is self-consistent. One should add that the cross-over points also scale with $A$: smaller $A$ reduce $T_{c}^*$ and expand the domain of $T_{c}^* < \Delta$. Because of the uncertainty in $A$, the presented argument is only qualitative in nature.

Figure 5 shows $T_{c}^*$ vs. $t_\perp$ dependence for a large Hubbard repulsion $U = 50$. Compared with $U = 10$, the curves uniformly shift down. This reflects the unbinding action of $U$. For the same $V$ and $t_\perp$, a larger $U$ reduces the binding energy and as a result the close packed density of pairs. However, qualitatively curve shapes remain unchanged. The $T_{c}^*$ peaks shift to smaller $t_\perp$, which reflects the need to reduce the interlayer kinetic energy to compensate a stronger on-site repulsion.
3.2. Phase diagram

The results of the preceding sections are summarized in a \((V, t_\perp)\) phase diagram shown in figure 6. A pairing line separates the regions of bound and unbound pairs. Above the pairing line, attraction is not strong enough against kinetic energy, pairs do not form and preformed pair superconductivity does not exist. The pairing lines have been computed by solving the eigenvalue equation (14) for zero pair momentum \(K\), to find the value of \(V\) for which the binding energy is equal to the noninteracting value, \(E = -8t - 4t_\perp\). Circles mark the termination points of the lines, determined by the binding condition for a pure two-dimensional \(UV\) model (7). Notice how singular the pairing boundary is near \(t_z = 0\). This is because the matrix elements \(M_{nm\ell}\) (15) are dominated by a logarithmic singularity (which is characteristic of the pure 2D case) only at extremely small \(t_z < 0.001\). At higher \(t_z\), regular contributions are comparable with the logarithmic contributions, which quickly pulls away the solution of (14) from its \(t_z = 0\) limit. In other words, pair motion is more 3D like rather than 2D like for all \(t_z\), unless the latter is unphysically small.

Under the pairing line is the region of preformed pair superconductivity. As shown above, for each \(V\) there exists an optimal interlayer hopping at which the close packed critical temperature is maximal. These \(t_\perp^*\) are shown as squares. (The connecting lines are guides to the eye only.) In general, \(t_\perp^*\) is an increasing function of \(V\).

As can be seen in figures 3 and 5, the peak \(T_c^*\) increases with \(V\) at least until \(V \approx 8\), after which \(T_c^*\) is expected to fall due to a high pair mass. It suggests increasing \(V\) as much as possible as a way to boost the critical temperature. This path runs into a difficulty associated with phase separation: any finite range attractive interaction will form multi-fermion clusters in the strong attraction limit. The phase separation threshold in the full tetragonal \(UV\) model is unknown at present. One can gain some
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Figure 6. (Color online) Phase diagram in $(V, t_\perp)$ coordinates for $U = 10$ (solid lines, filled symbols) and $U = 50$ (dashed lines, open symbols). $V_\perp = 0$. The diamonds on the $V$-axis mark three-fermion clustering thresholds in the pure 2D $UV$ model [13].

insight from the recently completed analysis of the pure 2D $UV$ model that corresponds to $t_z = 0$ [13]. Three fermion clustering takes place at $V = 3.425$ for $U = 10$ and at $V = 3.730$ at $U = 50$. It is not obvious a priori how the phase separation boundary behaves as a function of $t_z$: will it have a logarithmic-like singularity similar to the pairing line, or will it behave more regularly? However, on physical grounds one can expect that finite $t_z$ will require $V > 3.4$ to form clusters. This leaves preformed pair superconductivity a “region to operate” of at least $2.0 < V < 3.4$ or wider, depending on the intersection location. Within this region, larger $V$ implies larger peak $T_{c\max}$. The peak critical temperature can be systematically increased by increasing $V$ and adjusting interlayer hopping to an optimal $t^*_\perp$, until the system runs into phase separation. One arrives at an important conclusion: in the preformed pair mechanism, systems with the highest critical temperatures are always close to phase separation. In the Authors’ opinion, this is the fundamental reason why so many high-$T_c$ superconductors exhibit a tendency to charge order instabilities including stripes, charge density waves and nematic order [29, 30, 31, 32].

3.3. Retardation effects

In practice, models of the $UV$ form involving an effective instantaneous density-density interaction have their origins in interactions mediated via bosons. All of these interactions are retarded in the sense that when there is interaction between two fermions, the absorption (and therefore scattering) of the mediating boson by a second fermion takes place at a later time than the emission from the first fermion. The aim of this section is to establish that the peak seen in plots of $T_{c\max}$ vs $t_\perp$ is also present when
interactions include more realistic retardation effects.

In this section, we use continuous time path-integral Quantum Monte Carlo (QMC) simulations to consider the effects of a retarded interaction described by a Hamiltonian of the form

\[ H = -t \sum_{m,b,\sigma} c_{m\sigma}^{\dagger} c_{m+b,\sigma} + t_\perp \sum_{m,b_\perp,\sigma} c_{m\sigma}^{\dagger} c_{m+b_\perp,\sigma} \]

\[ + \sum_{mm'\sigma} \gamma_{mm'} c_{m\sigma}^{\dagger} c_{m'\sigma} (d_{mm'}^{\dagger} + d_{mm'}) \]

\[ + \sum_k \hbar \omega_k d_k^{\dagger} d_k + U \sum_m n_m (n_m - 1) , \]  

(18)

where \( d_{mm}^{\dagger} \) creates a boson with spin 0 (e.g. a phonon). For reasons of computational simplicity, only interactions with dispersionless Einstein phonons and infinite repulsive Hubbard \( U \) are considered. The level of retardation is refined by the frequency of the boson mode, \( \omega_k = \omega \) which is taken to be momentum independent (equivalent to site local). For infinite \( \omega \), the interaction is instantaneous, with retardation effects increasing as \( \omega \) decreases. In the following, \( \hbar \omega = 4t \) is selected to introduce moderate retardation effects. \( \gamma_{mm'} \) represents a long-range interaction. The retarded potential is chosen to have a range of one lattice site, with the form \( \gamma_{0,\pm x} = \gamma_{0,\pm y} = \gamma_{00}/4 \) (of the type used in [20], but with the interaction turned off in the \( z \)-direction). With an appropriate canonical transformation as \( \omega \to \infty \), such a model can be transformed into the UV form, where \( U = \infty \) and \( V = \mathcal{V}_{cb} = \sum_m \gamma_{0m} \gamma_{mx}/\hbar \omega \) (see e.g. [34]). To avoid confusion with the unretarded UV model, a new parameter, \( \mathcal{V}_{ep} \), is introduced. While the simulations here consider phonons, the main difference between interactions with spin-1 bosons that cause spin flips (e.g. magnons) and those that do not (e.g. phonons) is that scattering involving spin-1 bosons is forbidden if both particles occupy the same site. Since the infinite repulsion considered here stops double occupancy of sites, the properties of bound pairs formed from both types of interaction are expected to be broadly similar.

We have already published extensive details of the CTQMC algorithm, so we only discuss differences in measurements here and otherwise refer the reader to Refs. [33, 34, 35, 36, 20]. The close packed transition temperature is calculated from QMC data using the expression

\[ k_B T_c^* = t \left[ m_x^{-1} m_y^{-1} m_z^{-1} \left( \frac{t_\perp}{(\langle \Delta x^2 \rangle + 1)(\langle \Delta y^2 \rangle + 1)(\langle \Delta z^2 \rangle + 1)} \right)^{1/3} \right] . \]  

(19)

Here \( m_i^{-1} \) are components of the inverse effective mass. \( m_x^{-1} \) and \( m_y^{-1} \) are in units of the \( xy \) band mass \( m_0 \) and \( m_z^{-1} \) is in units of the \( z \) band mass \( m_{0z} \). The ratios \( m_0/m_x \), \( m_0/m_y \) and \( m_{0z}/m_z \) can be computed by QMC as explained elsewhere [34]. The expectation value \( \langle \Delta r_i^2 \rangle \) is calculated by stochastic averaging over an ensemble of imaginary-time fermion paths using an estimator \( \Delta r_i^2 = \beta^{-1} \int_0^\beta [\Delta r(\tau) \cdot e_i]^2 d\tau \), where \( \Delta r(\tau) \) is the distance between paths at imaginary time \( \tau \), and \( e_i \) is a unit vector along direction \( i \).
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Figure 7. (Color online) Transition temperatures, $T^*_c$, calculated from the effective masses and pair sizes obtained from continuous time QMC and substituted into Eq. (19). The phonon energy is $\hbar \omega = 4t$ and the transition temperature is shown in units of $t$. A peak is clearly visible at intermediate hopping. For the simulation parameters used here, the pair (bipolaron) masses and radii leading to the transition temperatures shown in the figure are already stable at simulation temperatures of $\beta^{-1} = 0.10t$, since the pair binding energy is significantly greater than $\beta^{-1}$. As such, the figure represents the transition temperature for preformed pair superconductivity. The mass and radius have also been checked for stability at temperatures of $0.05t$, $0.02t$, and $0.01t$ with no significant changes.

In the continuous time QMC results shown in figure 7 for $V_{ep} = 7.5$ and $V_{ep} = 9.0$, a peak in $T^*_c$ is also visible around $t_\perp = 0.5$, similar to the instantaneous $UV$ case. There are some important differences between retarded and instantaneous interactions. Firstly, a retarded interaction leads to self-interaction such that the mass and therefore effective hopping of a single particle vary with the coupling, whereas these are fixed for the instantaneous coupling. (One should mention that $z$ and $xy$ single particle masses scale differently [33]). This can lead to the peak in $T^*_c$ being in subtly different positions, but (more importantly) reducing $T^*_c$ at large $V_{ep}$ at a faster rate than for the unretarded $UV$ model. Secondly, the QMC calculations are done at finite temperature $\beta^{-1}$, which is then reduced to check that the pair binding radius and mass are unchanged, which is reasonable since at the values of $V_{ep}$ considered the binding energy of the pair is significantly larger than the temperature. The finite temperature means that $T^*_c$ estimates are difficult at weak coupling where the pair is only weakly bound. In spite of these differences, it is clear that the interplane hopping, $t_\perp$ has a non-trivial effect on the condensation transition temperatures, with a peak clearly visible at intermediate interplane hopping.
4. Summary and conclusions

Motivated by the unusually high transition temperatures in layered FeSe and cuprate superconductors, we have studied in this paper the effects of interlayer hopping on the superconducting transition temperatures of systems with local fermion pairs. In particular, our aim was to understand why some of the best superconductors are quasi two-dimensional in spite of an absence of superconductivity in pure 2D systems. An appropriate theoretical system for studying the effects of interlayer hopping is the tetragonal $UV$ model defined in Eq. (4). There, $V$ and $V_\perp$ are attractive pseudopotentials that overcome on-site Hubbard repulsion $U$ and kinetic terms $t$ and $t_\perp$ to bind fermions into $s$-wave pairs. On physical grounds, we considered a version of the model with $V_\perp = 0$. We have exactly solved the problem of two-fermion pairing using a number of analytical and numerical techniques described in section 2 and the Appendices. The pairs evolve from weakly coupled ones, with a small effective mass and large radius at small $V$, to tightly bound ones with a large binding energy, effective mass that scales $\propto V$, and an effective radius of the order of one lattice cell at large $V$. We calculated masses and pair volumes using exact techniques, and used them to determine the BEC temperature of the local pairs.

Central to the present work is the idea that the condensation temperature is maximal when pairs are close packed. The density of close packed pairs is determined by exactly determining the pair volume. In this way, a maximal density of pairs can be found such that pairs do not overlap. Indeed, so long as the pairs do not overlap, $T_c$ can be increased further by adding more pairs since $T_c \propto \nu_p^{2/3}$. In the opposite limit of pairs overlapping heavily, the additional repulsion brought by the exclusion principle evaporates the pairs and destroys local pair superconductivity. (Such a system may still exhibit a weakly coupled superconductivity of BCS type.) This reasoning leads to the self-consistency condition (3) that defines the close-packed condensation temperature $T_c^*$ for any given set of model parameters.

On the basis of (3) and (4), the effects of interlayer hopping $t_\perp$ have been established. Large $t_\perp \approx t$ increases the overall kinetic energy of constituent fermions so the pairs cannot bind as easily. In the limit of zero binding energy the effective pair volume diverges, the close packed density goes to zero and $T_c^* \rightarrow 0$ as a result. At small $t_\perp \rightarrow 0$, the pairs are well formed and stable, but lose three dimensional coherence. The $z$-direction effective mass diverges and $T_c^* \rightarrow 0$ again, in accordance with (2). As a result, $T_c^*$ has a maximum as a function of $t_\perp$. Specific examples of $T_c^*(t_\perp)$ dependencies are shown in figures 3 and 5 for the instantaneous $UV$ potential and in figure 7 for a retarded attractive potential. The existence of local preformed pairs naturally predicts the existence of optimal interlayer hopping, and this optimal value is less than one, so maximal condensation temperatures are expected in strongly anisotropic quasi two dimensional systems. This is a strong indicator that anisotropy is an important feature in high temperature superconductors.

Another important conclusion can be reached by analyzing the effect of attraction
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$V$ on the close packed critical temperature. Again, $T_c^*(V)$ exhibits a broad maximum: at small $V$ the pairs do not bind and the close packed density is zero, whereas at large $V$ the pairs are well bound but their masses are large, causing $T_c^*$ to drop in accordance with (2). However, the optimal $V$ falls in the region of phase separation. For superconductivity to be stable, $V$ must be less than optimal. On this side of the curve, optimal $T_c^*$ can be systematically raised by increasing $V$ until the system hits phase separation. At large $V$ where phase separation occurs, pairs become bound states of three or more particles (which in dense systems will become the precursors for states such as stripes and nematic order). The mass of such bound states is significantly greater than the pair mass. Any states with an odd number of particles are Fermions and do not directly condense. Any phase separated states with an even number of particles could in principle Bose condense, however the mass of such particles would be many orders of magnitude higher than that of the pair particles and the BEC temperature would be so low that superconductivity is essentially destroyed. As the clusters become macroscopic states (e.g. stripes and nematic order) then the preformed pair superconductivity described in this paper would be completely destroyed. Within the preformed pair mechanism, the highest pair condensation temperatures are always close to phase separation and as such materials with this mechanism are expected to exhibit a variety of charge order instabilities including stripes, charge density waves and nematic order [29, 30, 31, 32]. This may be the reason why high temperature superconductivity often occurs in the neighbourhood of phase separation phenomena. Figure 6 shows the summary phase diagram of the tetragonal $UV$ model.

Further work will involve analysis of clustering and phase separation. Rigorous analysis of phase separation in $UV$ lattice models is difficult, but some progress was recently made [13]. At strong enough $V$ the particles form three fermion clusters, four fermion clusters and so on. The system phase separates and becomes a poor metal, destroying superconductivity. As a result, optimal preformed pair superconductivity is never far from phase separation. This delicate balance presents a major challenge for any analytical treatment, and it is expected that advanced numerical techniques are needed to determine the limits of local pair superconductivity.
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Appendix A. Evaluation of matrix elements $M_{nml}$

Matrix elements $M_{nml}$ in Eq. (15) are given by generalized Watson integrals

$$M_{nml} = \int_0^{\pi} \int_0^{\pi} \int_0^{\pi} \frac{dx dy dz}{\pi^3} \frac{\cos nx \cos my \cos lz}{|E| - a \cos x - b \cos y - c \cos z}, \quad (A.1)$$
where \( a \equiv 4t \cos (K_x/2) \), \( b \equiv 4t \cos (K_y/2) \), and \( c \equiv 4t \perp \cos (K_z/2) \). Note that although the original tetragonal UV model is isotropic in the \( xy \) plane, nonzero pair momentum \( \mathbf{K} \) breaks that symmetry, thereby requiring orthorhombic \( M_{nml} \). The integrals (A.1), also known as lattice Green functions, have been researched for more than 70 years [21]. Despite impressive progress with analytical integration achieved in the last decade [22, 23, 24, 25] no closed-form expression for orthorhombic \( M_{nml} \) with \( a \neq b \neq c \) exists. However, known analytical results for symmetric corner cases can be used to gauge the accuracy of numerical procedures.

Purely numerical evaluation of \( M_{nml} \) is impractical either. Near the pair formation threshold, \( |E| \to (a + b + c) \), integrands become singular but integrals remain finite. Proper handling of the singularity requires nonuniform three-dimensional meshes that are error prone. Additionally, for strong hopping anisotropies, \( t_\perp \ll t \), the integrals diverge logarithmically. To capture the latter, the mesh must be \( |E| \) and \( t_\perp \) dependent, further complicating the matter.

A practical approach consists of carrying two integrations analytically and leaving the third one to numerics. Handling singularities in one-dimensional integrals is much easier and often included in standard numerical packages. The first integration in (A.1) is elementary but the second is not. The second integration is in fact a transformation to complete elliptic integrals of the first and second kind \( K(\kappa) \) and \( E(\kappa) \). For the purposes of this paper it is sufficient to know two auxiliary integrals [37]

\[
\mathcal{M}_{00} = \int_0^{\pi} \int_0^{2\pi} \frac{dx dy}{\pi^2} \frac{1}{\mathcal{E} - a \cos x - b \cos y} = \int_0^{\infty} du e^{-\mathcal{E}u} I_0(au)I_0(bu) = \frac{\kappa}{\pi \sqrt{ab}} K(\kappa), \tag{A.2}
\]

\[
\mathcal{M}_{11} = \int_0^{\pi} \int_0^{2\pi} \frac{dx dy}{\pi^2} \frac{\cos x \cos y}{\mathcal{E} - a \cos x - b \cos y} = \int_0^{\infty} du e^{-\mathcal{E}u} I_1(au)I_1(bu) = \frac{1}{\pi \kappa \sqrt{ab}} \left[(2 - \kappa^2)K(\kappa) - E(\kappa)\right], \tag{A.3}
\]

where \( I_{0,1}(u) \) are modified Bessel functions of order 0 and 1, \( \mathcal{E} > a + b \), and

\[
\kappa = \sqrt{\frac{4ab}{\mathcal{E}^2 - (a - b)^2}}. \tag{A.4}
\]

Applying (A.2) and (A.3) to (A.1), one can derive working expressions for all \( M_{nml} \). For example,

\[
M_{020} = \frac{1}{\pi^2 \sqrt{ac}} \int_0^{\pi} dy \cos (2y) \kappa_y(y) K[\kappa_y(y)] , \tag{A.5}
\]

\[
\kappa_y(y) = \sqrt{\frac{4ac}{(|E| - b \cos y)^2 - (a - c)^2}}. \tag{A.6}
\]

The remaining one-dimensional numerical integration is fast enough to enable effective eigenvalue search for (14). In two special cases: (i) \( a = b = c \), \( n,m,l = 0,1,2 \) and arbitrary \( |E| \), and (ii) \( a = b \neq c \), \( n = m = l = 0 \) and arbitrary \( |E| \), numerical
integration was validated against the analytical results by Joyce et al [22, 23]. Close to logarithmic divergence, \( t_\perp \to 0 \) and \( |E| \to (a + b + c) \), the procedure was stabilized further by computing differences \( M_{nml} - M_{000} \) that involved only nonsingular functions. The base integral \( M_{000} \) was computed three times by applying three different versions of (A.2). A match between the three values within an integration tolerance of order \( 10^{-12} \) served as an internal consistency check for the entire method.

Appendix B. Subdomain integration in the Bose integral (3)

The irreducible integration domain \( 0 \leq K_i \leq \pi \) is split into eight subdomains as illustrated in figure A1. The parameter \( h \) is of order 0.01. The eight subdomains are:

(i) One cube \( h \leq K_i \leq \pi \), to which uniform meshing and 3D Simpson integration is applied.

(ii) Three plane-like square prisms running along coordinate planes. For example, for the \((xy)\) prism, \( h \leq K_{x,y} \leq \pi \) and \( 0 \leq K_z \leq h \). Let

\[
\phi(K) = \exp \left\{ \frac{E(K) - E(0)}{k_B T_c^*} \right\} - 1. 
\]  

(B.1)

Variation of integrand \( \phi^{-1}(K) \) with \( K_z \) is replaced with a Taylor expansion, integration over \( K_z \) is performed analytically and the result is expressed via integrand values (and, eventually, pair energy \( E \)) at the top and bottom faces of the prism:

\[
I_{xy} = \frac{2h}{3} \int_0^\pi \int_0^\pi dK_x dK_y \frac{1}{\phi(K_x, K_y, 0)} + \frac{h}{3} \int_0^\pi \int_0^\pi dK_x dK_y \frac{1}{\phi(K_x, K_y, \hbar)}. 
\]  

(B.2)
A two-dimensional Simpson rule is applied to the remaining integrals, which are nonsingular.

(iii) Three rod-like square prisms running along coordinate axes. For example, for the \((y)\) prism, \(h \leq K_y \leq \pi\) and \(0 \leq K_{x,z} \leq h\). Variation of the integrand with \(K_{x,z}\) is replaced with a Taylor expansion, integration is done analytically and the result is expressed via \(\phi\) on prism edges:

\[
I_y = \frac{\hbar^2}{3} \int_0^\pi dK_y \left[ \frac{1}{\phi(0, K_y, 0)} + \frac{1}{\phi(h, K_y, 0)} + \frac{1}{\phi(0, K_y, h)} \right].
\]  

(A.3)

A one-dimensional Simpson rule is then applied to the remaining \(K_y\) integral. Similar expressions are developed for the two other rod integrals \(I_x\) and \(I_z\).

(iv) One cube \(0 \leq K_{x,y,z} \leq h\) which remains singular. Making use of \(h \ll 1\), \(\phi(K)\) is replaced with a parabolic approximation, and integration over \(K_z\) is done analytically. The remaining double integral

\[
I_0 = \frac{\hbar^2}{\sqrt{\phi(0, 0, h)}} \int_0^h dK_x dK_y \frac{\arctan h\sqrt{\phi(0, 0, h)}}{w},
\]  

(B.4)

where

\[
w(K_x, K_y) = \sqrt{\phi(h, 0, 0)K_x^2 + \phi(0, h, 0)K_y^2},
\]  

(B.5)

can be evaluated as repeated one by conventional numerical methods without difficulty. The full right-hand-side of (3) is given by the sum of all 8 contributions divided by \(\pi^3\).

Appendix C. Calculation of effective pair radius

The starting point is equation (9). Setting the pair momentum to zero, \(k_1 = -k_2 \equiv k\), and Fourier transforming to real space the wave function reads

\[
\psi_{K=0}(r_1, r_2) = \frac{1}{N} \sum \overline{b} G_b \sum k \frac{e^{ik(r_1-r_2+b)}}{E - 2\varepsilon(k)}. \]  

(C.1)

The nearest-neighbor vectors \(b\) and quantities \(G_b\) are listed in the main text after (16). In the following, the subscript \(K = 0\) will be omitted and the relative vector \((r_1 - r_2)\) will be represented via its lattice coordinates \((n, m, l)\). Substituting here the one-particle spectrum (6) replacing the energy denominator with an integral using the identity \(x^{-1} = \int_0^\infty d\alpha \exp(-\alpha x)\), and making use of the definitions of modified Bessel functions, one obtains

\[
\psi(n, m, l) = -\sum \overline{b} G_b \int_0^\infty d\alpha e^{-\alpha|E|} I_{n+b_x}(4\alpha t) I_{m+b_y}(4\alpha t) I_{l+b_z}(4\alpha t) .
\]  

(C.2)

To compute the mean squared interparticle distance the wave function needs to be normalized. For example, the mean squared \(x\)-distance is given by

\[
\langle(x_1 - x_2)^2\rangle = \langle n^2\rangle = \frac{\sum_{n,m,l=-\infty}^\infty n^2 |\psi(n, m, l)|^2}{\sum_{n,m,l=-\infty}^\infty |\psi(n, m, l)|^2} \equiv R_x \frac{Q}{Q}.
\]  

(C.3)
The normalization integral $Q$ can be simplified by making use of the addition identity
\[
\sum_{n=-\infty}^{\infty} I_{n+p}(\zeta) I_{n+p'}(\zeta') = \sum_{n=-\infty}^{\infty} I_n(\zeta) I_{p-n}(\zeta') = I_{p-\nu}(\zeta + \zeta') . \tag{C.4}
\]
Repeated application of (C.4) reduces the normalization integral to a double integral
\[
Q = \sum_{bb'} G_b G_{b'} \int_0^\infty d\alpha \int_0^\infty d\alpha' e^{-(\alpha+\alpha')(\lambda)} \times
\]
\[
\times I_{b_x-b_y}[4t(\alpha + \alpha') \cdot I_{b_x-b_y}[4t(\alpha + \alpha')] \cdot I_{b_x-b_y}[4t(\alpha + \alpha')] . \tag{C.5}
\]
Going over to new variables, $\xi = \alpha + \alpha'$ and $\eta = \alpha - \alpha'$, and integrating over $\eta$, one obtains
\[
Q = \sum_{bb'} G_b G_{b'} \int_0^\infty d\xi e^{-\xi(\lambda)} \cdot I_{b_x-b_y}(4t\xi) \cdot I_{b_x-b_y}(4t\xi) \cdot I_{b_x-b_y}(4t\xi) . \tag{C.6}
\]
This expression defines function $T_{bb'}(\xi)$ appearing in the denominator of (16).

Shifting now to the numerator of (C.3) and applying the addition theorem to two pairs of $I$, $R_x$ assumes the form
\[
R_x = \sum_{bb'} G_b G_{b'} \int_0^\infty d\alpha \int_0^\infty d\alpha' e^{-(\alpha+\alpha')(\lambda)} \times
\]
\[
\times I_{b_x-b_y}[4t(\alpha + \alpha') \cdot I_{b_x-b_y}[4t(\alpha + \alpha')] \cdot X_{bb'}(\alpha, \alpha') , \tag{C.7}
\]
\[
X_{bb'}(\alpha, \alpha') = \sum_{n=-\infty}^{\infty} n^2 \cdot I_{n+b_x}(4t\alpha) I_{n+b_x}(4t\alpha') . \tag{C.8}
\]
The latter sum can be calculated by: (i) expressing both $Is$ as integrals on the interval $[-\pi, \pi]$; (ii) integrating by parts twice to absorb the factor $n^2$; (iii) applying the addition theorem (C.4); (iv) applying recurrence relations for the Bessel functions. Then, after some straightforward algebra the result is
\[
X_{bb'}(\alpha, \alpha') = \frac{(\alpha b_x + \alpha' b_x)^2}{(\alpha + \alpha')^2} \cdot I_{b_x-b_y}[4t(\alpha + \alpha')]
\]
\[
+ \frac{1}{2} \frac{4t}{\alpha + \alpha'} \left\{ I_{b_x-b_y+1}[4t(\alpha + \alpha')] + I_{b_x-b_y-1}[4t(\alpha + \alpha')] \right\} . \tag{C.9}
\]
After substituting (C.9) in (C.7), changing variables to $\xi$ and $\eta$, integrating over $\eta$, and simplifying, $R_x$ finally becomes
\[
R_x = \frac{1}{3} \sum_{bb'} G_b G_{b'} \int_0^\infty d\xi e^{-\xi(\lambda)} \cdot I_{b_x-b_y}(4t\xi) \cdot I_{b_x-b_y}(4t\xi)
\]
\[
\times \left\{ (b_x^2 + b_x b_y + b_y^2) \xi I_{b_x-b_y}(4t\xi) + t\xi^2 \left[ I_{b_x-b_y+1}(4t\xi) + I_{b_x-b_y-1}(4t\xi) \right] \right\} , \tag{C.10}
\]
which defined function $S_{bb'}(\xi)$ appearing in the numerator of (16). Expressions for $S_{bb'}(\xi)$ and $S_{bb'}(\xi)$ can be obtained from (C.11) by cyclic permutation of $b_x$, $b_y$ and $b_z$ in the indices of the Bessel functions and of $t$, $t$ and $t_\perp$ in their arguments.
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