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ABSTRACT: The goals of future space missions such as Euclid require unprecedented positional accuracy from the responsible detector. Charge coupled devices (CCDs) can be manufactured with exceptional charge transfer properties; however the harsh radiation environment of space leads to damage within the silicon lattice, predominantly through proton collisions. The resulting lattice defects can trap charge, degrading the positional accuracy and reducing the useful operating time of a detector. Mitigation of such effects requires precise knowledge of defects and their effects on charge transfer within a CCD. We have used the technique of single-trap “pumping” to study two such charge trapping defects; the silicon divacancy and the carbon interstitial, in a p-channel CCD. We show this technique can be used to give accurate information about trap parameters required for radiation damage models and correction algorithms. We also discuss some unexpected results from studying defects in this way.

KEYWORDS: CCD, silicon, defect, radiation damage, p-channel, pocket pumping, Euclid.

\textsuperscript{*}Corresponding author.
1. Introduction

The long-term effects of radiation damage on any semiconductor material detector can be separated into two distinct classes; surface damage effects resulting from ionization as an impinging particle passes through the detector, and bulk damage effects which occur due to displacement damage within the semiconductor lattice [1]. Surface damage leads to increased dark signal and can cause flat-band voltage shifts and leakage currents within the detector [2], whilst displacement damage leads to the formation of stable lattice defects which can produce mid-band gap energy levels that degrade detector charge transfer performance [3].

For the case of scientific CCDs surface effects are largely negated by physical radiation hardening of the device and the ability to operate with the silicon surface inverted; causing holes (for n-channel devices) or electrons (for p-channel devices) from the column stops to migrate to the Si/SiO$_2$ interface and suppress dark current generation [4]. Bulk effects can also cause dark current increase, however the focus of this paper is the degradation of charge-transfer efficiency (CTE) by the induced lattice defects; if left unaddressed this can significantly reduce the useful operating time of a CCD.

The degradation of CTE can be mitigated through the use of iterative post-image correction algorithms which simulate charge capture and release by defect energy levels [5]. The accuracy of the model and hence the success of the correction depends on detailed knowledge of the defect parameters; ideally we wish to know exactly the length of time between the capture and emission of a signal electron (n-channel) or hole (p-channel) at the defect level, which corresponds to the emission time constant of the defect.
CCDs are increasingly required for very precise measurements; for example the ESA Euclid visible imager (VIS) instrument will aim to study subtle gravitational lensing effects through shape measurements of approximately 1.5 billion galaxies [8][7]. The VIS focal plane will be composed of 36 n-channel CCDs; at present n-channel devices can be produced which exhibit greater CTE and suffer from less dark current generation than comparable p-channel devices [8]. However it is believed that for future long-term space missions p-channel CCDs could represent a more radiation-hard alternative to traditional n-channel devices, since the radiation induced hole-capturing defect levels in a p-channel device may not have such a significant detrimental effect on CTE as the electron-capturing levels in an n-channel device at the typical operating temperatures and timings of such missions [8]. To this end, we are here analysing defects within a p-channel CCD with a view to use of this technology in future scientific applications. Gravitational lensing measurements will require highly detailed knowledge of the detector point spread function (PSF) and accurate models of the effects of radiation damage on the PSF [9]. In this paper we use the technique of trap pumping [10][11][12][13][14][15] with a p-channel e2v CCD 204 [15] to analyse charge-trapping defects individually, with the aim of providing accurate information about defect emission time constants for the improvement of radiation damage models and CTE degradation correction algorithms.

2. Charge-Trapping

The capture (recombination) and release (generation) of charge carriers at mid-band gap deep levels is described by Shockley-Read-Hall (SRH) kinetics, which equates generation and recombination rates to form differential equations describing carrier concentrations [16][17]. The electron/hole capture rates at a defect are given by Equations 2.1 and 2.2 where \( n \) and \( p \) are the electron and hole densities respectively, \( v_{th} \) is the thermal velocity of the carriers, and \( \sigma_n, \sigma_p \) are the cross-sections for electrons and holes.

\[
c_n = n \sigma_n v_{th}, \tag{2.1}
\]
\[
c_p = p \sigma_p v_{th}, \tag{2.2}
\]

Under steady state conditions Equations 2.3 and 2.4 give the relationship between capture and emission rates, where \( n_T \) and \( p_T \) are the SRH densities shown in Equations 2.5 and 2.6 which give the carrier concentrations when the Fermi level \( E_F \) coincides with the defect energy level \( E_T \) in terms of \( N_c \) and \( N_v \); the densities of states in the conduction band and valence band respectively.

\[
e_n = c_n n_T, \tag{2.3}
\]
\[
e_p = c_p p_T, \tag{2.4}
\]
\[
n_T = N_c \exp\left(-\frac{E_c - E_F}{kT}\right), \tag{2.5}
\]
\[
p_T = N_v \exp\left(-\frac{E_F - E_v}{kT}\right), \tag{2.6}
\]
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The above expressions for capture and emission rates lead to Equations 2.7 and 2.8 describing the capture and emission time constants for a defect of energy $E_T$ above the valence band edge (shown for p-channel only since that is the concern of this paper):

$$\tau_c = \frac{1}{p\sigma v_{th}},$$  \hspace{1cm} (2.7)

$$\tau_e = \frac{1}{N_e\sigma v_{th}}\exp\left(\frac{E_T}{kT}\right),$$  \hspace{1cm} (2.8)

In this paper we use the method of trap pumping to investigate defect emission time constants and their temperature dependence over a small range, with a view to a much larger silicon lattice defect study in the near future. There are a vast number of possible stable defects within the silicon lattice, however in this paper we focus on two of those that are known to cause CTE degradation in p-channel CCDs under typical operating conditions: the silicon divacancy and the carbon interstitial.

3. Trap Pumping

Trap pumping works by altering the sequence of the clock phase electrodes within a CCD such that a signal charge packet is moved back and forth between two adjacent pixels many times (the number of pumping cycles $N$). Both the image section and serial register of a CCD can be pumped. Moving charge in this way amplifies the effects of any charge trapping defects within a pixel. Starting with a flat-field exposure the signal is pumped for $N$ cycles and then read out normally. During each pumping cycle there exists a probability that a defect may capture a signal charge from the charge packet within a given pixel and then release it into an adjacent pixel. Repeating the cycle many times leads to characteristic dipoles within the resulting image at defect locations, such as those shown in Figure 1.

The capture and emission time constants can be used to model the trapping process and obtain an expression for the dipole intensity. A full explanation of the trap pumping process is outlined in [10]. To a first approximation we can assume that if a charge carrier comes into contact with an empty trap the capture is instant (in other words $\tau_c$ is negligible compared to $\tau_e$) leading to Equation 3.1 which describes for a 3-phase CCD the probability per cycle that a given electron is pumped in terms of the period of time for which a charge packet resides beneath a single phase electrode; the “phase time”, $t_{ph}$:

$$P_p = \exp\left(-\frac{t_{ph}}{\tau_e}\right) - \exp\left(-\frac{2t_{ph}}{\tau_e}\right)$$  \hspace{1cm} (3.1)

The e2v CCD204 is in fact a 4-phase device, however for the duration of this study two of the phases were connected together such as to clock the CCD as a 3-phase device. If it is assumed that the probability of capture is 100% (providing the trap is empty) then the dipole intensity $I$ is given to a first approximation by $I = NP_p$ for $N$ pumping cycles. If the capture probability is not 100% then the intensity is scaled approximately linearly with $P_c$ where $P_c$ is the capture probability for a given signal level.
By tracking $I$ across a range of $t_{ph}$ which surrounds the emission time constant we produce dipole intensity curves for each defect. Differentiation of the expression for intensity shows that the curve maximum should lie at $ln(2) \times \tau_e$. Therefore we have a method of directly probing the emission time constant parameter space.

4. Experimental Results + Discussion

4.1 Identifying Dipoles

The e2v CCD204 consists of a 4k by 1k pixels image area with a split serial register. Two subsections of a CCD204 were irradiated with protons at a total fluence of $2 \times 10^9 \text{ cm}^{-2}$ and $4 \times 10^9 \text{ cm}^{-2}$ respectively, for 10 $MeV$ equivalent protons [15] (for reference, the Euclid end of life fluence is expected to be around $5 \times 10^9 \text{ cm}^{-2}$[18]). By $10 MeV$ equivalent fluence we refer to the fluence of $10 MeV$ protons which would cause the same amount of displacement damage, as indicated by the NIEL scaling hypothesis [?]. The outline of each irradiated region is shown in Figure [1].

A recent study by Mostek et al. [11] outlined three predominant charge trapping defect species for parallel transfer in proton irradiated p-channel silicon; a hole trapping level of the silicon divacancy (VV), a carbon interstitial (C$_i$) and a carbon/oxygen interstitial(C$_i$O$_i$). Using a method of trap pumping in the temperature domain Mostek estimated the energy levels and cross-sections of the defect species, which can then be used to deduce emission time constants for a given temperature. The energy levels of the divacancy and carbon interstitial were found to be 0.184 ± 0.012 eV and 0.287 ± 0.068 eV above the valence band edge respectively [11]. Using the Mostek data as a guide we chose to probe the divacancy defect at temperatures of -114, -119 and -124 °C as well as the carbon interstitial at temperatures of -93, -97 and-101 °C. The reason for omission of
the carbon/oxygen interstitial from this study is that the emission time constant for that defect is many times larger than for the divacancy or carbon interstitial. The phase times required would be in the order of seconds, leading to very time consuming measurements and increased issues with accurate temperature control for the duration of each measurement. The alternative is to operate at higher temperatures, however this would lead to issues with increased dark current.

For measurements at each temperature, a flat field exposure was first taken at approximately 25000 holes intensity (equivalent to 25000 $e^-$ intensity in an n-channel CCD) before the signal was pumped for 4000 cycles with a given phase time. Small fluctuations in the flat-field signal level do not affect the charge cloud volume within each pixel enough to have noticeable effect on the capture probability. The phase time was then increased so as to probe the time constant parameter space. To ensure that dipoles were correctly identified, first a background signal subtraction was taken from each adjacent pair of pixels and then the intensity differences for each pair were calculated. A threshold was set such that only sufficiently intense (>500 h+) dipoles were further analysed. A number of subsequent checks were then made to reduce the number of false positives, where noise or the cumulative effects of multiple defects could lead to over-estimation of defect densities.

An area of 1000 rows by 500 columns was analysed for both irradiated regions as well as a control region. Table 1 gives the estimated defect density values for each defect species in both irradiated sections of the device as well as the control section, where each density value is an average of the number of defects across the three corresponding temperatures. These values do not relate to the true number of defects within the lattice but instead the number that can be assumed to interact with a signal charge cloud of this size (25000 h+). Density values have also been doubled since the method of trap pumping only reveals defects beneath barrier phase-electrodes [13]. It can be seen in Table 1 that the defect densities scale consistently with the radiation fluence.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>$2 \times 10^9$ p+cm$^{-2}$</th>
<th>$4 \times 10^9$ p+cm$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_i$</td>
<td>$(1.07 \pm 0.05) \times 10^{-3}$ pix$^{-1}$</td>
<td>$(9.22 \pm 0.15) \times 10^{-3}$ pix$^{-1}$</td>
<td>$(1.54 \pm 0.02) \times 10^{-2}$ pix$^{-1}$</td>
</tr>
<tr>
<td>$VV$</td>
<td>$(1.66 \pm 0.06) \times 10^{-3}$ pix$^{-1}$</td>
<td>$(1.95 \pm 0.02) \times 10^{-2}$ pix$^{-1}$</td>
<td>$(4.60 \pm 0.03) \times 10^{-2}$ pix$^{-1}$</td>
</tr>
</tbody>
</table>

4.2 Emission Time Constants

Once dipoles were identified the intensity curves were produced and fit with a curve corresponding to Equation 3.1. Curves were fitted using the Nelder-Mead method to perform an unconstrained, non-linear minimization of the sum of squared residuals with respect to the various parameters [13]. Figure 2 shows several of the intensity curves for each defect species; it was observed that for a large number (~50%) of the carbon interstitial defects the intensity curve was inverted such that the emission time constant is proportional to the phase time at a minimum of the curve rather than a maximum. This did not appear to affect the time constants themselves; $\tau_e$ values calculated from the inverted curves are distributed equally with those calculated from the regular curves. However the inversion of the intensity curves was unexpected and is very intriguing since it appears that the carbon interstitial defect in each case is pumping signal in anti-phase with a flat level of pumping
Figure 2: Examples of the intensity curves produced for dipoles by varying the phase time $t_{ph}$. The top two curves show the expected behaviour, whilst the bottom two show examples of the “inversion” which was observed for many of the carbon interstitial defects.

which is time independent; to the best of our knowledge, this phenomenon is previously unreported in the literature. Further study is required in this area to see if similar effects are observed in different devices. Any signal or field dependence of the flat level would also provide more information.

After fitting each intensity curve the emission time constants were obtained from the parameters of the fitted curves. For defects producing reliable curves at all three temperatures the emission time constant was plotted against temperature. To find reliable curves the Pearson correlation coefficient was used, with a lower threshold of 0.95 for the divacancy defects and 0.80 for the carbon interstitials (which in general produced less well defined intensity curves). Figure 3 shows the resulting plots for each defect species in both irradiated sections of the device, with one line representing one defect tracked across the three temperatures and the $\tau_e$ value estimated by Mostek also shown [11]. It can be seen that for both defect species the calculated emission time constants are in agreement with the values estimated in the Mostek study. Tables 2 and 3 give the mean values of $\tau_e$ as well as the standard deviation at each temperature for the divacancy and carbon defects respectively. Example histograms of the emission time constants are given in Figure 4 and
show for the divacancy defect a Gaussian distribution. Since the carbon defects are less numerous the distributions are less well defined; however they also appear to be following an approximate Gaussian distribution.

Table 2: Emission time constants and standard deviation for divancy defects at each of the three temperatures.

<table>
<thead>
<tr>
<th></th>
<th>−114°C</th>
<th>−119°C</th>
<th>−124°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau_e) (s)</td>
<td>(2.12 \times 10^{-5})</td>
<td>(3.79 \times 10^{-5})</td>
<td>(6.54 \times 10^{-5})</td>
</tr>
<tr>
<td>Spread (s)</td>
<td>(5.20 \times 10^{-6})</td>
<td>(9.17 \times 10^{-6})</td>
<td>(1.60 \times 10^{-5})</td>
</tr>
</tbody>
</table>

Table 3: Emission time constants and standard deviation for carbon interstitial defects at each of the three temperatures.

<table>
<thead>
<tr>
<th></th>
<th>−93°C</th>
<th>−97°C</th>
<th>−101°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau_e) (s)</td>
<td>(3.91 \times 10^{-4})</td>
<td>(6.65 \times 10^{-4})</td>
<td>(1.02 \times 10^{-3})</td>
</tr>
<tr>
<td>Spread (s)</td>
<td>(1.75 \times 10^{-4})</td>
<td>(3.16 \times 10^{-4})</td>
<td>(5.07 \times 10^{-4})</td>
</tr>
</tbody>
</table>

4.3 Discussion

From Tables 2 and 3 and Figure 3 it is clear that there is still a large spread in \(\tau_e\); however the parallel nature of the lines for each defect appear to show that this visible spread is genuine rather than the result of measurement uncertainties. Figure 4 shows \(\tau_e\) for 100 of the divacancy defects and allows for a clearer view of the distribution. We would expect some spread in the data due to the effects of nearby defects with much larger or smaller time constants, small temperature fluctuations during the pumping cycles and also because of our approximation that charge capture is instant. Other sources could include a possible Poole-Frenkel type effect where the orientation of the electric field within a given pixel would reduce the energy required for generation events [20]. We plan to test this in a further study through adjusting the clocking voltages and monitoring any effect on the spread in time constant data. Other possibilities include multiple lattice configurations of the same defect; it is well known that lattice defects are often metastable [21], however the effects of different configurations on time constants are not fully understood.

5. Conclusions

We have studied two defect species within a p-channel CCD using trap pumping. A simple model of the charge trapping process described by two exponential time constants has been utilised to obtain emission time constant data for both the divacancy hole-trapping level and the carbon interstitial. We have shown that this method can lead to improvements in our knowledge of defect emission time constants, which are extremely valuable for use in radiation damage models and correction algorithms. We have found that for the case of the carbon interstitial defect many dipole intensity curves have been inverted, showing evidence of time independent signal pumping for which there is currently no explanation. High resolution in the time constant data has also allowed
Figure 3: Clockwise from top left - Emission time constants against temperature for; 6677 divacancy defects in the heavily irradiated region, 2317 divacancy defects in the less heavily irradiated region, 911 carbon interstitial defects in the less heavily irradiated region and 1434 carbon interstitial defects in the heavily irradiated region. Each line corresponds to a single defect tracked across three temperatures (3 data points on each line). The red lines show the emission time constant of each defect as estimated using the Mostek et al. energies and cross-sections [11].

us to observe a large amount of apparently genuine spread which exists for $\tau_e$. It may be that we are limited by genuine spread which could have many sources, several of which have been suggested. Further investigation into possible signal or field dependence of these effects is needed, as well as a more rigorous model of the capture process. A similar study on a much larger scale is planned for the near future using several n-channel devices both un-irradiated and after irradiations using protons, electrons, heavy ions and gamma rays. We aim to build upon the work carried out in this initial study to both provide highly accurate time constant data for relevant charge-trapping defects across a larger temperature range, as well as investigate further some of the current unknowns to
Figure 4: Left - Histograms of the emission time constants for divacancy defects at -124 °C (top) and carbon interstitial defects at -101 °C. The shape and spread of the distributions, particularly in the carbon interstitial case, are not clearly understood and will be an interesting avenue of further study once we have many more defects for analysis. Right - The emission time constant against temperature for 100 randomly selected divacancy traps, shown to outline the parallel nature of the lines for each individual defect.

build a clearer picture of the charge-trapping process. There is also the potential for the combination of this technique with a model of charge-packet volume within a CCD pixel; in order to model the number of relevant defects which will interact with a charge-packet for a given set of conditions such as signal level, radiation dose, temperature and CCD operating parameters.
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