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Abstract
This paper presents observations that were made about a corpus of 135 graded
student essays by analysing them with a computer program that we are designing to
provide automated formative feedback on draft essays. In order to provide
individualised feedback to help students to improve their essays, the program carries
out automatic essay structure recognition and uses domain-independent graph-
based ranking techniques to derive extractive summaries. These procedures
generate data concerning an essay’s organisational structure and its discourse
structure. We have selected 27 attributes from the data and used them in a
comparative analysis of all the essays with a view to informing further development
of the feedback program. The results of this analysis suggest that some
characteristics of students’ essays that our domain-independent feedback program
is measuring may be related to the grades that tutors assign to their essays.
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Introduction
In recent years there has been increasing recognition that assessment is not simply
a means of confirming that learning has taken place (in other words, assessment of
learning) but that it can also help to reinforce the process of learning itself (in other
words, assessment for learning). For the latter to be achieved, assessment has to be
accompanied by appropriate and meaningful feedback. A number of authors have
discussed the conditions under which feedback is effective in promoting learning
(Evans 2013; Gibbs and Simpson 2004–05; Hattie and Timperley 2007; Nicol and
Macfarlane-Dick 2006).

Following Chickering and Gamson (1987, 1999), several of these authors stress that
feedback needs to be timely. It needs to be ‘received by students while it still matters
to them and in time for them to pay attention to further learning or receive further
assistance’ (Gibbs and Simpson 2004–05, 18). Nowadays, this may be extremely
hard for academic staff to achieve with increasing class sizes and additional factors
that serve to increase their workload. Perhaps electronic assessment systems can
provide timely and meaningful feedback when their teachers are unable to do so.
Conversely, electronic forms of assessment in higher education need to incorporate
appropriate kinds of feedback so that students can understand why their work is
being assessed in the way that it is and consequently can learn from the experience
(DiBattista, Mitterer, and Gosse 2004; Pitcher, Goldfinch, and Beevers 2002;
Walker, Topping, and Rodrigues 2008; Whitelock and Raw 2003). This will allow
students to take more control of their learning, become more reflective and improve
their learning skills (Whitelock and Brasher 2006).
The SAFeSEA project (Supported Automated Feedback for Short Essay Answers) aims to develop an automated system to provide students with helpful and constructive feedback on their draft essays. Such support requires research into the selection of the content and the mode of presentation and delivery of the feedback. For the feedback to be effective, students need to be helped both to manage their current essay-writing task and to develop their essay-writing skills. The main thrust of the project involves using state-of-the-art techniques in natural language processing to analyse students’ essays, developing a range of feedback models and evaluating their effectiveness.

Educational research suggests that one particular type of feedback that falls within the scope of natural language processing – essay summarisation – is among the most useful for students (Nelson and Schunn 2009). ‘Summarisation’ includes both the traditional notion of a short précis and also simpler representations such as a list of an essay’s key topics. As part of a larger prototype application, we have implemented essay structure recognition and key word and key sentence extraction procedures in a module that we call ‘EssayAnalyser’. We have used the module to explore the attributes of a corpus of 135 essays (with a word limit of 1,500 words) that were produced by students taking a postgraduate course by distance learning. This paper describes the module’s design and the results of our exploration.

**Graph-based ranking methods**

Our procedures are based on graph theory, which has been used in a wide variety of disciplinary contexts. The following account is based on that provided by Newman (2008). A graph consists of a set of *nodes* or *vertices* and a set of *links* or *edges* connecting them. (Some writers describe such a system as a *network*, but others restrict the latter to refer to graphs in which the edges are both directed and labelled.) A graph can be represented by a matrix of adjacencies in which the cells represent the connections between all pairs of nodes. In the simplest case, the cells take the value 1 if there is an edge between the relevant nodes and 0 otherwise.

Measures of *centrality* identify the most important or central nodes in a graph. They can therefore be used to measure how central (or key) a word, phrase, or sentence is in a natural language text of arbitrary length. The simplest such measure is *degree*, which is simply the number of edges attached to a node. Some other centrality measures take into account how strongly connected each node in the graph is to the whole graph, rather than just to its neighbouring nodes. We have used two of the latter centrality measures: eigenvector centrality (Brin and Page 1998) and betweenness centrality (Freeman 1977). (It should be noted that our approach is very different from latent semantic analysis).

**Text pre-processing and essay structure recognition**

Before extracting key words and sentences from the text, the text is automatically pre-processed using modules from the Natural Language Processing Toolkit (Bird, Klein, and Loper 2009). We remove ‘stop words’ (articles, prepositions, auxiliary verbs, pronouns, etc.), which are the most frequently occurring in natural language but for our purposes the least interesting. We refer to the remaining meaning-rich words as ‘tidy’ words and to the sentences without stop words as ‘tidied’ sentences.
Structural components present in the essay are also automatically recognised and labelled (currently including preface, summary, abstract, introduction, discussion, conclusion, table of contents, title, captions, list items, table entries, headings, quoted assignment question sentences, references, and appendices). This enables us to choose the sections of the essay that we wish to analyse for the presence of key sentences and key words, and it also allows us to highlight different parts of the essay in the feedback application’s visual representations. We consider the prose of the body of the essay (introduction, discussion and conclusion) to be the most suitable source material for both key words and key sentences, and so the other essay parts are omitted from the summarisation procedures. We refer to the essay’s prose sentences as ‘true sentences’.

As instructions in the assessment task concerning essay structure were minimal (see later), and as the resources and applications used by the students to compose the essays had varied widely (since distance-learning students work remotely rather than on campus), the essays in the corpus vary greatly in structure and formatting choices that impact on structure. It was therefore decided that structure recognition would be best achieved without referring to a high-level formatting mark-up, and so the essays are converted to plain text files in UTF-8 encoding before they are processed by EssayAnalyser. The structure recognition rules have been hand-crafted from extensive experimentation with the corpus.

Key word extraction
After text pre-processing, graph-based ranking methods are used to ascribe a ‘keyness’ rank to the lemma (or base form) of each word in an essay. This follows Mihalcea and Tarau (2004), except that we use betweenness centrality to measure the centrality of a lemma in a text rather than eigenvector centrality. Key lemmas are defined as those in the top 20% of the ranked nodes that have betweenness centrality scores of .03 or more. (This threshold is where visual inspection identifies the sharpest bend in the ‘elbow’ of the distribution curve in the key word centrality scores across all of the essays.) The essay’s key words are the inflections or base forms of the key lemmas that occur in the essay’s original text. Key phrases are within-sentence sequences of key words that occur in the original text.

A visualisation of the key word graph for a very short sample text is shown in Figure 1. Each lemma in the text (also shown) is represented by a node in the graph (a large dot) and lemmas whose surface forms are adjacent in the text are connected by edges (lines). In the key word graph, a node’s centrality is defined as “the degree to which a point falls on the shortest path between others” (Freeman 1977, 35).

Key sentence extraction
Key sentences are also extracted using a graph-based ranking method. Instead of lemmas, every sentence in the essay is represented by a node in the graph. Each true sentence is compared with every other true sentence, and a value is derived representing the semantic similarity of that pair. That similarity value becomes a weight that attaches to the edge that links the corresponding nodes in the key sentence graph. We are currently using cosine similarity as the similarity measure. The nodes are ranked using Mihalcea and Tarau’s (2004) TextRank algorithm, and key sentences are defined as the top 30 ranked sentences. Note that no domain knowledge, other expert knowledge or ‘gold standard’ model specific to a particular
domain is used in the program’s extraction of key words and key sentences. An annotated illustration of the key sentence graph for the same very short text is shown in Figure 2.

"Will the foxes in my garden attack my dog or cat?"  
"This is extremely unlikely. Foxes avoid dogs, even small dogs, because many foxes are killed by dogs. So it is much more likely that your dog will attack the fox, not the other way round. Attacks on cats are equally rare: cats and foxes are roughly the same size, and cats are very capable of defending themselves against foxes. So it is hardly surprising that foxes generally give cats a wide berth and flee when threatened by a cat. Occasionally small kittens are killed, but this is rare. Keeping your cat indoors at night greatly reduces the chances of an encounter with a fox. There are also a variety of other benefits: cats kept in at night are healthier and live longer, and kill less of the local wildlife."

Source text from:  
http://www.thefoxwebsite.org/faq/urbanfoxdisease.html#q4

Figure 1: Illustrative small text with key words underlined and visualised key lemma graph (right)

Figure 2: Visualised key sentence graph for small text in Figure 1
Context
The essays were written by students taking The Open University’s course H810, entitled Accessible online learning: Supporting disabled students. This postgraduate course is presented annually over 20 weeks between September and January. It is worth 30 credit points (and thus equates to one quarter of a year’s full-time study). The course is supported by a textbook (Seale 2006) and by online resources, including links to a large number of external websites. Students are assigned to online tutorial groups and communicate with their tutors and one another through online forums. They are assessed by two assignments that are marked by their tutors and an end-of-course assignment that is marked by their tutor and an independent marker (another tutor). All assignments are marked using a percentage scale on which the pass mark is 40%.

Assessment task
The first assignment is submitted online six weeks after the beginning of the course. The task requires that students discuss accessibility challenges for disabled learners in the students’ own work context. Many students are professionals with extensive work experience in a wide variety of areas. This means that, although there is a set course textbook, student essays vary greatly in subject matter.

Assessment criteria
The assessment criteria were stated as follows:

1. The extent and quality of your contributions to the tutor group forums during Block even a simple question, for example, or a straightforward suggestion, can make an extremely effective contribution to the discussion. This could include references to discussions in the general forum. (10 per cent)

2. The quality of your practical insights into the distinctive features of your chosen educational context. (25 per cent)

3. Your choice of online resources and the way in which you use them to support your argument. Your own argument still needs to be visible to the reader; some students weigh down nearly every sentence with a reference, which makes it hard to see what they are trying to say. (30 per cent)

4. The clarity, coherence and critical reflection of your written argument, showing that you have considered different points of view and then developed and clearly stated your own argument. (25 per cent)

5. Your written presentation: accurate use of the author/date referencing system, coherent style, choice of vocabulary, good grammar and accurate spelling. (10 per cent)

A total of 135 students submitted the first assignment in 2010, 2011 and 2012. The EssayAnalyser program generated 27 characteristics of these 135 essays. These 27 attributes are listed in Table 1.
Exploratory factor analysis

The purpose of factor analysis is to look for patterns in the relationships among a set of variables. If several variables are all very highly correlated with one another, then it is reasonable to assume that they are all tapping the same underlying construct. For example, if one asks a large sample of people which hand they use or prefer to use for different activities (e.g. writing, throwing, cutting with scissors, playing with a racket or bat, brushing their teeth and striking a match), the correlation coefficients among their responses will be positive and high, indicating that most people – but not all – report using the same hand for most of these activities. This suggests that it is sensible to talk about a single underlying dimension or factor of ‘handedness’ (Richardson 1978).

In some cases, it may be necessary or desirable to extract two or more underlying traits or factors. To aid in the interpretation of these factors, it is usually appropriate to transform or ‘rotate’ these factors within their n-dimensional space. The rotations in question may be orthogonal (which requires that the rotated factors should be perpendicular to one another) or oblique (which allows for the possibility that the rotated factors are correlated with one another).

An exploratory factor analysis was carried out on the values of these 27 attributes for the 135 essays. A sample size of 135 is lower than the minima recommended by traditional texts (e.g. Comrey 1973). However, more recent simulations have shown that robust results can be obtained from factor analyses with samples of 50–100 or fewer, even with large numbers of variables (de Winter, Dodou, and Wieringa 2009; Sapnas and Zeller 2002).

First, a principal components analysis was used to determine the number of factors to extract. This identified nine components with eigenvalues greater than 1, and these explained 83.5% of the variance in the data. Nevertheless, the eigenvalues-greater-than-one rule is known to overestimate the true number of components in a data set because of sampling effects (Cliff 1988). The bias is worse when the number of variables is large and the number of cases is small (both of which apply in the present case). Nowadays, it is generally acknowledged that the most reliable way to identify the number of factors in a data set is the parallel analysis of random correlation matrices. The analysis of 1,000 random correlation matrices was carried out using the program written by O’Connor (2000). The first seven components in the actual data set had eigenvalues greater than would be expected from a random data set, but the eighth and subsequent components did not. These seven components explained 74.7% of the variance in the data.

Principal axis factoring was therefore used to extract seven factors with squared multiple correlations as the initial estimates of communality, and the extracted factor matrix was submitted to oblique rotation using a quartimin method. A cut-off of ±.50 was used to identify those loadings that were salient for the purposes of interpretation. In Table 2, the variables with salient loadings on each factor are listed in descending order of the loadings in question.
### Table 1: Definitions of 27 attributes of students’ essays (in alphabetical order)

<table>
<thead>
<tr>
<th>Attribute name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>% body == c</td>
<td>Percentage of the essay body (true sentences only) devoted to the conclusion section</td>
</tr>
<tr>
<td>% body == i</td>
<td>Percentage of the essay body (true sentences) devoted to the introduction section</td>
</tr>
<tr>
<td>all bigrams</td>
<td>Number of bigrams (made from key words)</td>
</tr>
<tr>
<td>all lemmas</td>
<td>Number of lemmas</td>
</tr>
<tr>
<td>all words</td>
<td>Number of words in the essay (occurring before the reference list or bibliography)</td>
</tr>
<tr>
<td>avfreq top5freq</td>
<td>Mean average frequency of the top five most frequent lemmas</td>
</tr>
<tr>
<td>avlen tidysent</td>
<td>Mean average length of a tidied sentence (a sentence without stop words in it)</td>
</tr>
<tr>
<td>bigrams in ass_q</td>
<td>Number of the essay’s distinct bigrams that occur in the entire assignment question</td>
</tr>
<tr>
<td>c &amp; toprank</td>
<td>Number of the top 30 key sentences that are in the conclusion section</td>
</tr>
<tr>
<td>distinct bigrams</td>
<td>Number of distinct bigrams</td>
</tr>
<tr>
<td>edges</td>
<td>Number of edges in the key sentence graph</td>
</tr>
<tr>
<td>edges/sents</td>
<td>Number of sentence graph edges divided by the number of true sentences</td>
</tr>
<tr>
<td>heads</td>
<td>Number of headings</td>
</tr>
<tr>
<td>i &amp; toprank</td>
<td>Number of the top 30 key sentences that are in the introduction section</td>
</tr>
<tr>
<td>key lemmas</td>
<td>Number of key lemmas</td>
</tr>
<tr>
<td>key words</td>
<td>Number of key words</td>
</tr>
<tr>
<td>kls in ass_q_long</td>
<td>Number of essay’s key lemmas occurring in whole assignment question</td>
</tr>
<tr>
<td>kls in ass_q_short</td>
<td>Number of essay’s key lemmas occurring in assignment question’s first sentence</td>
</tr>
<tr>
<td>kls in tb index</td>
<td>Number of essay’s key lemmas occurring in course textbook index</td>
</tr>
<tr>
<td>len refs</td>
<td>Number of references in the references section</td>
</tr>
<tr>
<td>paras</td>
<td>Number of paragraphs</td>
</tr>
<tr>
<td>q sents</td>
<td>Number of sentences in whole assignment question quoted in the essay</td>
</tr>
<tr>
<td>sum freq</td>
<td>Sum of the frequency counts (in the essay) for the essay’s key lemmas that also occur in whole assignment question</td>
</tr>
<tr>
<td>kl in ass_q_long</td>
<td>Sum of the frequency counts for the essay’s key lemmas that also occur in first sentence of assignment question</td>
</tr>
<tr>
<td>sum freq</td>
<td>Sum of the frequency counts for the essay’s key lemmas that also occur in the course textbook index</td>
</tr>
<tr>
<td>tidy words</td>
<td>Number of words in the essay (‘all words’) minus the stop words</td>
</tr>
<tr>
<td>true sents</td>
<td>Number of true sentences (excludes headings, captions, table of contents, title, etc.)</td>
</tr>
</tbody>
</table>
Table 2: Loadings of 27 variables on seven factors (with salient loadings in bold)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>avfreq top5freq</td>
<td>.89</td>
<td>.06</td>
<td>.04</td>
<td>-.02</td>
<td>.01</td>
<td>-.03</td>
<td>.09</td>
</tr>
<tr>
<td>edges/sents</td>
<td>.89</td>
<td>.05</td>
<td>-.18</td>
<td>.04</td>
<td>.04</td>
<td>-.04</td>
<td>.18</td>
</tr>
<tr>
<td>key lemmas</td>
<td>-.88</td>
<td>.04</td>
<td>.03</td>
<td>.01</td>
<td>.00</td>
<td>.01</td>
<td>.08</td>
</tr>
<tr>
<td>key words</td>
<td>-.85</td>
<td>.09</td>
<td>.03</td>
<td>.10</td>
<td>.07</td>
<td>.01</td>
<td>.05</td>
</tr>
<tr>
<td>edges</td>
<td>.74</td>
<td>.04</td>
<td>.27</td>
<td>.36</td>
<td>.01</td>
<td>-.04</td>
<td>.11</td>
</tr>
<tr>
<td>kls in tb index</td>
<td>-.64</td>
<td>-.01</td>
<td>.10</td>
<td>-.02</td>
<td>-.08</td>
<td>-.01</td>
<td>.61</td>
</tr>
<tr>
<td>sum freq</td>
<td>.24</td>
<td>.95</td>
<td>.06</td>
<td>.00</td>
<td>-.01</td>
<td>.10</td>
<td>-.14</td>
</tr>
<tr>
<td>kls in ass_q_short</td>
<td>-.46</td>
<td>.50</td>
<td>-.03</td>
<td>.05</td>
<td>.00</td>
<td>.00</td>
<td>.41</td>
</tr>
<tr>
<td>bigrams in ass_q</td>
<td>.07</td>
<td>.78</td>
<td>-.01</td>
<td>-.08</td>
<td>-.01</td>
<td>.01</td>
<td>-.05</td>
</tr>
<tr>
<td>kls in ass_q_short</td>
<td>-.12</td>
<td>.72</td>
<td>-.04</td>
<td>.06</td>
<td>-.04</td>
<td>-.03</td>
<td>-.08</td>
</tr>
<tr>
<td>all bigrams</td>
<td>.02</td>
<td>.59</td>
<td>-.02</td>
<td>-.14</td>
<td>.01</td>
<td>-.02</td>
<td>.27</td>
</tr>
<tr>
<td>sum freq</td>
<td>.46</td>
<td>.50</td>
<td>-.03</td>
<td>.05</td>
<td>.00</td>
<td>.00</td>
<td>.41</td>
</tr>
<tr>
<td>kls in ass_q_long</td>
<td>-.25</td>
<td>.44</td>
<td>-.06</td>
<td>.03</td>
<td>-.06</td>
<td>-.02</td>
<td>.36</td>
</tr>
<tr>
<td>distinct bigrams</td>
<td>-.25</td>
<td>.40</td>
<td>-.09</td>
<td>-.01</td>
<td>.07</td>
<td>-.03</td>
<td>.27</td>
</tr>
<tr>
<td>q sents</td>
<td>-.09</td>
<td>.30</td>
<td>.06</td>
<td>.14</td>
<td>-.01</td>
<td>-.06</td>
<td>-.07</td>
</tr>
<tr>
<td>paras</td>
<td>-.08</td>
<td>-.02</td>
<td>.89</td>
<td>-.01</td>
<td>.03</td>
<td>-.02</td>
<td>.17</td>
</tr>
<tr>
<td>heads</td>
<td>-.07</td>
<td>.02</td>
<td>.72</td>
<td>-.10</td>
<td>.05</td>
<td>.01</td>
<td>.13</td>
</tr>
<tr>
<td>true sents</td>
<td>.11</td>
<td>.01</td>
<td>.70</td>
<td>.40</td>
<td>-.05</td>
<td>-.01</td>
<td>-.07</td>
</tr>
<tr>
<td>avlen tidy sent</td>
<td>-.02</td>
<td>.02</td>
<td>-.56</td>
<td>.08</td>
<td>.01</td>
<td>.06</td>
<td>.19</td>
</tr>
<tr>
<td>all lemmas</td>
<td>-.29</td>
<td>-.06</td>
<td>-.11</td>
<td>.86</td>
<td>-.04</td>
<td>.00</td>
<td>-.12</td>
</tr>
<tr>
<td>all words</td>
<td>.27</td>
<td>-.06</td>
<td>-.11</td>
<td>.84</td>
<td>.05</td>
<td>-.01</td>
<td>.08</td>
</tr>
<tr>
<td>tidy words</td>
<td>.19</td>
<td>.08</td>
<td>.21</td>
<td>.80</td>
<td>.00</td>
<td>.03</td>
<td>.19</td>
</tr>
<tr>
<td>len refs</td>
<td>-.10</td>
<td>.12</td>
<td>.06</td>
<td>.28</td>
<td>-.14</td>
<td>.02</td>
<td>-.01</td>
</tr>
<tr>
<td>% body == i</td>
<td>-.04</td>
<td>-.01</td>
<td>.02</td>
<td>.05</td>
<td>.98</td>
<td>.02</td>
<td>-.02</td>
</tr>
<tr>
<td>i &amp; toprank</td>
<td>-.06</td>
<td>.06</td>
<td>.05</td>
<td>.03</td>
<td>.96</td>
<td>.00</td>
<td>-.03</td>
</tr>
<tr>
<td>c &amp; toprank</td>
<td>-.05</td>
<td>.03</td>
<td>.01</td>
<td>.03</td>
<td>.04</td>
<td>.90</td>
<td>.01</td>
</tr>
<tr>
<td>% body == c</td>
<td>-.01</td>
<td>.00</td>
<td>-.01</td>
<td>.00</td>
<td>-.03</td>
<td>.89</td>
<td>-.01</td>
</tr>
<tr>
<td>sum freq</td>
<td>.22</td>
<td>-.07</td>
<td>.07</td>
<td>.07</td>
<td>-.02</td>
<td>.00</td>
<td>.88</td>
</tr>
</tbody>
</table>

The resulting solution exemplified ‘simple structure’ in that most of the variables loaded on one factor and only one variable loaded on more than one factor. The use of oblique rotation allowed for the possibility that the factors were correlated with one another. The correlation coefficient between Factor 2 and Factor 7 was .29. Otherwise, the correlation coefficients among the factors were all less than .20 in magnitude, implying that they were relatively orthogonal. It was therefore sensible to consider the variance explained by each factor.

Factor 1 explained 17.8% of the variance in the data set. Essays scored highly on this factor if (a) the frequency counts of the essay’s top five most frequent lemmas were high compared to other essays; (b) the number of edges in the sentence graph relative to the number of true sentences was high; (c) there were relatively few key lemmas; (d) there were relatively few key words; (e) the number of edges in the sentence graph was high; and (f) there were relatively few key lemmas that also occurred in the course textbook index. This pattern would arise in essays with high
average pair-wise sentence similarity but with low variation in word adjacency. We interpret this factor as reflecting the students’ phrase structure creativity.

Factor 2 explained 13.4% of the variance in the data set. Essays scored highly on this factor if (a) the key lemmas in the short version of the assignment question occurred frequently in the essay compared to other essays; (b) the bigrams in the long version of the assignment question occurred frequently in the essay; (c) many key lemmas in the short version of the assignment question occurred frequently in the essay; (d) the essay had many bigrams; and (e) the key lemmas in the long version of the assignment question occurred frequently in the essay. We interpret this factor as reflecting the students’ attention to the terminology in the assignment question.

Factor 3 explained 9.5% of the variance in the data set. Essays scored highly on this factor if (a) there were many paragraphs; (b) there were many headings; (c) there were many true sentences; and (d) the tidied sentences tended to be short. We interpret this factor as reflecting the students’ use of fundamental essay components. (Students who used more paragraphs and sentences would have to write shorter sentences to remain within the word limit).

Factor 4 explained 10.7% of the variance in the data set. Essays scored highly on this factor if (a) the number of lemmas was relatively high; (b) the total number of words (including repeats) was relatively high; and (c) the number of tidy words (words after the removal of stop words) was high. We interpret this factor as reflecting established properties of natural language (the average number of inflections per lemma occurring in English prose, and Zipf’s law).

Factor 5 explained 7.6% of the variance in the data set. Essays scored highly on this factor if (a) a high proportion of the essay’s true sentences occurred in the introduction; and (b) many of the top 30 key sentences occurred in the introduction. We interpret this factor as reflecting the quality of the introduction section.

Factor 6 explained 6.4% of the variance in the data set. Essays scored highly on this factor if (a) many of the top 30 key sentences occurred in the conclusion; and (b) a high proportion of the essay’s true sentences occurred in the conclusion. We interpret this factor as reflecting the quality of the conclusion section.

Factor 7 explained 8.6% of the variance in the data set. Essays scored highly on this factor if the key lemmas in the textbook index occurred frequently in the essay; and (b) many of the key lemmas in the textbook index occurred in the essay. We interpret this factor as reflecting the students’ attention to the terminology in the course textbook.

Finally, the regression method was used to estimate the scores obtained by the 135 essays on each of the seven factors. These factor scores are akin to standard scores (i.e. they have a mean of 0 and a standard deviation of approximately 1).

Regression analysis
A multiple regression analysis was carried out to investigate whether these factor scores predicted the marks that the tutors had awarded the essays. The marks awarded under the first assessment criterion reflected the students’ online
contributions and were not directly related to the quality of their essays. Accordingly, the essay marks were adjusted by removing this component, leaving a possible range from 0% to 90%. The actual marks that were awarded to the 135 essays ranged from 24% to 88% with a mean of 63.7%. We noted that the number of references in the reference list had not shown a salient loading on any of the factors (see Table 2). Nevertheless, we considered that it might be important in predicting the overall essay mark, and we therefore included it as a predictor variable.

The overall regression equation was statistically significant, $R^2 = 0.15$, $F(8, 126) = 2.80$, $p = .007$. There was a highly significant effect of the number of references, $B = .36$, $F(1, 126) = 11.78$, $p = .001$, which indicated that the students who cited more references tended to obtain higher marks. More specifically, for citing three extra references students would be expected to achieve an increase of 1 percentage point (i.e. $.36 \times 3$) in their overall mark. There was also a significant relationship with the scores on Factor 1, $B = 2.01$, $F(1, 126) = 4.21$, $p = .04$, which indicated that students who obtained higher scores on this factor also tended to obtain higher marks.

Bearing in mind that most scores on this factor would fall within ±3 standard deviations of the mean (i.e. between +3 and −3), the students with the highest scores would be expected to obtain marks 12 percentage points (i.e. $2.01 \times [3 - (-3)]$) higher than the students with the lowest scores. None of the other factor scores showed a significant relationship with the students’ marks.

**Conclusions**

Our EssayAnalyser uses state-of-the-art techniques in natural language processing to generate a rich description of the form and content of students’ essays. One of the real strengths of the system is that it is domain independent and can be used to analyse any text on any topic. The various attributes that it generates can be reduced to a set of seven relatively independent constructs that explain a high proportion of the variance in the data set. Some of these constructs, especially Factors 4–7, can be explained by properties of mathematics, linguistics or program design. However, Factors 1–3 do not seem to be mere artefacts but reflect important aspects of how students go about writing their essays. Factors 2 and 3 relate to the students’ use of terms found in the assignment question and their use of headings to structure their essays. In addition, Factor 1 is a statistically significant predictor of the marks that students’ essays receive. This in some measure appears to suggest that linguistic creativity (as reflected in high phrase structure variation and the sparse use of terms found in the course text book, hence a more frequent use of alternative terms not found in the course text book) is associated with higher grades.

In the SAFeSEA project, students submit draft essays to a web-based application called OpenEssayist. The essays are processed by EssayAnalyser, and the output from this component is then used by OpenEssayist to derive and present visual representations of the content and structure of the essays. The students can then reflect upon this feedback, particularly with regard to whether the different visual representations capture the intended meaning of their essays (Field et al. 2013; Van Labeke et al. 2013). The prototype system was initially evaluated using genuine essays written by volunteers who had previously taken the Open University course that was described above. The results were used to refine the feedback strategies and the user interface of OpenEssayist. In parallel with this work, we have carried out additional analyses to identify trends and progress markers in students’ essay
writing. At the time of writing, the OpenEssayist system is being further evaluated by making it available to the current cohort of students who are taking the same Open University course to evaluate drafts of their assignments before submission.

The SAFeSEA project constitutes an interesting and potentially important application of current techniques in natural language processing. In addition, we believe that an automatic system can provide feedback that is both meaningful and timely and thus support students in the task of drafting their essays. It is therefore likely to enhance the students’ experience, their engagement with academic studies and their learning skills and consequently increase both their retention and their attainment.
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