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Determination of in situ trap properties in CCDs using a “single-trap pumping” technique

David J. Hall, Neil J. Murray, Andrew D. Holland, Jason Gow, Andrew Clarke and David Burt

Abstract—The science goals of space missions from the Hubble Space Telescope through to Gaia and Euclid require ultra-precise positional, photometric and shape measurement information. However, in the radiation environment of the space telescopes, damage to the focal plane detectors through high energy protons leads to the creation of traps, a loss of charge transfer efficiency and a consequent deterioration in measurement accuracy. An understanding of the traps produced and their properties in the CCD during operation is essential to allow optimisation of the devices and suitable modelling to correct the effect of the damage through the post-processing of images. The technique of “pumping single traps” has allowed the study of individual traps in high detail that cannot be achieved with other techniques, such as Deep Level Transient Spectroscopy, whilst also locating each trap to the sub-pixel level in the device. Outlining the principles used, we have demonstrated the technique for the A-centre, the most influential trap in serial read-out, giving results consistent with the more general theoretical values, but here showing new results indicating the spread in the emission times achieved and the variation in capture probability of individual traps with increasing signal levels. This technique can now be applied to other time and temperature regimes in the CCD to characterise individual traps in situ under standard operating conditions such that dramatic improvements can be made to optimisation processes and modelling techniques.

Index Terms—A-centre, CCD image sensors, defect, pocket pumping, radiation damage, Si-A, Euclid, trap pumping

I. INTRODUCTION

With the science goals of space missions such as Euclid [1] and Gaia [2] becoming ever more demanding, the precision required from the instruments on board becomes ever greater. The imaging sensor of choice for many missions is the Charge-Coupled Device (CCD). However, CCDs suffer from radiation damage when in orbit due to the space radiation environment. The radiation induces traps in the silicon that can capture electrons from the signal charge packets and subsequently release the captured electrons at a later time (determined by the emission time-constant for said trap). This capture and release leads to a deterioration of the charge transfer efficiency resulting in the smearing of the images, such as that shown in Figure 1 (left) [3]. As the traps appear to be fundamental to the silicon and inherent in the CCDs when irradiated, two methods are currently being used to reduce the impact on the science goals: optimisation of the operating conditions (such as changing the clocking schemes to reduce the impact of charge deferral as shown in [4]) and simulation of the damage such that the damaged image can be iterated back to the effectively undamaged image as detailed in [5], [6] and [7]. In both cases moving forwards, a thorough understanding of the trap properties in the CCD is essential.

The Hubble Space Telescope (HST) uses forward modelling of the radiation-induced smearing process to correct the images, as detailed in Table 1 of [5]. The aim of the scheme is to return electrons to the pixels from which they were “unintentionally dragged during readout” in raw images; the science results are not corrected directly, but are corrected through the modification of the raw data. For HST, these methods can reduce charge trails by approximately 30 times, Figure 1 (right) [3], using appropriate trap parameters.

Gaia will chart a three-dimensional map of our Galaxy with the aim of revealing its composition, formation and evolution [2]. The consequences of poor transfer efficiency are that centroids are deferred in time and therefore give rise to positional changes. Without correction, the science goals could not be achieved and therefore one of the major challenges to
the mission will be the correction of the radiation induced damage. With high volumes of data requiring correction, a model is used that describes the effects of the radiation damage in a physically realistic manner whilst allowing fast enough processing. To this end, the Charge Distortion Model (CDM) was developed for the mission [7]. By considering the signal history and applying Shockley-Read-Hall theory (Section II) using a “column-averaged” approach, it does not consider individual traps independently but many traps as having an impact along the length of the column as one.

Euclid aims to map the geometry of the dark universe to help answer the question of how the universe originated, as detailed in [1] and [8]. One method used to investigate this geometry is through the measurement of subtle changes in ellipticity caused by weak gravitational lensing. The Euclid focal plane will suffer from radiation damage in much the same way as Gaia and HST [9], distorting the measurements beyond the required sensitivity. Although a 90% correction of the charge trailing was achieved for HST Advanced Camera for Surveys data from 2006, and more recently an updated model achieved a 97% correction in data from 2010 [5], Euclid will require 99% correction (see [1], [10] and [11]). The correction achievable depends on the accuracy of the CCD CTI model [11], and therefore requires more accurate trap parameters that those required for HST.

As the science goals for missions become increasingly dependent on correction against radiation damage, a greater accuracy in trap parameters is required. To determine these trap parameters to the accuracy needed moving forwards, new methods are required to provide details of individual traps and not average-properties [12].

II. Radiation Damage

In orbit, the CCD is continuously bombarded by high energy protons. These protons can cause displacement damage in the silicon and cause the development of traps, as detailed in [13]. The traps that are produced in the buried channel of the CCD can capture electrons from the signal charge as it passes through the device. Such captured charge can then be released at a later point in time, causing the smearing seen in images from HST before correction, as shown in Figure 1 [3].

The capture and emission of electrons can be described by Shockley-Read-Hall (SRH) theory, see [14] and [15], and modelled through the use of two exponential time constants: the capture time constant $\tau_c$ (Equation 1) and emission time constant $\tau_e$ (Equation 2), where $m_{dos}$ and $m_e$ are the density of states and conductivity effective masses of the electron respectively, $v_{th}$ is the thermal velocity, $\sigma$ is the capture cross-section, $n$ is the electron concentration, where $x$ can be replaced with $e$ or $e^-$ for capture and emission respectively. $X$ is the entropy factor that is associated with the entropy change for electron emission from the trap and $\chi$ is a factor added to allow for any field enhanced emission which can affect the trap emission time as well as dark current generation [16]. These expressions can be used to calculate the probability of capture and emission of charge in a given time $t$ (Equation 5). The emission time $\tau_e$ of the traps determines the probability that captured charge will be emitted into a subsequent charge packet and not return to that from which it was captured (resulting in no net change to the signal).

$$\tau_c = \frac{1}{\sigma m_{th}}$$  \hspace{1cm} (1)

$$\tau_e = \frac{1}{X\chi n_v v_{th}} \exp \left( \frac{E}{kT} \right)$$  \hspace{1cm} (2)

$$N_e = 2 \left( \frac{2\pi m_{dos} kT}{\hbar^2} \right)^{\frac{3}{2}}$$  \hspace{1cm} (3)

$$v_{th} = \sqrt{\frac{3kT}{m_e}}$$  \hspace{1cm} (4)

$$P_x = 1 - \exp \left( \frac{-t}{\tau_e} \right)$$  \hspace{1cm} (5)

The energy levels below the conduction band of known traps in n-channel CCDs of significance to common readout and integration time-scales range from approximately 0.17-0.46 eV (from the Si-A to the Si-E respectively) [17]. It is very important to note the accuracy required in the energy levels of traps and how this impacts the emission time constants of the traps. An error in the energy level of the trap of only 0.01 eV at 153 Kelvin results in a factor of two variation in the emission time constant inferred. The emission times of traps required for accurate correction of radiation damage induced effects is of a high priority for CTI correction models, hence the accurate determination of these parameters is essential to many missions. In this study, we concentrate on determining the emission time constants, found in the time-domain directly. It is the emission time constants that are of greatest importance due to their direct use as a parameter in the HST [5] and Gaia [7] CTI mitigation procedures and not the energy levels.

III. Pocket Pumping

The pocket pumping technique can be used to characterise different charge trap types and is often used to study potential pockets in a device [18]. Pocket pumping involves exposing the CCD to a flat field of signal (100-1000 electrons is suggested in [18]) and clocking the CCD backwards a specified number of lines before returning to the original position; this clocking is then repeated for many cycles. During the clocking cycle, charge builds up (or “pumps”) at a trapping site with the rate of build-up directly proportional to the trap size. A similar process can also be used on individual radiation-induced traps. As the process is used in this study to examine individual traps it will henceforth be referred to as “trap pumping”.

IV. Trap Pumping

As a charge packet first passes over the trap it may capture an electron. This electron capture causes the signal packet from which it was captured to have one electron less. If the electron is emitted at a time when the closest charge packet is that from which it was captured then there will be no net change in the signal level in any of the charge packets. However, if the electron is emitted when the charge packet from which it
was captured is not the closest then the electron will join a different charge packet. The charge packet that is joined will increase in signal by one electron, with the charge packet from which it was captured remaining without this electron.

The trap pumping mechanism enables the study of individual traps in the silicon, detailing their position to the electrode level in the device. This process allows device-level optimisation to be investigated such as clock timing adjustment to reduce deferred charge during read out [19]. This has major advantages over other techniques used to determine averaged trap properties on a larger scale, such as Deep Level Transient Spectroscopy (DLTS) [20] for which the trap properties may not be the same as those in the CCD (e.g. differences in the electric field or different doping in the device causing different trap concentrations). Using trap pumping, one can study the traps in close-to operation conditions for which the traps detected are therefore the traps most likely to affect star or galaxy images in a space mission. In principle, one could perform the trap pumping measurement in space during mission operation if the electronics and irradiation dose received allow, as suggested in [19].

For demonstration purposes, consider the transfer of charge packets in a three-phase CCD through phases 1, 2, 3, 1’, 3, 2 and back to 1 (one pumping cycle), Figure 2(a). This cycle can be repeated many times; for this example we will consider repeating this transfer 10 000 times. Clocking the device in this way gives rise to a high-low signal dipole in the image at the location of each trap, Figure 3(a). Only traps that are under phases 2 and 3 will show as intense dipoles in this case, with the polarity of the dipole (high-low or low-high) dependent on which phase the trap is under (phase 2 and phase 3 respectively).

Previous studies using pocket/trap pumping have demonstrated some of the strengths of the technique. In early studies, charge has been shifted over several pixels, creating bright pixels neighbouring several darker pixels from which charge was lost [21]. Using this form of the technique, one can measure a histogram of the bright and dark pixels at varying temperatures. An investigation of the so-called ‘trap effectiveness’ (pumped signal level) with varying temperature gives an indication of the trap species present and a time constant can be inferred using calculations with other parameters. More recently, charge has been transferred from one pixel to the next, as above, using transfer times of approximately 1 ms and 1 µs to represent the parallel and serial directions respectively [22]. Using a similar ‘trap efficiency’, measured as the average peak signal following pumping, one can trace the efficiency across a range of temperatures. On a pixel-by-pixel basis the trap efficiency can be tracked as a function of temperature, allowing a fitting of the trap energy and cross-section and consequently a calculation of the time constant. The process of creating high-low signal dipoles can also be used to determine the location and density of traps. In these cases, the density of the electron charge cloud is assumed constant and assumed to provide sufficient probability of instantaneous trapping.

In this study, we operate the trap pumping process in such a way that, with a comparison to an analytical methodology, one can determine the trap emission time constants to a high accuracy whilst also allowing the study of further properties of the trap that are essential to the success of future missions, such as the capture efficiency dynamics. Here, we trace the pumped signal as a function of the clock-width at each temperature (using even clock widths), Figure 2(a), thus studying the trap emission in the time-domain; the emission time constant, as one of the most important parameters, is now being considered without further knowledge of other properties.
of the trap required and thus removing the propagation of any associated errors in the trap parameters used. By taking the process further and analysing the pumping-dynamics as a function of the signal density it is possible to determine the capture probability of individual traps with increasing signal levels and therefore gain further insight into each individual trap in the silicon. In the serial register with pixel transfer times of the order of 1 µs, it is not the case that instantaneous trapping can be considered, as seen later in this paper.

V. ANALYTICAL APPROACH

One can consider the example given above from an analytical viewpoint. Consider a trap under phase 2 in the CCD, with the CCD clocked as suggested above with even clock timings such that the charge sits under each phase for a time \( t_{ph} \) before moving to the next phase, Figure 2(a). As the signal charge packet transfers from phase 1 to phase 2 this trap will capture an electron subject to sufficient electron density in the location where the trap is present; in this case we shall initially consider that there is 100% probability of capture, with consideration of the more general case following. In each cycle, charge is only pumped from one image pixel to the next if the trap emits within a time period of between \( t \) and \( 2t \), after leaving the first phase (defined as \( t = 0 \)), Figure 2(b). The time is reset to \( t = 0 \) when the charge packet passes over the trap again such that if the trap emits it is considered to instantly recapture. As the trap is considered to have 100% probability of capture, the probability of the trap being filled at the point in time when the charge moves away from the trap is also 100%; the time can therefore be considered to be \( t = 0 \) at this point (i.e. when the charge moves from phase 2 to phase 3 in the example shown in Figure 2(b)). Calculating the probability of emission over time period for which the electron would be “pumped” and would not return to the original charge packet for a trap with emission time \( \tau_e \) using Equation 5, one arrives at a probability of pumping which we will call \( P_p \), Equation 6.

\[
P_p = \exp\left(-\frac{t_{ph}}{\tau_e}\right) - \exp\left(-\frac{2t_{ph}}{\tau_e}\right)
\]  

Following a number of pumping cycles \( N \), the amplitude \( I \) of the dipole will be given simply by \( I = NP_p \) if there is a 100% probability of capture. To a first approximation, if the trap does not capture with 100% probability but instead captures with a probability \( P_c \) for a set signal level then this can be incorporated as a simple linear scaling factor, giving Equation 7.

\[
I = NP_c \left(\exp\left(-\frac{t_{ph}}{\tau_e}\right) - \exp\left(-\frac{2t_{ph}}{\tau_e}\right)\right)
\]  

If \( I \) is tracked over a range of clocking widths \( t_{ph} \) then one can probe the emission time parameter space. Considering a range of clocking widths \( t_{ph} \) such as to surround the expected trap emission time, one is able to produce a curve such as that shown in Figure 3(b). A Monte Carlo simulation of the trap pumping process has been produced, taking into account electron transfer, capture and release, based on [23]. The results match the analytical solution directly (Figure 3(b)) and the Monte Carlo simulation can then be used to consider more complex solutions in which several traps are present under the same phase or in neighbouring phases. By differentiating Equation 7, one can see that the peak of the pumped signal amplitude lies at \( \tau_e \ln 2 \), in agreement with the Monte Carlo model, Figure 3(b). However, in the case presented here, where we are examining individual traps separated by several phases, a more efficient solution to obtaining parameters is to use a least-squares fitting method of the analytical solution to the curve, with particular reference to the noise in the data and the finite resolution of \( t_{ph} \) achievable (limited here by the drive electronics at the shorter end of the time-scales tested).

VI. PROBING THE CHARGE PACKET GEOMETRY

A major benefit of this method is that one can probe individual traps located within the CCD. Not only can the location and emission properties of the trap be probed however, as one can also consider the capture properties of the trap; if the signal level is varied then the probability of capture can be probed. If a trap is located within the centre of the charge storage location then the probability of capture can be considered to be 100% with each transfer at transfer times of approximately 1 µs, assuming of course that the trap is empty. For traps away from the centre of the signal packet as it moves through the device, the dynamics are more complicated and the capture probability may not be 100%, particularly with faster transfer times, contrary to the assumptions of the previous studies mentioned in Section IV. The density of the charge packet decreases as you move away from its centre and therefore this has a direct impact on the capture probability as defined in Equation 1. As the number of electrons in the charge packet increases, the volume encompassed by the electrons and the electron density at each point increases, as discussed in [24] and [25]. Therefore, as the size of the charge packet increases, one would expect the capture probability to increase for the same trap location up to a peak value of 100% within the time scales and signal levels of interest.

Although the capture probability can be measured directly (i.e. from the fitting of the analytical function), it should be noted that this includes a contribution from the electron density at the trap location and the capture cross-section of the trap; a trap at the centre of the pixel with a small cross-section might behave similarly to a trap near the edge of the pixel with a larger cross-section (under a specific set of operating conditions). However, if one considers that the traps are uniformly distributed throughout the buried channel and that for a given emission time constant or narrow range of time constants we are looking at one trap species (as a different trap species with different energy level or capture cross-section would behave differently with varying temperature), it is possible to investigate the charge packet-geometry. By considering the distribution of the capture probability against increasing signal levels across many traps and combining this with a uniform distribution of traps, one can measure the variation in capture probability with increasing signal size and provide further experimental calibration of the signal-volume models discussed above. In order to determine the capture
(a) Single row of pumped signal showing dipoles.

(b) Simulated results on analytical curve.

(c) Image of pumped signal with increasing $t_{ph}$.

(d) Experimental results of pumped signal.

Fig. 3. (a) An example line-plot of pumped dipoles (mean signal level subtracted) demonstrating three low-high and two high-low dipoles and, inset, how three traps might look in an image. (b) Pumping over a range of clock timing widths $t_{ph}$ in Equation 7 produces a curve as shown by the solid line, here for the case of 10 000 pump cycles with an emission time constant of $\tau_e = 1$ $\mu$s. A Monte Carlo simulation of the same pumping conditions was produced based on [23], giving the data points on the plot. (c) A section of the image stacks produced from the experimental data. The variation in amplitude of the black-white stripe pairs with increasing $t_{ph}$ relate to the same profiles as that shown simulated in Figure 3(b). The trap shown at pixel number 203 gives a clear amplitude profile that is shown in Figure 3(d) across four different temperatures. (d) The amplitude profile for the trap located at pixel 203, Figure 3(c), across four temperatures. As the temperature increases the peak in the profile (proportional to the trap emission time) decreases as expected from SRH theory.

VII. EXPERIMENTAL RESULTS

In order to verify the analytical solution and Monte Carlo simulation, a series of experimental tests were implemented. Consider the A-centre in silicon, with a trap energy level below the conduction band of 0.17 eV [17]. This energy, under no electric field, gives an emission time of approximately 0.2 $\mu$s at 153 Kelvin, a timing which is of the same order as the standard serial register clock timings in the CCD and therefore of vital importance to CCD readout optimisation.

Considering the A-centre (Si-A) due to the dominance of this trap in the serial register in standard CCD readout timings (of the order of microseconds), a test matrix of pumped images was produced over a range of 20 signal amplitudes, from approximately 1k electrons to 20k electrons per pixel, across a range of 100 phase times (from approximately 200 ns to 3.4 $\mu$s in 32 ns steps). Four temperatures were employed (152.1, 149.6, 147.1 and 144.1 ± 0.2 Kelvin) to ensure that the traps behaved as expected theoretically across varying temperatures.

Pumping the three-phase serial register of the control region of a proton-irradiated CCD273 [26] (i.e. behind shielding during irradiation and therefore non-irradiated), stacked “images” were produced; a small area sample is shown in Figure 3(c). Several black-white stripe pairs can be seen, each due to a trap under a phase in the CCD; each row in the image shown in Figure 3(c) is equivalent to the line plot shown in Figure 3(a). Although the non-irradiated region of the device was used in this study, the process can be repeated on irradiated regions of a device, albeit regions that have been subjected to a low radiation dose; the dose to which this device was irradiated (of the order of $10^{10}$ protons cm$^{-2}$ 10 MeV equivalent, done so for a separate study) was found to be too high for use of the technique in the irradiated region in this case. However,
one can see in Figure 3(c) that there is a lot of space in the non-irradiated region between traps containing pixels in which additional radiation-induced traps could be analysed. Moving down the plot from the top to bottom, each row represents a new clock width timing \( t_{ph} \). The more efficient the pumping at each timing, the darker/brighter the black/white strip will be and the higher the amplitude of the pumped signal. Taking the trap demonstrated by the white stripe at pixel number 203 as an example, a similar amplitude profile can be tracked through \( t_{ph} \) as that shown in Figure 3(b). The strong response of the trap at pixel 203 from Figure 3(c) can be profiled through the bright-side of the dipole and plotted at each temperature, Figure 3(d).

As the temperature increases, the peak in the profile shifts to lower time-scales, giving shorter emission time constants as one would expect.

Several dipoles can be seen only at \( t_{ph} \) values below 0.5 \( \mu \)s; these traps have very short emission time constants and therefore are not important for standard CCD readout rates. Charge captured by traps with very short emission time and therefore are not important for standard CCD readout rates. Charge captured by traps with very short emission time constants relative to \( t_{ph} \) will immediately be released back into the charge packet as it moves away from the trap location.

Taking the approximately 50 traps sampled in the experimental data, the emission time constants can be found for each individual trap and tracked across the temperature range in question using a least-squares fit to the analytical solution presented in Equation 7. With the traps sampled across increasing signal amplitudes, information can be retrieved regarding the position of the trap under the phase in relation to the trap capture probability and therefore how central the trap is to the signal charge packet position under each phase.

It should be noted that charge packets being stored and transferred in a CCD do not have well-defined edges; there is no strictly definable volume to the charge packet. As seen in Figure 4(b), the charge packet has so-called “fuzzy edges”. This variation in electron density across the charge packet gives rise to a variation in the capture time constant, and therefore the capture probability, from one point in space to another. By probing the capture probability using the trap pumping methodology detailed above, one can begin to gain an insight into where the trap is located in relation to the charge packet capture probability and therefore how central the trap is to the signal charge packet position under each phase.

Results for several of the traps sampled in the serial register are shown in Figure 5. Collating the results for all sampled traps provides an insight into the variation in the trap emission times, here for what are expected to be the Si-A trapping species in the serial register of the CCD, Figure 6(a). A small number of traps appear to show no \( \tau_e \) variation with temperature and it is thought that these results may occur due to other factors, for example, traps in two adjacent phases pumping against each other. Figure 6(b) shows a histogram of the measured time constants that were demonstrated in Figure 6(a).

The spread of the calculated emission time constants is thought to be real and not a consequence of, for example, poor fitting. There are no systematic shifts from one pixel to the next inside the same CCD; the different values of the emission time constant from one trap to the next follow no trend across the device (i.e. there is no influence from, for example, non-uniform cooling across the device). Each trap follows the expected trend with temperature with a very low variation from one temperature measurement to the next despite each temperature measurement being made during a different week of testing. As the trend remains with very small deviations from the form of the curves predicted by Equation 2, the errors in the values calculated have been estimated (as deviations from fitted curves with temperature dependence as in Equation 2) of between 4-6% (this value includes the contribution from all other sources of error such as fitting accuracy of the analytical equation to measure the emission time constants). Alongside increasing the number of repeats of the measurements in the device, it is expected that these errors can be reduced much further through reducing the main source of error in the measurements made: the sampling of \( t_{ph} \), particularly at the faster end of the spectrum. With the system used for the testing, the shortest value of \( t_{ph} \) achievable was 200 ns, increasing in steps of 32 ns, providing limited data at the turn-over of the curve shown in Figure 3(b) and therefore impacting the effectiveness of the fit to the analytical function to determine the emission time constant of the trap.

With reference to Equation 2 in which the parameter \( \chi \) is included to allow for field-enhanced emission, it is possible that this spreading of the energy level of the trap could be due to field-enhanced emission or tunnelling, processes discussed in detail in [27]. Our Silvaco ATLAS semiconductor device simulations [28] of the serial register of this device indicate that an electric field of between approximately \( 1 \times 10^4 \) and \( 7 \times 10^4 \) Volts/cm is expected, Figure 4(a). The Poole-Frenkel effect [29] from fields of this strength would give rise to a field-induced barrier lowering (i.e. reduction in trap energy level) of between 0.02 and 0.06 eV. Energy changes of this range could be expected to give of the order of a factor of 8 variation in the emission time constant of the same trap species depending on where in the pixel the trap is located. These experimental results are consistent with such a factor and this expected variation is consistent with similar estimations in trap energy variations found in [30] in which a similar hypothesis was made. However, more specifically, the two groupings of emission times seen in Figure 6(b) may result from other possibilities, for example, different orientations of the defect in the lattice, as the silicon vacancy-oxygen defect is known to be able to exist in various orientations, as discussed by Watkins and Corbett [31] and more recently by Umeda et al. [32]. One alternative hypothesis to be considered is the possible presence of two defects with similar emission time constants in this temperature range, for which this separation
(a) Electric field strength.

(b) Electron concentration.

Fig. 4. Electric field and electron concentration for a cut through the CCD273 [26] containing approximately 26,000 electrons with a clock-high level of 7 Volts. As the electrons pass through the CCD they travel through the silicon in the region spanning a depth from 0.9 µm to 1.3 µm in (b); only traps within this region will encounter electrons and hence have the possibility to capture the electrons. The 'pumping' only occurs when traps emit electrons into a neighbouring charge packet; the same region in (a), depth from 0.9 µm to 1.3 µm, gives the electric field strength in this region and shows field strengths of approximately $1 \times 10^4$ and $7 \times 10^4$ Volts/cm (from 1.3 µm to 0.9 µm depths respectively).

(a) The emission times are tracked across the temperature range. Error bars are approximately 4-6% (see main text).

(b) The trapping "efficiency" increases with the signal level.

Fig. 5. Examples of traps from the experimental data. The trap shown in red (solid line) is near the centre of the charge packet, rising to 100% capture probability at low signal levels whilst the trap shown in green (long dashed line) is thought to be situated towards the edge of the signal packet. The trap shown in blue (short dashed line) demonstrates that there are either two single-electron traps present under the same phase or a single two-electron trap.

(a) Each thin line details the experimental result for a single trap.

(b) A histogram of the data shown in (a).

(c) A single histogram from (b).

Fig. 6. Emission times constants calculated across the serial register over the four temperatures sampled. The collection of traps with negligible temperature response (longest emission times, top) are thought to be due to other factors, e.g. traps under adjacent phases pumping signal against each other. The spread in the emission times is understood to be real and is explained in the text (error bars, 4-6%, for each trap are not shown to aid clarity). (a) The single thick curve shows the ‘theoretical time constant’ for the Si-A trap with an assumed energy of 0.17 eV and cross section of $10^{-14}$ cm$^2$ with no field enhancement [17]. (b,c) The apparent set of two main groupings emphasised more strongly in the histogram of the results will be investigated further in a future study.
would not be seen with lower resolution measurements.

VIII. CONCLUSIONS

We have combined novel analytical methods and simulations with experimental “single-trap pumping” techniques to determine the emission time constants of individual traps to an accuracy of approximately 4-6%, giving an indication that we are on route to increasing the accuracy towards the strict requirements for radiation damage correction algorithms in future missions. Here the technique has been demonstrated in a non-irradiated region of the CCD, however, the technique is equally applicable to use on irradiated devices, albeit at a low radiation dose such that the occurrence of traps remains separated by several phases in the device. By not only considering the pumping of individual traps in the temperature domain but additionally in the the time and signal domains, we have allowed the study of individual traps to a high level of detail, directly measuring emission time constants and capture probabilities. The technique and analysis can now be extended to include traps with the longer time constants that are more dominant during parallel transfer in the image area, such as the E-centre and divacancy. These newly-found in situ results can then be incorporated into the correction algorithms, providing a greater accuracy to the radiation damage correction process.
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