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ABSTRACT

Over the last few decades there has been steady growth in research that addresses the real-time sonification of electroencephalographic (EEG) data. Diverse application areas include medical data screening, Brain Computer Interfaces (BCI), neurofeedback, affective computing and applications in the arts. The present paper presents an overview and critical review of the principal research to date in EEG data sonification. Firstly, we identify several sub-domains of real-time EEG sonification and discuss their diverse approaches and goals. Secondly, we describe our search and inclusion criteria, and then present a synoptic summary table spanning over fifty different research projects or published research findings. Thirdly, we analyze sonification approaches to the various EEG data dimensions such as time-frequency filtering, signal level, location, before going on to consider higher order EEG features. Finally, we discuss future application domains which may benefit from new capabilities in the real-time sonification of EEG data. We believe that the present critical review may help to reduce research fragmentation and may aid future collaboration in this emerging multidisciplinary area.

1. INTRODUCTION

Recent developments in wearable computing and wireless low-cost physiological sensors have brought brain activity monitoring out of the lab. Many such systems are now commercially available (e.g. NeuroSky [1], Enobio [2], Emotiv [3] and Nexus [4]). Progress in these areas has been accompanied by equally swift developments in auditory hardware, signal processing techniques and wearable audio capability. These joint developments make practical several new approaches for exploiting the real-time representation of brain activity using sound. The sonification opportunities created in this way promise new applications in several areas; persuasive medicine and health monitoring, neuro- and biofeedback, neuromarketing and implicit interaction interfaces, as well as in other domains that involve the real-time sensing of users perceptual, emotional and cognitive states. Sound-based monitoring and feedback of physiological data have clear advantages in these areas. Indeed, in many respects human auditory perception provides the highest temporal resolution among the sensory modalities. Additionally, in many cases the non-visual information channel is more suitable for wearable applications.

The idea of making electroencephalographic (EEG) signals audible accompanied brain imaging development from the very first steps in the early 1930s. For example, Prof. Edgar Adrian listened to his own EEG signal while replicating Hans Berger’s experiments [5]. Indeed, sonification appears to be well-suited for applications based on real-time EEG, since sound can readily represent the complexity and fast temporal dynamics of brain signals. Since the 1930s, a number of scholars and media artists have been experimenting with converting EEG activity into sound. Unfortunately, many of these studies have used rather arbitrary conversions of EEG data into sound. In addition, the associated publications often do not provide sufficient details about either physiological data acquisition or applied sound synthesis. Very few of these studies have conducted any kind of controlled evaluation of their chosen methods, making it impossible to replicate or validate most studies. Given these widespread limitations, a critical review of the current state of this emerging multidisciplinary field may help to facilitate its future healthy development.

The present paper presents an overview and critical review of EEG data sonification research. We first present a synoptic summary table spanning over fifty different research projects or published research findings (20% of these are works from ICAD proceedings). This is followed by the analysis of sonification approaches to the various EEG data dimensions such as time-frequency filtering, signal amplitude, location, before going on to consider higher order EEG features. This then allows us to address several wider questions, namely:

- What application domains have employed real-time EEG sonifications?
- What sonification techniques have been applied to real-time EEG sonification?
- What EEG features have been sonified in real-time, and with what temporal resolutions?
- What experimental, methodological and validation techniques have been used in real-time EEG sonification?

2. MAIN APPLICATION AREAS OF EEG SONIFICATION

Leaving aside the real-time constraint, there are diverse application areas that use EEG sonification, but for quite different reasons. Six distinct application areas can be differentiated in terms of their use of data (real-time or off-line), and on a continuum between functional and aesthetic as shown in Fig. 1.

Within specifically real-time EEG sonification, several main application areas can be identified based on their objectives, and on validation methods used in the studies. Firstly, real-time EEG monitoring designed to inform a third person about the user state,
e.g., an anaesthetist during surgery [6], or to inform the user herself, e.g., an air traffic controller being warned of her critical fatigue level. A second related, though strictly off-line sonification of EEG is done for diagnostic purposes where brain imaging data is speeded up, usually by a factor of 50-200 times to allow fast identification of prominent changes, e.g., different sleep states [7], or epileptic seizures [8]. Thirdly, neurofeedback applications target learning about a users own brain state and, importantly, aim at altering this state, e.g., for post-stroke rehabilitation. The fourth domain concerns sonification that is used for Brain Computer Interface feedback and communication. For example, sound has been successfully used for training the strength of brain activity in left vs. right motor imagery in order to control external hardware [9, 10]. As a special case of this domain, some applications use EEG for creating brain controlled musical instruments [11]. Finally, EEG patterns can be directly converted to music. Miranda and colleagues work on BCMI technology that makes it possible to detect specific brain patterns and turn them directly into musical compositions [12, 13].
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Figure 1: Application areas that use EEG sonification. Applications areas can be distinguished in terms of EEG data processing (real-time or off-line), and on a continuum between functional and aesthetic. Diagnostics applications are not addressed in this review.

All of these application domains have different objectives, different constraints and different validation methods. One of the dimensions that helps to differentiate between sonification approaches is to contrast ways in which one would expect the end results to be judged, for example quantitative vs qualitative judgement. With Miranda’s BCMI, just listening to the sonification may be sufficient for demonstrating that the system works. With BCI based musical instruments like in [11], the player can judge the extent to which the interface allows the musically necessary degree of control. But both of these domains are more concerned with the aesthetics of the resulting sonic composition than any other kind of validation. The situation is very different for diagnostic and neurofeedback uses of real-time EEG sonification, where the informational and perceptual value of produced sounds is of primary importance and determines the functionality of the application.

### 3. SEARCH AND SELECTION CRITERIA

To get an overview of the range of published works we searched a number of databases including Web of Science, Pubmed and Google Scholar. The search terms included sonification, audio, sound, auditory display, EEG, neurofeedback, biofeedback. One can observe a clear trend of growing activity in EEG sonification. For example, when searching Google Scholar using “sonification + EEG”, only 25 publications are returned for 2002 but already 140 for 2012. Unfortunately, these publications often do not always adhere to a highest scientific standard and in some cases represent ongoing work in progress. Furthermore, approximately 70% are conference publications that are often not peer-reviewed. We decided to report on the majority of publications found, by applying the following selection criteria.

Our first selection criterion was the use of sonification in selected works. Immediately, the issue of definition arises. According to ICAD, sonification is “the use of non-speech audio to convey information; more specifically sonification is the transformation of data relations into perceived relations in an acoustic signal for the purposes of facilitating communication or interpretation” [14]. However, we followed Hermann’s four conditions for sonification [15]. This author gives a broader definition of sonification than has been traditionally usual in the field as “a technique that uses data as input, and generates sound signals (eventually in response to optional additional excitation or triggering)”. This definition includes also auditory icons and earcons that can be used to represent the discrete events of the brain imaging data using ecological or symbolic sounds.

Some of the work on conversion of EEG data into sound that we also included does not strictly correspond to the above definitions. A good example is Brain-Computer Interfaces (BCI) based on evoked-potentials techniques whose output is sound or music [16, 17]. Nevertheless, we decided to include them because of their real-time approach and possible compatibility with other sonification approaches. Another special case are Brain-Computer Music Interfaces (BCMIs) by Miranda and colleagues [12, 13], that do not strictly satisfy sonification criteria but use various BCI control techniques in order to produce meaningful musical outcomes. However, auditory BCI that has been used in speech applications has been omitted here (see [18] for the full list of auditory and multisensory BCI’s).

Our second selection criteria was the possibility of using sonification in real-time. Some papers found dealt with sonification of pre-recorded time compressed EEG data with the purpose of prescreening specific events, e.g., when detecting the epileptic seizures and seizure lateralization [8] or listening to different sleep stages [7]. These works were not included in the tables and Fig. 2 below. However, we included the works that did off-line analyses that could potentially lead to on-line sonifications at the later stage.

We did not include papers in our review that would deal with other types of brain imaging like fMRI [19, 20] or ECoG [21]. Where journal papers revisited the same ground covered by earlier conference publications, the journal publications was used rather than the conference paper. In cases where the overlap was only partial, some results and methods ended up with two or more entries in our database. In such cases multiple publications were used as sources, but only counted as one in our statistics and table entries. Finally, due some difficulties in reaching originals of older artistic works that used EEG sonification, we did not include
these (interested reader can see an insightful monograph by one of the pioneers of EEG sonification, David Rosenboom [22] and references therein).

4. RELATING EEG DATA PROCESSING TO SONIFICATION CATEGORIES

The first visual overview of the EEG sonification research reviewed is given in Fig. 2 where the X-axis corresponds to Sound Generation strategies and Z-axis to Data Processing techniques. Within these two dimensions, all selected publications were classified into one or more of these categories (i.e., a single article may cover more than one sonification technique and/or data processing strategy).

4.1. Sonification techniques

Following proposed revisions in the terminology of sonification, we based the first three categories of sonification techniques on Herman’s [15] and deCampo’s definitions [23]: **audification**, parameter mapping and model-based approaches based on continuous or discrete events. The last category of generative music is added to include the BCMI works.

**Audification** represents the simplest and oldest approach to sonification (e.g. [5]). In this technique, variations in EEG data values are directly treated as a soundwave. It is often applied when off-line EEG data is time-compressed by a factor of 50-200, shifting EEG frequencies to audible spectra. This offline approach is excluded from Fig. 2. Besides very old works, none of the papers we reviewed have being doing audification and one can say that this approach is largely obsolete.

**Parameter mapping** is currently the broadest and most popular form of sonifying the EEG signal. The simplest example would be mapping activity in an EEG alpha band to an intensity level of a sound. This technique encompasses many mapping methods as described by [24] and [23] (e.g., Continuous, Event-based, or Spectral mappings; Distance Matrix method; Induced Waves/Spikes; Judging Correlation; Vocal Sonification, etc.).

In **model-based sonification** the approach relies on mathematical models that generate sound according to the EEG data input. For example, a sound synthesis model for a bell sound might be changed by the amplitude of the alpha rhythm. This has an analogy to real-world sound generating phenomena. For example, one could shake a black box to find out what is inside by means of the sound it produces. This indirect sonification approach has been gaining increasing attention over the last decades due to its suitability for using different data sets as an input [25, 26].

**Generative music** is a very broad term that is used in many different contexts. Here it describes systems that use musical rules and structures to create sound output using EEG data as a control signal. For example, BCMI works of Miranda and colleagues [12, 27], but also other performance oriented works that are mainly concerned with output music expressiveness [28, 29, 30].

4.2. Data processing strategies

To classify the various studies, we chose data processing bins according to the most used methods, which we grouped into eight data processing categories (Z-axis). The superscript from 1 to 3 indicates the correspondence of each publication to one of the four sonification categories described above. The data processing bins are as follows.

![Figure 2: Data Processing vs. Sonification techniques. This figure shows several trends. Simple processing of EEG data has been gaining in popularity. Remarkably, only for the Filtered Bands and Spectral Estimators processing categories have all three sonification techniques been applied. Among different frequency bands alpha and beta activities have been the most sonified. Interestingly, many works that applied more complex processing such as classifiers tended to use more simple sonifications based on parameter mapping, while most of the EEG-based music approaches used more traditional and simple signal processing methods. This may illustrate a difference between computer science and computer music communities, reflecting their different purposes.](image-url)
The fifth category concerns miscellaneous Classifiers including Linear Discriminant Analysis (LDA) [52, 10], Principal Component Analysis (PCA) [61], Independent Component Analysis (ICA) [16, 62, 63] or artificial neural networks [11, 27, 52, 10], [64].

A few papers in sixth category concerned Evoked potentials based sound production [16, 17], and generative music [30, 13].

The seventh category Spatial Decomposition includes Common Spatial Patterns (CSP) [11, 10], and Common Spatial Subspace Decomposition (CSSD) [27].

Finally, some sonifications used Statistical Analysis based features such as like Spectral Entropy [56] and Gaussian Kernel [25].

5. EEG PROCESSING DIMENSIONS

To have a closer look at the sonification techniques used by different authors, we selected a number of EEG signal dimensions that were described by authors when converting brain imaging data into sound: time-frequency parameters, signal level, recording sights and high-level processing techniques.

5.1. Time-frequency dimension

One aspect of EEG processing to consider is to see how its temporal aspects are addressed, particularly any latencies introduced. The simplest and most straightforward sonification technique is the direct conversion of instantaneous values of EEG signals to sound. This approach is known as audification and despite being vulnerable to signal transients, it can be useful for tasks such as locating outliers or detecting repeating patterns [24]. In this case, latencies are minimal, and where present are mostly caused by hardware limitations. A sliding window technique is often used to smooth the data, e.g. to reduce muscle artefacts, by computing a moving average. This windowing approach introduces some delay caused by the size of the window (with typical window sizes are varying between 50 ms and several seconds).

Table 1: Time-frequency based features in EEG sonification

<table>
<thead>
<tr>
<th>Features</th>
<th>Description and associated papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time domain</td>
<td>Signal filtering in temporal domain: [11, 51, 60, 24, 39, 43, 44, 48, 16].</td>
</tr>
<tr>
<td>Frequency domain</td>
<td>Signal filtering using block-based conversion into frequency domain: [33, 41, 40, 27, 56, 26, 39, 43, 44, 48, 47, 30, 42, 46, 12, 49, 13, 16, 45, 54, 36, 38, 52, 10, 55, 57, 58].</td>
</tr>
<tr>
<td>Running window</td>
<td>Using moving average for smoothing and/or artifact removal (eye-blinking, muscular movements, etc): [11, 32, 41, 40, 51, 56, 61, 35, 25, 50, 44, 48, 59, 12, 13, 45, 62, 63, 37].</td>
</tr>
<tr>
<td>Latency times</td>
<td>Latency caused by signal buffering: [11, 32, 41, 40, 51, 56, 50, 48, 45, 43, 45, 62, 63, 37, 17].</td>
</tr>
</tbody>
</table>

Another source of delay is signal filtering. Time domain based approaches use finite or infinite impulse response filters to look at the signal in specific frequency bands. Frequency domain approaches use windowing and block-based strategies to select a number of samples to convert into a frequency domain, typically by means of FFT. In such systems, window size determines the major source of system delay.

The biggest latencies in EEG sonification appear in event-based sonification approaches where EEG data is buffered till some significant event occurs. Table 1 shows the distribution of publications according to these time-frequency features. Please note that the list of works that use wavelet transforms is given in Table 6, as typically these transforms are used as a first stage of higher order EEG processing.

Several trends are apparent from comparing the listed works. Firstly, the most popular technique for filtering is a block-based (typically FFT) conversion of the time signal into the frequency domain. This approach inevitably leads to latency in the system reflecting the used window size. Several works deliberately increase this since their sonification strategies are based on musical structures and event-based mappings. Secondly, a considerable number of works (25) still rely on straightforward sonification of instantaneous values with the objective of detecting outliers or periods of EEG data. Many artistic works that do not apply heavy signal processing and rely mostly on audification also fall into this category.

System latency is perhaps the most under reported but critical issue for many applications, for example, for neurofeedback. Any delay in the feedback will reduce the contingency of the sound signal to the brain activity and greatly increase learning times in neurofeedback training. In real-time EEG visualization, it is common to apply some averaging to the signal in order to reduce any eye strain caused by the rapid flicker of the display, but this is often done without any appreciation of the detrimental consequences. Given the excellent temporal resolution of both sonification and EEG, this is probably a key advantage of real-time EEG sonification over visualization techniques.

The works using transform- or filtering-based conversion to frequency domain are depicted in Table 1. The majority of these works sonify certain frequency power or energy as described in next section and Table 2. It should be noted, however, that a few works use frequency domain conversion to trace spectral dynamics of EEG and use shifts of a certain frequency or a certain band maximum frequency as features to be sonified [9, 24, 48, 37].

5.2. Level-based dimension

The level of amplitude of EEG is one of the most fundamental properties of the signal and reflects the firing rate of the neurons, which in turn mirrors the activation level of the underlying area of the brain and its information processing. A fast and accurate representation of this parameter is critical in estimating the rapid fluctuation of the underlying cognitive states of the user. In both neurofeedback and EEG monitoring the level of particular sets of parameters is of primary interest, e.g. frontal alpha power reflecting the alertness of the user.

Table 2 summarizes EEG sonification papers based on their treatment of various scalar features of the EEG signal, both in temporal and frequency domains. As it can be seen, EEG power is the most used parameter for sonification. The second most used parameter is voltage amplitude. Surprisingly, relative power (i.e. relative amplitude), which is commonly used in EEG fields like neurology or neurofeedback, is rarely used in sonifications. One
possible reason for this concerns the availability of baseline levels in the two contexts.

In experimental settings, baseline levels, e.g. rest conditions, are routinely available to normalize the data for later comparison across users or sessions. By contrast, in real-time sonification sessions, baseline recordings are rarely available. Ideally, both relative and absolute level values should be monitored. Because of the complexity and constant activity of the brain, there is always a high level of background noise to contend with when inferring activation of a particular area or network of the brain, e.g. onset of epileptic attack [33, 34]. One of the main methods for addressing this issue is to detect extreme values, maxima values and link these to sonification events. Another method, commonly used in neurofeedback, is to detect when the parameter exceeds some threshold or zero-crossing value. In this case, threshold selection is dependent on the application and can be critical for its success.

### 5.3. Location based dimension

The brain has specialized regions for different tasks with the sensorimotor cortex being the most prominent for BCI and neurofeedback applications. However, many mental operations rely on networks of neurons working in concert. Therefore, despite the relatively poor spatial resolution of EEG, the location of electrodes is an important factor for measuring a specific cognitive operation. Furthermore usage of multiple electrodes allows detecting the neuronal activity from specific networks, permitting a number of space related features for sonification.

Table 3 shows the distribution of papers regarding their use of multi-channel EEG systems. Most of the reviewed works use up to 20 EEG channels, with a smaller group of authors working with higher spatial resolution. The systems that used more than 32 channels are quite recent and it reflects the growing use of EEG multi-channel systems. The amount of channels used reflects the type of application. While practical systems at clinics tend to have fewer channels, research and diagnostic applications tend to use more channels. Many high-order statistical methods for brain activity localization, like ICA and LORETA (see next section), require a minimal set of channels of approximately twenty.

A few works currently use recording site location on the head as a parameter for sonification (Table 4). Spatiotemporal and spatialization and panner a minimal set of channels of approximately twenty.

### Table 2: Signal level based features in EEG sonification

<table>
<thead>
<tr>
<th>Features</th>
<th>Description and associated publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>Amplitude of the EEG signal: [43, 48, 38, 31, 37, 36, 55, 33, 34, 50].</td>
</tr>
<tr>
<td>Zero-crossings</td>
<td>Detection of events (EEG waves) based on zero-crossing: [31].</td>
</tr>
<tr>
<td>Thresholding</td>
<td>Detection of EEG events by signal thresholding: [33, 34].</td>
</tr>
<tr>
<td>Energy</td>
<td>Absolute spectral amplitude of frequency transformed signal: [53, 37, 51, 52, 41, 26, 24, 44, 46].</td>
</tr>
<tr>
<td>Power</td>
<td>Squared absolute spectral energy of frequency transformed signal: [11, 27, 56, 42, 39, 12, 13, 36, 31, 38, 45, 47, 42, 9, 28, 49, 57, 58, 59].</td>
</tr>
<tr>
<td>Relative Power</td>
<td>Power of a specific frequency band with respect to the global EEG power spectrum: [60].</td>
</tr>
</tbody>
</table>

### Table 3: Number of channels used in EEG sonifications

<table>
<thead>
<tr>
<th># of Ch</th>
<th>Description and associated papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channels ≤10</td>
<td>Sonification systems using up to 10 EEG channels: [66, 40, 47, 42, 38, 28, 10, 46, 65, 31].</td>
</tr>
<tr>
<td>Channels 11-20</td>
<td>Sonification systems using between 11 and 20 EEG channels: [11, 60, 27, 56, 24, 59, 12, 53, 58].</td>
</tr>
<tr>
<td>Channels 21-32</td>
<td>Sonification systems using between 21 and 32 EEG channels: [39, 35, 65, 36].</td>
</tr>
<tr>
<td>Channels 33-64</td>
<td>Sonification systems using between 33 and 64 EEG channels: [42].</td>
</tr>
<tr>
<td>Channels 65-128</td>
<td>Sonification systems using between 65 and 128 EEG channels: [65].</td>
</tr>
<tr>
<td>Channels # not defined</td>
<td>Sonification systems that do not specify a number of channels used: [26, 25, 61, 50, 43, 48, 59, 29, 65, 13, 16, 45, 62].</td>
</tr>
</tbody>
</table>

### Table 4: Location as a feature in EEG sonifications

<table>
<thead>
<tr>
<th>Features</th>
<th>Description and associated papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placement</td>
<td>Sonification systems that apply left/right panning according to electrodes’ hemispheric location: [11, 32, 40, 56, 24, 39, 9, 10].</td>
</tr>
<tr>
<td>Location/Spatialization</td>
<td>Sonification systems that use spatial sound according to electrodes’ location: [11, 32, 33, 34, 24, 35, 50, 59].</td>
</tr>
<tr>
<td>Location/Correlation</td>
<td>Sonification systems whose auditory display strategies are based on correlations between EEG channels: [32, 24, 57, 65].</td>
</tr>
<tr>
<td>Location/Sound features</td>
<td>Sonification systems that use timbre or pitch transformation to represent different electrodes’ location: [24, 39].</td>
</tr>
</tbody>
</table>

### Table 5: Electrode montage in EEG sonifications

<table>
<thead>
<tr>
<th>Montage</th>
<th>Description and associated papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-20 system</td>
<td>Sonification systems using the 10-20 placement system: [11, 32, 33, 34, 40, 60, 56, 27, 24, 39, 43, 48, 43, 59, 57, 47, 38, 10, 46, 12, 65, 64, 53, 62, 31].</td>
</tr>
<tr>
<td>Custom montage</td>
<td>Sonification systems using custom electrode placement: [66, 33, 34, 40, 65].</td>
</tr>
<tr>
<td>Placement not defined</td>
<td>Sonification systems that do not specify used electrode montage: [26, 25, 61, 35, 50, 29, 42, 28, 37, 43, 16, 42, 13].</td>
</tr>
</tbody>
</table>

Details of electrodes location depend on their placement or, in other words, montage (Table 5). Using standard electrode placements gives the possibility for replication of sonifications. Table 5 shows that the so called 10-20 system [67] proved to be the most
commonly used in the reviewed works, with a few specific exceptions that made use of custom placement methods, mostly due to hardware design (i.e., do-it-yourself devices or commercial low-cost headsets). Surprisingly, a considerable number of publications (around 40%) neither specified placement system nor EEG sensor positions that were used for sonification.

5.4. Features based on higher level processing of EEG

A number of sonifications made use of some computational techniques before converting data into sound. Indeed, it seems that real indices of human brain activity that can represent some cognitive, emotional or perceptual processes are likely to come from higher order processing of EEG data. An intermediate step towards this goal is to use higher-order processing of EEG to represent different brain regions activity. For example, consider biologically inspired methods.

<table>
<thead>
<tr>
<th>Processing</th>
<th>Description and associated papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>Linear Discriminant Analysis. Classifier based on quadratic distance in the feature space: [52].</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis. Orthogonal features based on statistical correlations between signals: [61].</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent Component Analysis. Features based on statistical independence between signals: [16, 62, 63].</td>
</tr>
<tr>
<td>Neuronal Networks</td>
<td>Classification using artificial neural networks: [11, 27, 52, 64].</td>
</tr>
<tr>
<td>CSP</td>
<td>Common Spatial Patterns: [11, 27, 52].</td>
</tr>
<tr>
<td>CSSD</td>
<td>Common Spatial Subspace Decomposition: [11, 52].</td>
</tr>
<tr>
<td>Spectral Entropy</td>
<td>Descriptor of the information content of the EEG signal: [56].</td>
</tr>
<tr>
<td>Gaussian kernel</td>
<td>Classification kernel based on a normal distribution: [25].</td>
</tr>
<tr>
<td>Evoked potentials</td>
<td>The P300 component based synchronous BCI system in [17] and Steady-State Visually Evoked Potentials in [16, 30, 13].</td>
</tr>
<tr>
<td>Time-Frequency</td>
<td>Obtained using the short-time Fourier transform or distribution functions: [16].</td>
</tr>
<tr>
<td>Wavelets</td>
<td>Use of wavelets to filter the signal and to obtain time-frequency characterisation: [11, 16, 62, 63, 54, 37, 27].</td>
</tr>
<tr>
<td>Hjorth</td>
<td>Calculation of time-varying Hjorth parameters: [32, 12].</td>
</tr>
<tr>
<td>Affective state</td>
<td>Tries to estimate the levels of intensity and valence degree (positive or negative) of an emotional response: [57, 37, 58].</td>
</tr>
</tbody>
</table>

Many of higher-order processing techniques depend on multiple electrode systems, and might be more widely applied in the future. Unfortunately, many of the computational techniques used in EEG analysis are still not well suited for real-time applications. Table 6 below demonstrates the divergence in tool sets used by different research groups.

Hjorth and wavelet based analysis are most commonly used among the presented techniques. However, it should be noted that it is still a small number of works (< 10) for each processing method compared to more simple power band sonification approaches reviewed in Fig. 2. The Hjorth’s EEG descriptors are mainly used in BCMI works.

A recent and promising trend is to sonify affective states of the users. Since processing basic acoustic features is closely linked to emotional responses (e.g., rising/falling intensity influences on emotional processing [68]), real-time emotional state sonifications can be directly applied both for emotion regulation and for basic research on affective chronometry. However, more clear and well grounded indices of emotional processing should be first established before useful sonification approaches can be explored.

6. CAVEATS AND FUTURE WORK SUGGESTIONS

A literature review of this kind presents certain difficulties. Firstly, there is a lack of common terminology due to the large level of multidisciplinarity in the field of EEG sonifications. For example, an insightful paper from a specialist in the anesthesia domain recently introduced the term Audio EEG without mentioning sonification or auditory display works [6]. Secondly, many papers lack technical details on the sonifications used, the EEG recording equipment and the processing techniques. A few papers may serve as an example of good methodology reporting practice, e.g. [34, 40, 44, 25, 37].

There are many factors that affect the quality and usefulness of an EEG signal (e.g. [69]). It is important to note how well the electrodes are placed and the quality of all of the components in the acquisition system, from the gel and the electrodes used to the amplifier and even the environment in which data is recorded. One of the main difficulties in using EEG is the prevalence of artifacts: from eye blinks and muscle movement to loose or bad electrodes. Unfortunately, the frequency spectrum of electromyogram (EMG) overlaps significantly with that of EEG, so it is not possible to simply filter out the EMG. Sometimes commercially available wearable EEG based systems even use EMG artifacts as an additional control input of their device to compensate for the lack of recorded brain signal quality. Common practice when using real-time EEG is to have a display of the raw EEG signal in order to check for movement artifacts and bad electrode contacts, even if the main interest is a filtered band or a relation between sub-components of the EEG. Interestingly, sonification of movement artifacts could serve an important aid for the user to identify and minimise these artifacts.

Future papers addressing the topic of EEG sonification, in any of the application domains, would benefit from providing more documentation on the EEG methodology and sonifications used. EEG recording methodology description should include:

- equipment used (amplifier models, electrodes),
- electrode placement, channels used and referencing technique
- EEG sampling rate,
- applied low and high pass pre-filtering,
- signal processing details (e.g., FFT block size),
- artefacts reduction.

Sonification methodology descriptions, in line with Hermann’s conditions for sonification [15], should include:
which EEG features (objective properties or relations) are being sonified; for example, signal level, temporal, spectral and spatial patterns,

what sonic and/or musical parameters are used for transforming/generating the auditory contents, and what are the precise mappings established between these parameters and the extracted EEG features.

Finally, almost none of the works have done proper validation of their sonification methods (but see, e.g. [70]). In other words, we still do not know what types of sonification are most efficient for representation of EEG data for particular purposes. Of course, these validation metrics may differ depending on the application in question. With BCMI applications, just listening to sonifications may be sufficient for demonstrating that the system works. With Arslan’s musical instruments the player would know whether or not the correct notes were selected [11]. At the same time, both diagnostic and neurofeedback applications need much more rigorous assessment (randomised and double blind control studies) to persuade the medical community of the worth of sonification. The lack of qualitative assessment may simply reflect the early stage of development of the research field. Hopefully, in the future there will be more studies comparing different sonifications with proper control methodologies.

7. FUTURE OUTLOOK

It is clear that a number of domains like BCI, polysomnography or neurofeedback could directly benefit from better EEG data information displays. Here, the emergence of solid physiology-based commercial applications, e.g. BCI-based gaming, will greatly facilitate the further development of EEG sonification field. The widespread use of hand-held devices with visual displays of limited size will bring more attention to sound as an information channel. Moreover, in some activities such as driving or surgery, visual input can not be overloaded. Additionally, the sophistication and growing availability of wearable physiology sensing devices (and, potentially, implants) will call for improved feedback technology for data display. In this situation sonification has promise as an alternative or a complement to visualisation delivered via techniques such as augmented reality displays [71]. Here, bone-conducted sound (e.g. [72]) can be an interesting alternative for neurofeedback and monitoring applications based on EEG sonification.

Surprisingly, very few EEG sonifications have been augmented by other sensory modalities, such as visualization. Given that our perception is multisensory [73], combining auditory, visual and tactile information is likely to produce enhanced multisensory displays. In addition, increasing the number of possible information channels may help to address the challenge of concurrent sonification of multiple EEG signals, either from a single user or from a group activity such as EEG hyperscanning. However, more studies like [43] are needed to clarify the effectiveness of multisensory feedback (or as one may call it “multisensualization” or perceptualization as in [74]) comparing it with corresponding unisensory feedback versions before suitable multimodal combinations can be established.

While sonification work can greatly enhance the emerging field of hybrid and multisensory BCI’s [18], multimodal tangible systems that are used for physiological data exploration represent another potential area for development of EEG sonification [35]. Recently we created a system that allows users of a tangible interface to sonify their own EEG data streamed directly from the electrode cap [46]. This scenario enriches Hermann’s hierarchy of interaction loops in auditory systems [15] representing a combination of interactive sonification and auditory biofeedback. A recent study shows that Brain-Tangible User Interfaces (BTUI) of this kind can be successfully used for studying group collaboration during music creation tasks [75, 76].

There are few studies dedicated to the validation or effectiveness of EEG sonifications. In the “ Concert Call for Sonifications” made by Barrass and colleagues in 2006 [70] 27 multichannel sonifications of the same EEG dataset by 38 composers and 88 analytical reviews about these works were collected. This effort serves as a good example of the type of initiative that EEG sonification field would benefit from. Similar competition “Calls” could be made in the future to address EEG sonification for concrete applications, such as monitoring the depth of anesthesia [6]. Clearly, sonifications evaluation criteria would vary depending on the concrete application. The availability of good quality data sets that are made publicly available might foster sonification competitions similar to ones organized by the BCI community.

To conclude, many works have addressed EEG sonification and it appears that this sub-domain of Auditory Displays is now receiving attention from the research community. However, so far much of the work has been of a “proof-of-concept” type. Hence, the time is now right to build on these initial results and start directly comparing different sonification methods, mapping schemes used and addressing other questions that can lead to a significant impact on the various application areas in the real world.
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