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Abstract: We describe a method whereby a governmental policy maker can discover citizens’ reaction to news stories. This is particularly relevant in the political world, where governments’ policy statements are reported by the news media and discussed by citizens. The work here addresses two main questions: whereabouts are citizens discussing a news story, and what are they saying? Our strategy to answer the first question is to find news articles pertaining to the policy statements, and then perform internet searches for references to the news articles’ headlines and URLs. We have created a software tool that schedules repeating Google searches for the news articles and collects the results in a database, enabling the user to aggregate and analyse them to produce ranked tables of sites that reference the news articles. Using data mining techniques we can analyse data so that resultant ranking reflects an overall aggregate score, taking into account multiple datasets, and this shows the most relevant places on the internet where the story is discussed. To answer the second question, we introduce the WeGov toolbox as a tool for analysing citizens’ comments and behaviour pertaining to news stories. We first use the tool for identifying social network discussions, using different strategies for Facebook and Twitter. We apply different analysis components to analyse the data to distil the essence of the social network users’ comments, to determine influential users and identify important comments.
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The work reported here has been done within the context of the WeGov IST FP7 project. The project’s primary remit is to enable effective dialogue and engagement between governments and citizens, and a key feature of the project is that it uses social networking sites (SNS) as the primary communication channel. Before the project, there were a number of efforts to engage citizens with governmental policy, mainly using bespoke websites whose main drawback was that...
they were rarely used (see Hansard Society, 2009 for an example). WeGov is aiming to address this drawback by using tools the citizens already use: social networking sites, blogs, forums, etc.

The project supports its target audience of governmental policy makers with tools to enrich the dialogue with citizens on SNS. The project’s philosophy has been to develop a set of tools enabling the user to find and analyse SNS postings, and to make responses into SNS; along with a dashboard-based environment where the tools can be used individually or together.

In this paper, we provide two related case studies to illustrate how the WeGov project can assist a policy maker, and both these case studies fall within the same scenario. During initial meetings with external end users, a particular need of WeGov’s target users, governmental policy makers, was requested. This is the gathering citizens’ opinions as feedback to a particular statement by a politician. The first WeGov prototype covered this scenario as a basic use case. Here, the policy-maker posts a statement into a social network, collects the citizens’ feedback (where it is publicly available) and runs the analysis components on the feedback. The result is a summary of the key themes and opinions over the sum total of the citizens’ comments REFERENCES TO: Wandhöfer et al, 2010.

The initial toolbox was presented to 29 office employees working for a parliamentarian of the German Bundestag with the aim of gathering feedback for the further development process REFERENCES TO: WeGov, 2011. During discussions with them, the consensus was that parliamentarians’ posts are unlikely to solicit a large amount of feedback, unless the politician is high-profile: “ordinary” parliamentarians’ posts typically generate below 100 comments. They confirmed that the requirement to test citizens’ reactions to politicians’ statements is important, but they need more comments to provide a statistically significant sample of opinions.

A modification of the original use case was proposed by the Bundestag employees, where politicians’ statements are covered on the internet through news articles, which are in turn disseminated and discussed by citizens. Figure 1 outlines “The Newspaper Story” which capitalises on the effect of “indirect injections” REFERENCES TO: Joshi et al, 2011 – this means the politician’s statement is disseminated by citizens rather than the politician. For example, a news article is written around the statement, and this is discussed over many different locations by citizens.

In the example in Figure 1, www.bbc.co.uk published a news article with the headline “State multiculturalism has failed, says David Cameron”. Internet news sites provide the opportunity for readers to share and discuss news articles over diverse internet locations, and thus the story may be propagated and discussed in many places on the internet by citizens. This news article was shared 31,309 times on Facebook and 1,922 times on Twitter.

In addition to the question of finding where discussions are taking place, there is also the question of understanding what is being said. In many cases there will be a large number of postings made by citizens and the policy-makers need a way of summarising the discussions to determine the overriding sentiments and themes of the discussion. However, given the potentially large numbers of postings, manual analysis ranges from very difficult to impossible.

The scenario above gives rise to two major challenges related to finding and understanding the discussions:

• Where are citizens discussing the news stories related to their policies?
• What is the essence of the citizens’ discussions?

Should the policy maker wish to engage with the citizens discussing the policies, an additional subsidiary question arises:

• Who are the influential users, and which are the influential comments or posts?

We thus had two major challenges to address in our work, and the results are reported in this paper. This paper has two major sections, each addressing one of the challenges above. Section 1 addresses the question of locating where discussions are taking place and Section 2 describes how we can take a discussion on the popular social networks and summarise the many comments and postings that make up a discussion of a news story. Section 2 also discusses the approach to addressing the subsidiary question of influential users and posts. We then wrap up with a brief conclusion.

1. Where Discussions are Found

Addressing the challenge of finding discussions related to a news story (step 5 in Figure 1) is the core of the work described in this section: to identify the websites where a news article is disseminated and discussed.

Once we had a good idea of the core problem to be addressed, and began to consider its implications, a number of related challenges presented themselves. These are discussed next, and determine our requirements.

• Once people start sharing the news article, discussion spreads out over different sites. This adds a new dimension to the requirements – it would be most helpful to the policy-maker to track where the discussion on an article occurs over time from initial publication of the article.
News events are not usually covered with a single news article on one website – it is more likely that there are multiple articles written from different perspectives in different newspapers and on different websites, and each generates their own set of comments from the citizens that read them. In addition, news events develop and multiple articles are written, adding new developments and analysis. This adds a further requirement: to be able to track reactions to multiple articles, and to group them into sets, so they can be presented to analysis in logical groups.

It is also probable that the policy maker does not know the exact news articles they wish to track, or they only know of a subset of articles, so a related requirement is to enable searching for news articles to “bootstrap” the tracking of reactions to them.

Finally, policy makers are often specialists in, or are responsible for, a certain discipline or topic area, and it would be most helpful to them to determine key sites that are worth monitoring for general discussion and ideas around this topic.

Given the problem statement and the requirements above, a number of research questions arose:

1. How can we find out where a news article is being discussed?
2. How do the discussions’ locations change over time?
3. How can we track a news story containing many news articles?
4. How can we find news articles related to a press release or an MP’s statement?
5. Which are the important places a policy maker needs to monitor for discussion of items relevant to them?

1.1. Strategy

Once we had identified the research questions, we determined methods and plans to provide answers to these questions:

- To address research question 1 (how to find where a news article was being discussed on the internet), we proposed a strategy whereby we perform internet searches for references to the news article and store the results in a database. The assumption underlying this strategy is that if the news story is referenced in a web page (i.e. it is returned as a hit in an internet search for the news article), then that web site has at least some relation to the news story.

- To track how the discussions’ locations changed over time (research question 2), we proposed to repeatedly (automatically) execute the same search on a regular basis, and store these results along with the original results in the database.

- Tracking a news story containing multiple articles (research question 3) is a matter of grouping searches and results together into a set for the story. This is simply a question of management of the searches and results; and maintaining links between sets of results, searches, news articles and news stories. We proposed to utilise relational database patterns to maintain these links - databases are well suited for this task.

- If we do not know the URL of the news articles we want to track, we will need to find the articles themselves (research question 4). For this we have proposed that we search selected newspapers’ websites for keywords from the press release or MP’s statement. The result set should be links to articles about the press release etc. Once we have this set of articles, they can be used as input to the strategies above.

- Finally, in order to determine useful sites for general monitoring (research question 5), we have proposed that we analyse groups of search results, to determine which web domains are most frequently featured, and how they are ranked.

- We also determined that we should be able to select arbitrary sets of search results for this analysis, so that we can determine the best sites given any set of results, from one single set to all sets. This enables maximum flexibility to “data mine” the search results. We should be able to determine their own groups – for example multiple stories may be related because they are
about a similar subject area. Grouping the results from these and analysing them produces a set of web domains pertinent for that subject area.

1.1.1. Searches

There are two main types of search. The first type is a search for comments and references to news articles. This is the major form of search (addressing research question 1, to find where news articles are being discussed), and returns result sets containing ordered hits for references to the news article. The second search type is a search for news articles given the text or keywords of an MP’s statement. This is used when the news articles are not known, and the results can feed into the search for comments and references to news articles. This addresses research question 4.

Searches for Comments and References to News Articles

The basic strategy we chose for this search was to automate data collection based on Google searches for places where the news article occurs, and to store the search results (hits) in a database. The same searches can be repeated periodically over time, and differences in where the news item is discussed can be highlighted.

The first thing we did was determine how to search the internet, and the solution was straightforward: we chose to use Google because it is the most popular search engine in the western world. It has by far the largest market share of the search engines, and appears to be the de facto choice for most users of the internet. As such, it is very likely to be used by many people who may want to comment on a news article – if someone wants to comment on a news article, they are likely to either:

- comment directly on the news site itself;
- comment on a website / SNS / forum / blog they already know about; or
- Google search for the news article to find places where it is being discussed.

Therefore using Google, we will find pages with comments from people who do any of these actions. We chose to perform two Google searches for each news article: firstly the article’s headline and secondly the news article’s web page URL. This enabled us to capture references to the news article (when the URL is quoted in a referring text), and the more general search for the headline, which uses natural language processing such as stemming, removal of stop words and fuzzy matching.

Google searching returns references to web pages (hits), ranked by Google’s proprietary algorithm. The Google ranking gives us a measure of how useful a hit will be. Google’s ranking of a search hit is important to us, as it determines the “popularity” of a site in response to the search, and we wish to find the most likely sites where people will go to make comments. Therefore our goal is in line with Google’s: to find the “best” sites for the search. We do not know the exact details of Google’s search algorithm as it is proprietary, but we do know it is founded upon citations – links to a web page behave as “votes” to increase its rank. What the algorithm contains is not important to us, but that it is used and relied upon by a vast user base, is. Google has a vested interest in returning useful hits to its users, and its market share indicates that it is doing just this.

To perform the actual searching, we used a Google Custom Search Engine (CSE) with automated control to repeatedly execute searches. The frequency of searching is configurable, and our initial configuration is that we search at the same time every other day. We created a relational database to hold the search results. For each hit in a search result set, we record the URL of a hit, its domain and the Google rank, as well as the search information such as the search query and

---

the date of searching. This enables us to perform analyses of how the ranking can change over time as well as aggregate analyses to determine the best sites given arbitrary sets of search results.

An example of search results for a news article, collected over a time period, is shown in Figure 2. The figure illustrates the relationship between the news article and repeated searches for its headline and URL, and also illustrates how we can address research question 2 (tracking the changes of discussion location for the news article over time).

![Figure 2: Example News Article, Associated Searches & Results](image)

The sets of hits in the search results above are analogous to the music charts denoting which records are the most popular at a given time. Our “hit parade” is of the top 100 web sites where the news article is discussed. The charts are updated periodically and web sites move up and down the chart according to their popularity. We also get new entrants to the chart and other web sites drop out of the top 100. Figure 2 illustrates this by showing the progress of some example websites — we can see the progress of domain A over time — it starts off at the top, and then drops down the list. Domain G is another example: it does not feature until the second search, but then rises to the top before tailing off. Figure 2 also illustrates that we may not get a full set of hits early on in the search, especially for a fresh news article. This is particularly true for the URL search, as it is highly specific and the search engine cannot use any natural language or fuzzy matching techniques to widen the result set. This is a desirable property for our purposes, as it means we are getting exact matches for the URL, and we can see its propagation.

**Searching for News Articles**

The second search type, where news articles themselves are found (research question 4), is only required when the news articles are not known, or the user wants to see newspaper reports of a particular policy statement. This search also uses Google, but requires that a limited section of the Internet is searched – we only want news websites to be searched here. We created a second Custom Search Engine (named here the “Newspaper CSE”), that only searched a sample of UK news and newspaper sites (for example www.bbc.co.uk/news, www.telegraph.co.uk, etc.).

The Newspaper CSE can be searched using keywords from a government press release or an MP’s statement, and because it is configured only to search newspaper and news sites, the results
will be news articles. These news articles can then be used as inputs to the other search type (references and comments) to see where the articles are discussed on the wider internet.

The choice of news sites is customisable; the Newspaper CSE can be altered at any time, so additional news sites can be included. The Newspaper CSE could also be targeted to a specific purpose, for example a subject area, or geographical location (the Newspaper CSE searches could be local newspapers rather than national ones).

1.2. Data Analysis

By utilising different criteria to group the search results, we can answer research questions 3 (tracking the discussion locations for multiple news articles related to a news story) and 5 (a general aggregated analysis showing useful sites given multiple different data sets).

The grouping process may be thought of as a form of data mining known as an OLAP cube\(^3\). This allows data to be grouped and analysed along different dimensions. The dimensions we can utilise are: story names / keywords / subject areas, web domains, dates and article titles.

An example OLAP cube for a complete story is shown in Figure 3, alongside an analogous set of searches for news articles. Here we are comparing news articles against dates, and showing the ranked set of domains for each article and date.

Figure 3: Example OLAP Cube

We can use slices from the OLAP cube as well – this means we are only interested in one value in a particular dimension. For example, if we are only considering one story keyword, we only have a single value on that dimension.

In OLAP-style analysis we often want to aggregate values in a particular axis so we can examine the effect of other axes on the overall result. For example we may wish to investigate the aggregated ranking of all news articles in our story and how it changes over time.

In the right hand side of Figure 3, this is collapsing the five layers into one and finding aggregated rankings in all the hit parades, taking into account all layers. This provides us with an overview of the top sites where the discussions on all our news articles are taking place over time, regardless of the articles.

We thus needed a means of aggregating the rankings, and we attempted different methods of determining the aggregated ranking. We originally attempted simple averaging, e.g. we took all the ranks for a particular web domain and computed their average. The major problem with this method was that it was highly sensitive to the number of records for that domain. If, for example, domain A had a single record at position 1, this would have an average value of 1, because there is only a single record. If domain B had ten records, and nine were at position 1 and the remaining record was at position 2, the average value would be 1.1. Given that the lower the average the better in this example, this means that the consistent high performer, domain B, with 9 top positions, was apparently outperformed by domain A, who only appeared once.

Next, we looked at different weighting algorithms, so as to give more importance to the higher positions, but these suffered similar problems to the straightforward average. It was therefore decided that we needed to take account of the number of occurrences a domain has, as well as its position in each occurrence. What we wanted to find was consistent good performers (e.g. domain B above), rather than ones with few high positions but no other records (who could be considered “lucky” without further evidence).

The Bayesian Average method\textsuperscript{4,5} is purpose-built for this task. It reduces the effect of anomalous values by considering the average number of occurrences for each domain as well as the average value per occurrence. It does this by calculating a corrected ranking that takes the number of occurrences a domain has into account using the two following principles: the more occurrences a domain has, the closer its corrected ranking value is to its uncorrected value; and the fewer occurrences a domain has, the closer its corrected ranking is to the average ranking value of all domains. Thus, the more times a domain appears in search results, the more “believable” its scores are.

After the data slicing, aggregation and Bayesian averaging, we have ranked tables of “chart positions” for each domain that take into account the way we have sliced the data, the chart positions and the number of votes for each chart position. Using this aggregation and the OLAP cube technique, we can show the aggregated ranking of multiple search results, for example:

- A single story (e.g. all the searches over time to date for the story)
- The time development of a single story (e.g. where discussions for all news articles in the story change over time)
- Multiple stories (e.g. the user can select related stories to find out where people are talking about them)
- One day (e.g. all searches on one single day independent of story)
- Everything (e.g. all results for all stories to date).

1.3. Results & Initial Evaluation

We implemented a software tool to perform the searches and analyses described above. We show here an example of its output for a case study of a news article. The main UI of the software tool with the article and its searches displayed is shown in Figure 4.


Figure 4: News Story Tracking

The example is based on a single news story, from the BBC news website. This concerned a story about plans for a national public-sector strike, published on 14 September 2011. Figure 5 shows a results page, showing the Bayesian Average ranking, position, and number of occurrences for different domains over all times the news article is searched for (14 September 2011 to 30 November 2011).

Figure 5: Bayesian Average Overall Rankings

Because they reference the news article, the sites can be useful places for the policy-maker to watch for opinions on their policy statements. In the results table, the domain is only shown, and we use this as a gateway to the actual results: we click on a domain and we can see the hits associated with that domain. A hit contains the URL of the page, Google’s “snippet” and the rank. The table is sorted by the Bayesian Average of the Google rankings. The smallest is first – this means the most interesting sites as determined by Google are at the top. The number of occurrences of each site indicates how many data points were used to compute the overall Bayesian Average ranking, and we can see that there are reasonable numbers of samples (i.e. search results) for each site. We can also see that www.bbc.co.uk is the highest position – this is reasonable and to be expected, since the BBC needs to index its own pages, but is rather obvious. This is no problem; it is a known good site, so we just look further down the list.

The “category” column allows the user to mark some sites as known good sites, or sites that are not useful. The policy maker can mark a site as “uninteresting” in the “category” column, and it is

---

ignored in this and all other result tables. The data from ignored sites is still collected and analysed, and the blacklist of uninteresting sites can be edited at any time to return the blacklisted sites to the analysis results.

The overall rankings may be broken down by time, and Figure 6 shows rankings per week. The results are grouped per week and are for the single news article. Here we see a more varied set of sites, and their positions change week by week. The arrows in the figure illustrate the movement of some particular domains, and we discuss one of them in more detail next.

Figure 6: Search Results - Bayesian Average Rankings per Week

The Digital Spy forums contained two threads that discussed the BBC news article, and was therefore a hit in the search. Digital Spy started off in position 3, peaked in the second week at position 2, and then dropped to position 5 before dropping out of the visible data. The first thread was simply discussing the article, and the first post included a link to the BBC news story. This thread had 120 posts – the first was made on 14 September 2011, and the last was made on 7 October 2011. The bulk of the activity was in the first week. The second thread was a poll about whether people supported the strike, together with opinions given in the thread. The thread accompanying the poll contained 522 posts, the first was made on 14 September 2011, and the last was made on 19 September 2011. The bulk of the posts were made over 15-18 September.

The pattern is common – an event occurs, and there is a flurry of activity concerning it, which peaks and then tails off. Given that there may be a lag in Google’s indexing of the Digital Spy forums, the activity on the forum and the rankings in the table give a reasonable match. The important point is there is genuine and useful debate in this forum. Other forums with debate on this topic were also highlighted by the results table.

This initial evaluation has demonstrated that the approach works, but it is worthwhile assessing the positive and negative aspects of the approach.

- **Positive aspects.** Firstly, our approach uses Google, the most popular search engine in the western world. Its performance is attested by the fact that millions of people use it daily. Secondly, the Bayesian average approach to aggregating search scores has the advantage that it reduces the effect of infrequent anomalous values, resulting in a score supported by the bulk of the data points. Finally, the approach allows the user to see the changes over time in the rankings of the sites discussing the article.

- **Negative aspects.** The major drawback with our approach is that the ranking of the results are determined by a proprietary and unknown algorithm. However, we can easily adopt another search engine without adjustment of our technique. Another drawback is

---


8 Do you support the union strikes? URL: http://forums.digitalspy.co.uk/showthread.php?t=1534436 (Retrieved 8 December 2011).
that in order to see where discussion of a story changes over time, the story has to be tracked from its beginning. Automation can assist here – the user can specify queries to find news stories as they happen, and these can be tracked automatically. A further drawback is that our approach is based on a numerical aggregation of rankings to determine the relevance or popularity of a site pertaining to a particular query – no account is taken of the actual postings on the sites. The lexical analysis of postings is addressed in other aspects of the WeGov project (see for example Sizov, 2010), and this work provides starting points for searches that can provide input to these analyses.

2. Summarisation of Discussions on Social Networks

Once we have determined where people are talking about a news item, we next want to understand what they are saying. This work addresses the challenge of sifting through a potential deluge of comments and posts from social network to find the key themes, sentiments and postings. Once we have understood what is being said, in order to fully interact with citizens on the social networks, we will need to know the key users and posts we should respond to, retweet or follow. In this section we aim to address these questions through introduction of the use of the WeGov toolkit, and illustrations of its use with an example of discussions about a news article on the social networking sites Facebook and Twitter.

2.1. Starting with BBC News Story

On 11 November 2012 (Last update at 21:37 GMT) the BBC published the news story “Israel fires warning shots ‘after Syria mortar strike’” on its web page. Figure 7 shows the screenshot with the news story, and readers can share and discuss the stories. Here the grey box displays that readers shared the story 2,733 times on Facebook and 755 times on Twitter. We know in general the sites where discussions were taking place, but there is no functionality to retrace how the story was disseminated within the social networks and what comments users made.

Figure 7: BBC News Story

---

2.1.1. Seed Posts on Twitter and Facebook

On 11 November at 13:24 GMT the news story was published on Twitter via the BBC Breaking News\textsuperscript{10} profile. Figure 8 (Cp. left) shows the screenshot of the tweet and additional information: In total 332 users retweeted the message and 25 users marked the tweet as a favourite tweet. The functionalities for replying to the user, for retweeting the message to the own followers and for highlighting the tweet as a favourite are directly available under the message.

After the story was published on Twitter, at 14:12 GMT on the same day, the BBC shared the news story on its Facebook page BBC World News\textsuperscript{11}. Figure 8 (Cp. right) shows the screenshot of the BBC post. This created 482 comments and 199 shares on Facebook, at the time of writing. The shared link refers again to the web page with the news story.

![Figure 8: BBC News Story Published on Twitter\textsuperscript{12} (Cp. left) and Facebook\textsuperscript{13} (Cp. right)](image)

From the number of comments and shares of the story on Facebook and Twitter, determining the reaction to it manually would be very difficult. In addition, at the time of writing, the story was quite new, so there is a strong chance that more comments will follow, making the problem more challenging.

\textsuperscript{10} Official Twitter Account BBC Breaking News. URL: https://twitter.com/BBCBreaking (Retrieved 18 November 2012).


\textsuperscript{12} News story Twitter account BBC Breaking News. URL: https://twitter.com/BBCBreaking/status/267603641077219328 (Retrieved 18 November 2012).

\textsuperscript{13} BBC news story published on the BBC World News Facebook page. URL: https://www.facebook.com/bbcworldnews/posts/29708828378730675 (Retrieved 18 November 2012).
Our approach of providing automated tools to summarise the themes and opinions in the discussions is presented in the remainder of this section. Our approach is implemented as a kit of search and analysis tools for discussions on social networking sites, integrated into the so-called “WeGov Toolbox”, and this is described next.

2.2. Introducing the WeGov Toolbox

WeGov is a web-based system that enables the user to collect and analyse social network postings and users, and to inject posts into social networks. The system is deployed and hosted at a server, and the user connects to this using their web browser. The key features of WeGov are as follows.

- The user can specify and run searches on social networks and feed the search results into WeGov’s two analysis components to provide summaries and automated insights into the (sometimes very large) data set returned from the social networks.
- The user can search on the two social networks currently supported: Facebook and Twitter. On Facebook, the user can monitor public groups and pages: the user can instruct WeGov to collect posts and comments on those posts from a Facebook group or page by specifying the URL of the page. On Twitter, the user can search for keywords or hashtags. Searches can be scheduled, so that they repeat automatically. This is useful for collecting data over an extended period, which is particularly suitable for monitoring a news story. The system is designed so that when a search is executed multiple times by a schedule, it will not collect any duplicate posts, as duplicates can skew analysis results.
- The first of the analysis components of WeGov is behaviour analysis, developed by the Open University, Knowledge Media Institute (KMi), which monitors the discussion activity, categorises users into behaviour types and highlights posts and users to watch.
- The second analysis component is topic-opinion analysis developed by the University of Koblenz, which determines themes of the documents (posts, comments, etc) in the discussion by identifying sets of terms that frequently occur together in multiple posts and grouping them together into topic groups. In addition, opinions are determined by sentiment analysis, and the topic groups can be measured in terms of whether they express positive or negative opinion.
- WeGov presents data in two formats: “widgets” and “advanced”. Both formats provide search and analysis functions: widgets provide simple and quick functionality whilst the advanced search and analysis provides more control and flexibility in the way results can be viewed.
- We have adopted a methodical approach for the development process of the software with frequent and iterative end user engagement REFERENCE TO: Wandhöfer et al, 2012 so as to get requirements and feedback on development progress REFERENCE TO: Joshi et al, 2012. As part of user engagement, a number of use cases were designed showing how the WeGov analysis tools could provide a two-way dialogue with citizens REFERENCE TO: Addis et al, 2010, and the work reported here develops one of these use cases.
- An important aspect of the work in WeGov is to protect the rights and privacy of citizens and policy makers. To address this, a legal and ethical analysis was conducted to provide us with an understanding of data protection issues and give an insight into transparency. This work has influenced the design and use of all parts of the toolbox, and has been reported elsewhere (Wilson & Fletcher, 2010). The impact is has on the work here is that we only collect posts from publicly-accessible sources.
2.2.1. Analysis Tools

WeGov’s analysis tools provide the functionality to address the challenge of what people are saying, and because of their relevance to addressing the challenge, they are discussed in more detail next.

Discussion Activity Analysis

With billions of users generating information in online communities, it is becoming increasingly important to distinguish those users who are most likely to generate more activity than others. This knowledge will help policy makers focus their attention on popular discussions and leading users. To this end, the WeGov analysis tools study the characteristics of those posts and users that generate lengthy discussions within the network. This study is based on the extraction of the following user and content features: REFERENCES LIST Rowe et al, (2011a) & (2011b)

- **User features** describe the author, ‘U’, of a post by capturing his standing and engagement in the system. These features are: in-degree (number of users following U), out-degree (number of users U follows), post count (number of posts U has made), user age (the length of time U has been a member of the community), and post rate (number of posts made by U per day)

- **Content features** define quality measures of a post ‘P’ such as novelty of language, sentiment and time of posting. These features are: post length (number of words), complexity (cumulative entropy of P’s terms to gauge the concentration and dispersion of language), readability (Gunning fog index, gauging how hard the post is to parse by humans), referral count (number of hyperlinks within the post), time in day (number of minutes through the day), informativeness (the novelty of the post’s terms with respect to other posts), and polarity (average polarity of the post using Sentiwordnet[^14]).

The objective of this WeGov analysis is to distinguish the key user and content features that spike activity in an online community. Identifying important features and predicting high-attention posts offer two benefits to the policy maker. Firstly, it assists the policy maker in focusing his attention where the largest participation occurs therefore maximising his own involvement to the community. Secondly, it provides the policy maker with recommendations on where and when to make their own posts (content placement strategies) for provoking high activity around his own posts.

Predicting the discussion activity a given post is likely to generate is carried out in two steps:

- **Identifying seed posts:** A seed post, ‘P’, is a post that generates at least one reply. The goal of this step is to understand which of the User and Content features render P as a seed and to provide classification models that are able to identify seed posts from non-seed posts. For this purpose, three different classification models (Naïve Bayes, Maximum Entropy and J48 decision tree) are assessed using user features, content features, and the combination of both. We use F-measure, precision, recall and the area under the ROC curve to measure the accuracy of these models so that we select the best performing one. Once the best-performing seed classification model is selected we analyse which features are the most important in identifying seeds. For this purpose, we remove one feature at a time from the best performing model and measure the reduction in accuracy. The outcome of this step is the ranking of the features that helps us identify seed posts from non-seed posts.

- **Predicting Activity levels:** The goal of this step is to rank the previously identified seed posts, sorting in the higher positions those ones that are predicted to generated higher levels of attention (number of replies). The ranking of seeds post is done by means of a regression model. In order to choose the most accurate model three different regression models (Linear Isotonic and Support Vector Regression) are assessed considering user features, content features and the combination of both. To evaluate these models we compare their output with

the actual rank based on activity volume (number of replies) by using the Normalised Discounted Cumulative Gain (nDCG) evaluation metric. Once the best model has been selected we assess the relevance of the features by looking at the model coefficients and how they are associated with activity volume.

We performed this analysis on different datasets collected from online communities. In the scope of the WeGov Project we analysed a large (1.5M posts) randomly collected dataset from Twitter. The results of our analysis indicate that in order to generate attention the content of the post is more important than the reputation of the user within the SNS. In particular, those posts that generate high levels of attention generally fit the following characteristics: are NOT written in the afternoon (time of the day), are written in a familiar language to the users of the networks (i.e., high readability and low Informativeness), are written by users who follows a lot of people, i.e., listen what others say (high out-degree), and tend to be negative (negative polarity of the post).

User Behaviour Analysis

The User Behaviour Analysis component aims to monitor and capture citizen’s behaviour over time. This analysis draws the attention of the policy maker to a smaller, more manageable, set of users, with whom he may want to engage more closely (read their contributions, monitor their opinion, answer their questions, invite to participate in further discussions, surveys etc.). This analysis is particularly useful when there is a large number of participants that the policy maker cannot possibly pay equal attention to. The behaviour analysis categorizes users in online communities with the roles they hold in the context of these communities and in a specified timeframe. To perform such labelling we first need to capture the behaviour of users in online communities, define what sort of behaviour is associated with particular roles and classify user’s in different roles according to their exhibited behaviour. REFERENCES LIST Angeletou et al, (2011) & Rowe et al, (2012)

The behaviour and role analysis literature showed a large divergence in roles. The identified roles are generally subjective (i.e., no empirical basis drives their derivation) and their assignment is down to the interpreter. There role identification approaches are divisible into two main types: (i) interpretive analysis (ethnography, surveys, and interviews) and, (ii) structural analysis (formal computational methods). For the purpose of this work, we analyse a dataset of more than 1.5M posts (randomly collected from Twitter) following one of the more formal structural analysis methods found in the literature at the time of writing REFERENCE TO: Chan et al, 2010 and empirically derive the following set of roles:

For representing users in Twitter, we selected the roles of:

- Broadcaster (users who post a lot and are followed a lot but rarely follow anyone),
- Information Source (users who post a lot, are followed by many people but they also follow many people themselves),
- Information Seeker (users who follow many users but do not post frequently themselves),
- Rare Poster (users who post very rarely) and
- Daily User (users who follow and are followed by an average number of users, and that posts with a medium level frequency).

- For associating users with roles in a particular community and time frame the behaviour features of each users (post-rate, in-degree, out-degree, etc.) are compared against the features that characterize each role. For example, in order for a user to be classed as an Information Source he should have high values of post-rate and out-degree. The outcome of this step is the classification of a given set of users into roles that best represent their behaviour.
Analysis of Topics and Opinions

In many cases, discussion tracks in social media become quite long and complex. Stakeholders of WeGov technology (such as politicians, political researchers, active users) are often interested in gaining a quick overview of such a discussion, including understanding its thematic aspects, identifying key pro and contra arguments and finding the most influential users. However, completely reading hundreds (or even thousands) of posts is a time-consuming enterprise. The Topic-Opinion Analysis toolbox of WeGov aims to provide appropriate summarization techniques by identifying latent themes of discussion (topics), most relevant contributions and arguments for each topic, as well as identifying the most active users that influenced a certain aspect of discussion. REFERENCE TO: Sizov, 2010. The topic-opinion tool employs state of the art methods of Bayesian learning and opinion mining for finding the most relevant pieces of information that should be presented to the user, and these are briefly described next.

Modelling topics: Probabilistic Bayesian models are used for mining the latent semantic structure of the online discussion. The WeGov approach can be seen as an extension to the state-of-the-art method coined “Latent Dirichlet Allocation” (LDA). The collection of postings is represented by means of probabilistic distributions over terms (words) that appear in particular discussion postings with different frequencies. The Bayesian learning process provides estimates of multinomial distributions over terms for a limited number of topics (themes). In other words, each topic can be characterized by its most relevant terms. Consequently, postings are represented by means of distributions over topics. Postings that belong to a certain topic with high probability are considered as most characteristic examples for the certain aspect of online discussion.

Modelling opinions: The WeGov toolbox employs state of the art techniques for mining user opinions and affect states. Conceptually, they are based on structured vocabularies of affect-specific terms (including ANEW, LIWC, ADU, WordNet-Affect) that indicate a certain emotional state of the posting writer (e.g. scepticism, positive or negative emotions, anger, etc.). Consequently, postings with strong, characteristic opinion/emotion expressions are selected for presentation to the user.

Topic-opinion summarization: Results of topic and opinion analysis are combined for achieving suitable diversification of content that will be presented to the user. First, candidate postings are chosen with respect to their high relevance regarding particular discussion aspects (i.e. topics). Second, for each pre-selected posting, the opinion/emotion analysis is performed. The output is constructed in such a way that a) all topics identified in the dataset are appropriately reflected, and b) postings chosen for each topic reflect different opinions and emotions. As a result, the output contains a limited number of “must-see-first” contributions from the online discussions, covering a broad spectrum of its contextual and emotional facets. Furthermore, the toolbox output contains most characteristic terms for each topic that can be presented to the user as an explanation of the latent discussion structure.

The topic-opinion tool has been evaluated in various realistic settings, including summarization of Twitter tracks of postings, comments to editorial articles on Yahoo News, and commented online blogs of political parties. In all cases, the diversified summaries of discussion tracks have been positively evaluated by test users as a helpful tool for gaining a quick and systematic overview over long and fragmented discussion tracks. Quantitative evaluations have shown that the use of the topic-opinion tool allows for a statistically significant reduction of the time necessary for reading and analysing online discussions.

2.3. Strategy to Make Use of the WeGov Toolbox

For this paper we are using the WeGov toolbox to identify the posts that are shared by users on Facebook and Twitter. Afterwards the comments will be stored within a database and analysed by the analysis components that are provided by the WeGov toolbox. Facebook and Twitter work different concerning the dissemination of posts. Hence we are using two diverse strategies.
2.3.1. Twitter

For demonstrating the WeGov analysis we started with the seed post of the BBC Breaking News account on Twitter. The BBC tweet includes the URL that refers to the news story on the BBC web page and the text message: "Israeli forces confirm they fired warning shots into Syria after mortar from Syria exploded in Israeli-occupied Golan". We used this text message as input for identifying tweets with similar content on Twitter:

- Two days after the seed post – 13 November 2012, at 13:20:17 GMT, we queried the Twitter web page to have a comparison against the WeGov search. The result page included 22 users that shared the similar content.

- Figure 9 shows the screenshot of tweets we queried with the WeGov toolbox nearly the same time we ran the Twitter search – 13 November 2012, at 13:19:56 GMT. Here we used the same search query and got a collection with 304 instead of 22 tweets via the Twitter web page.

![Figure 9: Twitter Search via WeGov Toolbox](image)

Searching Twitter via the WeGov toolbox provides end users a richer result set and further functionality to work with the data collection. Figure 9 shows the WeGov advanced search that we used to query similar posts to the seed post. Here the user got a list with 304 tweets that is sorted chronologically and can be reviewed by the user from the first to the last post. Each WeGov user gets a unique account that allows the storing of data. The lower third of Figure 9 shows the "Search History" that currently displays the last query with a bar highlighted in orange. To analyse the posts, we select this last search by activating the checkbox at the left hand side of the search summary.

---

15 Twitter query. URL: http://tiny.cc/rr60nw (Retrieved 18 November 2012).
and confirm the analysis process by clicking the orange coloured “Analyse” button. The WeGov toolbox provides the following analyses on the collection of 304 tweets.

**Frequency of Tweets and User Roles Analysis**

The first analysis provides a graphical overview of the frequency of tweets when they were published. Figure 10 shows a curve that consists of 32 checkpoints over a 2 ½-day period after the story was published on the BBC’s website. Each checkpoint was plotted nearly every hour. The curve shows a common pattern: most activity about a news story is typically close to its publication time, when it is still fresh and interesting. The analysis identified the first checkpoint as the maximum peak (11 November 2012, at 12:24 GMT) with 226 tweets. Therefore this was the time when most of the tweets were published. Already one hour later the second checkpoint (11 November 2012, at 13:25 GMT) shows only 32 tweets. The next five checkpoints show that the users’ activity decreased continuously. After the seventh checkpoint each of them shows between zero and two published tweets.

The second analysis provides a classification of the authors of the 304 tweets into the roles described previously in Section 2.2.1. Figure 10 shows how the user roles’ analysis is translated in the user interface of the WeGov toolbox. The pie chart on the right hand side consists of five parts with different sizes. The orange coloured part shows that 77% of users are “Daily User” — this means they are publishing daily tweets and following the activities on Twitter frequently. The second biggest part is the “Rare Poster” — this means 15% of the total amount of users who shared the message are normally publishing on Twitter very rarely. Hence this information seems to be very important to them. The smallest parts are the roles “Information Seeker” (4%), “Information Source” (3%) and “Broadcaster” (1%). Concerning the “Information Seeker”, which characteristic is rather getting than publishing information, the tweet seems to be very important for them. The “Information Source” is well connected on Twitter and very active within discussion. They might be interesting to identify third party statements that their followers have replied. The “Broadcaster” is with 1% the smallest group. This can be explained with the background that these users — typically the press — publish their own seed posts rather than re-tweeting messages from third party news providers. The user roles are available via the WeGov toolbox. The total numbers are 152 “Daily User”, 29 “Rare Poster”, eight “Information Seeker”, six “Information Source”, and two “Broadcasters”.

**Top five Users and Tweets to Watch**

Figure 11 shows the output of the WeGov discussion activity analysis. The analysis shows the top five users to watch (see left hand side) and the top five tweets to watch (see right hand side).
While the scores for the tweets show its impact on Twitter the score for each user shows the impact of the user in general. For both lists the BBC Breaking News account is the top scorer with 0.94 for the user score and 0.9386 for the single tweet score. This ranking seems realistic because BBC Breaking News has a big standing on Twitter (over four million followers) and users re-tweeted the BBC’s message. The second rank is held by the BBC News (World) profile. The score is 0.73 for the impact of the user and 0.7342 for the impact of the tweet. From the third position the score is quite smaller and the ranking of users is different in both lists.

Figure 11: WeGov Analysis Components – Top Users to Watch (Cp. left) and Top Posts to Watch (Cp. right)

The WeGov toolbox provides the opportunity to engage with all users that are shown in the top lists. In the WeGov User Interface, the user name is interlinked with Twitter and provides the standard Twitter functionality within a new frame, meaning the WeGov user can directly follow the users, write a tweet to the user, reply to a user’s tweet, re-tweet a user’s tweet or highlight it as a favourite. The URLs that are embedded within the tweets are also clickable and can be seen within a new frame.

2.3.2. Facebook

We used a different strategy for Facebook than we did for Twitter. Facebook itself provides a good starting point for identifying shared posts and comments for an initial seed post, so is a good place to get reactions to news stories. If one post is shared by a user Facebook provides an icon to show the total number of shares. When the user clicks on the icon, the application shows a list with all the users that shared the seed post with their own network. In addition to the user names the list includes all comments from third party users, who commented on the shared posts.

Identifying Shared Posts

As one concrete example we started with the BBC seed post “Israel fires ‘warning’ into Syria”. Figure 8 shows that the seed post was shared 198 times by Facebook users. Hence we manually analysed this to identify all shared posts that generated user comments. Table 1 show that nine of the 198 shared posts were also commented by friends of the nine users (Cp. lines 1-9). Line 0 shows even the seed post. The table shows the user names in the first column and the IDs to identify the shared posts in the second column. The discussions can be retrieved by extending the

---

16 Official Twitter account BBC News (World). URL: https://twitter.com/BBCWorld (Retrieved 18 November 2012)
Facebook domain with the post ID. The example for the seed post is https://www.facebook.com/59145437587_297088283728675.

<table>
<thead>
<tr>
<th>Facebook User</th>
<th>Post ID</th>
<th>Characteristic of post</th>
<th>Amount of comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 bbcworldnews</td>
<td>59145437587_297088283728675</td>
<td>Seed post</td>
<td>361</td>
</tr>
<tr>
<td>1 anonymized user 1</td>
<td>1000021766111146_405767042828091</td>
<td>Shared post</td>
<td>8</td>
</tr>
<tr>
<td>2 anonymized user 2</td>
<td>100002438768018_442412382483272</td>
<td>Shared post</td>
<td>1</td>
</tr>
<tr>
<td>3 anonymized user 3</td>
<td>1060137943_130459803772792</td>
<td>Shared post</td>
<td>2</td>
</tr>
<tr>
<td>4 anonymized user 4</td>
<td>175698555581824_296466607129144</td>
<td>Shared post</td>
<td>3</td>
</tr>
<tr>
<td>5 anonymized user 5</td>
<td>100002367606370_437094809673191</td>
<td>Shared post</td>
<td>1</td>
</tr>
<tr>
<td>6 anonymized user 6</td>
<td>515110789_170151173124236</td>
<td>Shared post</td>
<td>5</td>
</tr>
<tr>
<td>7 anonymized user 7</td>
<td>100001589968872_508650732493113</td>
<td>Shared post</td>
<td>2</td>
</tr>
<tr>
<td>8 anonymized user 8</td>
<td>100001441730180_165574513585108</td>
<td>Shared post</td>
<td>3</td>
</tr>
<tr>
<td>9 anonymized user 9</td>
<td>616624506_366871953403288</td>
<td>Shared post</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Facebook Users who shared a seed post and aggregated comments on their shares

Within the next step we used the nine identified seed post IDs (e.g. 1000021766111146_405767042828091) as input for the WeGov advanced search. After the toolbox successfully collected the tweets we selected all the searches as input to start the topic analysis.

**Topic Opinion Analysis**

Topic-opinion analysis is intended to provide quick summaries of the themes in a debate and the opinions expressed by the citizens on the social networks. As an example of this, Figure 12 shows the topic analysis results when the input was multiple sets of responses on Facebook to the BBC news story, sorted by the number of posts.
Each line includes a list of five keywords that build the topic (e.g. “Israel”, “Syria”, “golan”, “trying”, “rebels”). The next column shows the number of tweets that are sorted to each topic (e.g. 34 tweets for the first topic). The last two columns show the sentiment and controversy of tweets that are measured for each of the twelve topics. The indication of sentiment shows if the tweets that are related to one topic are rather positive, neutral or negative. The indication of controversy shows the ratio of positive and negative posts.

The purpose of the analysis and showing the keywords is to give the user an idea of the posts in each topic group. For example the second post from the top (topic ID 9) contains the words “Israel”, “Golan”, “Peace”, “Kill”, “Wars”, so it is a reasonable assumption that the posts in this topic will concern aggressive activity in the Golan Heights. The user can click on the arrow to the left of the topic ID, and this will expand the topic group to show the posts inside if required, and an example is shown in Figure 13.
By using the toolkit to summarise the debates, the user can quickly get a feel for the content of the comments people are making, and this helps them to navigate quickly through the deluge of information facing them when they are searching for reactions to the news stories. Once they have the overview of the themes and sentiments, the user can dig into the detail further if they so wish.

3. Conclusions

First this paper has described how we addressed two major questions a governmental policy maker has when they want to determine the reaction to policies or proposals:

- where are citizens discussing the policy or proposal?; and
- what are they saying?

To answer the first question, our strategy was to assume that news articles are written about the policy statements, and these are discussed over the internet. To enable us to find these discussions, we automatically scheduled and repeated Google searches for references to news articles’ headlines and URLs. We collected the results in a database, enabling us to aggregate and analyse them to produce ranked tables of sites that reference each news article. Using data mining techniques such as the OLAP cube, we can group data so that the result reflects an overall aggregate score, taking into account multiple datasets, averaging out individual differences. We can also examine the differences between datasets, for example how the sites where the article is discussed change over time.

To answer the second question about comprehending large discussion threads from the internet, this paper has described how the WeGov toolbox, as an analysis environment for social networks, can be used to identify and analyse discussions that refer to one news story. We looked at seed posts on Facebook and Twitter posted by the BBC that refer to a particular BBC news story, and showed different strategies to find user comments in different areas of social networks. After the data collecting process we showed different analysis components that are available throughout the WeGov toolbox to support the policy maker’s everyday work. To provide summarisation of the discussion threads, we have used “topic-opinion” analysis to provide appropriate summarization.
techniques by identifying latent themes of discussion (topics), most relevant contributions and arguments for each topic, as well as identifying the most active users that influenced a certain aspect of discussion. Here we showed a table with ten topics and scales to visualize the number of posts, the value for the sentiment and as well the value for the controversy.

The scenario also provided additional questions, should the policy maker wish to interact with the population discussing their policy. In order to maximise the engagement, the policy maker needs to find out who are the most influential users and comments in the discussion. For this we applied further analyses. Firstly, we used “discussion activity”. This distinguishes those users who are most likely to generate more activity than others. Secondly, we used behaviour analysis. This categorizes users in online communities with the roles they hold in the context of these communities and in a specified timeframe.

Combined or separately, these tools and techniques provide a novel way for governmental policy makers to gauge reaction to their policies, and interact with key members of the population.
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