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**Introduction**

Policy practitioners do not need to be reminded that the world is complex but our research methods have been slow to respond to this reality (Head, 2008). Policy action is by definition about causing an outcome that is different from what would otherwise have happened. It requires intervention in complexity. This article argues that the challenge for policy-related research is therefore one of understanding *complex causality* when causes are to be found in the conditions that combine together in ‘cases’, including the emergence of ‘outcomes’ as a result of these combinations (Ragin, 2000). Complex causality has been demonstrated for many social phenomena and is the context in which much policy intervention occurs (Blackman, 2006; Head, 2008; Cooper and Glaesser, 2010). But we need to go beyond the term as a general description of ‘wicked issues’ and understand what it really means for how our research methods can help inform what policy practitioners should do.

Policy action intervenes in cases, such as households with children living below a certain income threshold or organisations failing on a performance measure. These cases are systems, and policy-related research aims “to find out how systems work”, the task of all sciences according to Bunge (2004: 207). Yet our research methods, in their most widely used conventional forms, are remarkably ill-suited to this task. Many quantitative studies claim to identify the ‘independent’ effects of ‘variables’ on an outcome, but what effects can really be regarded as ‘independent’ in a complex world, and what causal power can a ‘variable’ have when variables have no existence beyond the cases in which their particular values are embodied? In the social world, intervening to change the value of an ‘independent’ variable is unlikely to produce the change in an outcome variable that conventional statistical models predict because social systems are open systems with multiple interactions that determine a possible range of outcomes. For example, a variable can have a different effect
on an outcome depending on what combination of other variables it is part of, and this varies from case to case. We see this in the example of tackling health inequalities discussed later.

Qualitative research is often advocated as the best way to capture the complexity of social phenomena, but even rich case studies full of insight about how things happen are very limited in answering ‘why’ questions without the systematic comparison of cases that would enable us to understand causation, which is essential to policy intervention. Qualitative case studies would be all we could use to understand how systems work if all systems were unique, but they are not because systems group into types. So another way of putting the challenge for policy-related research is to find the combinations of conditions and outcomes that represent sub-types of system, where the same kinds of mechanism are at work. Policy action is then about moving systems of a particular type from one sub-type to another: for example, moving households with children from below to above a poverty threshold or organisations from poor to good performance. To elaborate further on this challenge, it is not just to find the methods that can do this but to build “middle range theory”. This is theory that highlights “the heart of the story by isolating a few explanatory factors that explain important but delimited aspects of the outcomes to be explained” (Hedström and Ylikoski, 2010: 61).

With the social sciences increasingly expected to demonstrate relevance and impact from their public funding, it is their contribution to how to achieve policy objectives in complex circumstances where this return on investment is frequently promised. It is often argued that complex policy interventions pose methodological difficulties that have greatly limited the amount of useful evidence on which they can be based, especially evaluations (Coote et al, 2004). However, my argument is that it is the aptness of our methods that is the main problem. This is not an argument for greater methodological sophistication: sophisticated methods may impress academic reviewers but risk a loss of transparency for research users faced with what they may see as arcane and impenetrable publications (Oliver and McDaid
Policy practitioners work under time pressure and if there is not a return from studying research evidence in the form of clear, actionable findings that improve on pre-existing know how or official guidance, the motivation to seek and use evidence is unlikely to be there.

The lack of evidence may also reflect the ‘independence’ of academic researchers. Although this should mean an engagement with policy interventions based on standards of research integrity, academic detachment can in fact mean that policy challenges either fail to get attention or are framed and investigated in ways that are not useful or actionable. Other research questions may be regarded as more interesting or important, more worthy of academic recognition, or more deliverable and therefore publishable (Coote et al, 2004).

This article sets out to re-think policy-related research as about case studies, although not of the conventional qualitative research type, and not as a detached academic exercise but as a process co-produced with practitioners and their ‘case work’, whether individuals, organisations or places. I draw on complexity theory to understand ‘cases’ as systems and variables as descriptions of system conditions rather than abstracted measures in an unreal statistical space. I argue that where the policy scenario is one of intervening in multiple systems of a particular type, we can use the method of Qualitative Comparative Analysis (QCA) to derive contextualised explanations of causal processes and why interventions work or not. In concluding I suggest that QCA also has promise as a way of designing interventions.

**Complexity and methods**
Quantitative analyses are still often regarded as ‘hard’ evidence, despite the difficulty of interpreting what a correlation coefficient or odds ratio actually implies for practical intervention and the refusal of many aspects of the social world to conform to the assumptions that underpin common quantitative techniques (Cooper and Glaesser, 2010). In particular, great care is needed in characterising the world with means and variances when ‘non-averageness’ is typical and a mean, even qualified by a measure of the spread of values around it, has no embodiment in any actual cases (Pawson and Tilley, 1997; Liebovitch and Scheurle, 2000; Chapman, 2004). Similarly, an effect may be demonstrated statistically but as already noted it can still be unclear whether it will occur in a particular case because the context of each case can be so different. In some straightforward situations this approach may be adequate: a correlation may be strong enough among a homogeneous population of cases for an intervention, which shifts the value of an ‘independent variable’, to achieve a desired outcome across many cases as traced by the ‘outcome variable’. But, overall, a lack of understanding of context as well as a dearth of information about the causal complexity involved are major drawbacks of much quantitative policy research (Exworthy et al, 2006; Petticrew et al, 2009; Ahmed et al, 2010; Hoddinott, Britten and Pill, 2010).

While it might be argued that knowing that something is probably true or likely to occur is better than nothing, treating context as a confounding factor, this does not help us explain causal processes, which needs a case-based approach. It is the cases we need to know about, not generalisations abstracted from them. We might, however, also problematise the term ‘cases’ - rather than only challenge the reality of variables - and indeed how cases are framed is an interpretive decision (Fischer, 2003; Byrne and Ragin, 2009). But these are judgements we make to the best of our knowledge. Cases, as social systems, are posited as representations of actual reality while variables are not real and exist only insofar as they are embodied in cases.
This is one of the most serious criticisms of the claim that Randomised Controlled Trials (RCTs) represent the strongest form of evidence about an intervention, since the evidence is based on relationships between variables and does not apply to any particular case but to population averages. For many actual cases the outcomes could be quite different (Cartwright, 2007). While RCTs may estimate efficacy (can it work?) from large random samples and techniques based on looking for the independent effects of variables on outcomes, they are much less helpful when it comes to effectiveness (does it work?) for actual cases. Nevertheless, ‘evidence’ from RCTs has justified some major policy and spending commitments in health care, such as the growth of statins and antihypertensives for the preventative treatment of cardiovascular disease (Järvinen et al, 2011). The reality is that the effectiveness and cost-effectiveness of these commitments remain largely unknown because evidence is needed about what happens to people (cases) receiving these drugs in real world settings (contexts).

A further problem with variable-based methods is that in commonly averaging across many individuals they can fail to account for determinants that operate at levels above and beyond individuals (Kelly, 2010). The statistical technique of multi-level modelling addresses this to some extent, including being able to explore interaction across levels of data such as individual pupils and schools, but is still a method concerned with explaining association between individual level variables (Byrne, 2011). This kind of reductionism runs the risk of mis-directing policy action to a less effective or ineffective level of intervention at the individual level (Ormerod, 2010). Seddon (2005: 33) reflects this in his example of managers misconstruing underperformance as a problem needing intervention in the performance of individual workers rather than in “the system” and “the way the work works”, which are characteristics of the organisation and not individuals. It is also an important argument with regard to the current policy fashion in the US and UK of applying behavioural economics to
‘nudge’ individuals into making better choices, rather than regulating behaviour at a collective level. This has largely individualised explanations of behaviour, ignoring causal systems beyond the individual.

People are in fact often supportive of collective action at a larger system level to tackle policy challenges, recognising and accepting that their individual behaviour can be determined by policy action at this level, such as banning smoking in enclosed public spaces (Maryon-Davis and Jolley, 2010). Reductionism to individuals can also run a considerable risk of not seeing an emerging property that becomes a condition of a larger system level where it has transformative and damaging effects on individuals. It may even be thought that individual actions are avoiding these effects. The global economic crisis that started in 2008 is a case in point. Financiers successfully justified their pyramid selling of credit risk by arguing it helped to make the financial system more resilient by dispersing risk. Instead, their products were creating a critical vulnerability in whole economic systems by making very high risk so opaque that its escalation was not identified, assessed or acted on (Tett, 2009). This is an example of complex causation, with massive high risk debt the emerging property. The escalation to a global crisis that first manifested itself in a wave of US mortgage defaults was caused by a combination of conditions: over-dependency on the finance sector for income and profits; the sector’s incentive-driven search for profits that built a real estate bubble; and neoliberal government policies thought to be promoting growth and employment with light regulation (Tomaskovic-Devey and Lin, 2011).

Outcomes, therefore, happen as a result of particular causal combinations of conditions. These occur in systems but how these systems are defined is not always straightforward. It may be an empirical decision, such as the operational definition of a household or local economy, or theoretically driven, such as a comparison of national welfare regimes. It is often policy-driven, such as administrative units, professional groups or service users.
Meadows’ (2009: 11) general description of a system as “an interconnected set of elements that is coherently organized in a way that achieves something” is useful. She adds that, “…a system must consist of three things: elements, interconnections, and a function or purpose”. This helps us to think in terms of wholes and their parts at the level where causes are transformatory and produce differences in kind.

Meadows’ definition also recognises systems as themselves agents, so by definition any outcome from an intervention in a system is co-produced by its pre-existing conditions (such as resources, boundaries, ways of working and reasons for doing things), the intervention, and the interaction between pre-existing conditions and the intervention.

**Complexity and causation**

Having made an argument about the system-level of intervention needed for many policy challenges, this section develops the notion of a system further by drawing directly on complexity theory. Social systems have a structural character that arises from the persistence and distinctiveness of members’ behaviours. These create stable systems - systems of the same type - during normal times. In abnormal times the system may change type, such as in response to an external stimulus that causes one or more conditions that define the system to alter their state, with an effect that creates a qualitatively different outcome to that before the change. This process is known as emergence and is very different from the incremental change that may be seen during normal times. It is a change in kind.

What is nearly always evident from investigating emergence is that it is seldom simple, from unravelling the chains of cause and effect to issues of framing and interpretation. Applied social science is often most interested in cause and effect in terms of what conditions lead to
an outcome. One example we will consider below is the conditions in a local area associated with a particular change in kind: whether health inequality is widening or narrowing. But framing and interpretation can be fraught with difficulties (Fischer, 2003; Nutley et al, 2007). These range from defining the system of interest, such as in the health inequality example what kind of local area, and with what conditions (see, e.g., Macintyre et al, 1993), to understanding the meaning of phenomena, such as how health inequality is constructed by the nature of policy discourse for the purpose of intervention, and therefore what constitutes widening or narrowing (see, e.g., Graham, 2004). Although policy often resolves these issues with its own definitions, critical debate may continue about how appropriate these are.

The complexity of emergence has become a field of interdisciplinary study in its own right over the past three decades. Complexity theory has identified important features of emergent social phenomena, notably how changes in kind do not happen incrementally in a linear fashion but as discontinuities marked by qualitative transformations from one type to another (Eve et al, 1997; Byrne, 1998; Cilliers, 1998; Castellani and Hafferty, 2009). The future state of a social system, therefore, can rarely be read from linear projections. It will be one of a number of possible future states generally not sitting on linear trajectories: scenarios rather than predictable single futures. These possible scenarios are called ‘attractors’ in complexity theory because they are dynamic but relatively stable states from which a system moves after it is unsettled by an internal or external change and to which it arrives after a transformation. Attractors are types of system state: in other words, distinct combinations of conditions that represent the outcome of a causal process that has operated as a pathway to that outcome. What drives the change is combination, or complex causality. What future attractor comes about depends on the system’s initial conditions and then what causal combinations occur as a result of a change such as a policy intervention. QCA brings to this, as we shall see, a means to investigate these combinations empirically by grouping cases into sets and applying
logical reasoning to reduce causal combinations of conditions to “the heart of the story” (Hedström and Ylikoski, 2010: 61).

Other insights from complexity theory capture the dynamics of social systems very well. These include how the effect of two or more conditions that act together may not be the sum of their separate effects (as assumed by many conventional statistical techniques) but a contingent and emergent outcome of the relationship between them (as described by many qualitative case studies, but often not in a way that is generalisable regarding the mechanisms involved). The same condition may also be associated with different outcomes depending on its combination with other conditions. Complexity theory bridges the quantitative and qualitative, especially with its focus on qualitative states and the thresholds at which systems transition between states that are regarded on objective or normative grounds to be qualitatively different.

Causal pathways, actual or hypothetical, are also ‘theories of change’ (Weiss, 1998). These are ‘if … then’ statements of how and why something is expected to happen that link activities, contexts and outcomes. The task of describing theories of change is a fundamentally qualitative one because these are stories, which is often how scenarios in scenario planning exercises are represented. Although stories can be rich ways of achieving an understanding of what something is like this is not so true of why something happens. Systematic comparison is often missing, without which we cannot get to the mechanisms of change, making generalisation very difficult (Ragin, 2000). Causal explanations call for a method that is more than narrative. For policy purposes, I suggest an important part of the answer here is tales of two halves: binary scenarios.

Despite the complexity faced by researchers and policy practitioners, it is in fact useful to regard causation as a binary question of two different states: a cause or an outcome is either
present or absent. This is illustrated in justice systems where doubt and probability feature but the goal is to establish innocence or guilt, a binary outcome. Policy practitioners generally want to know whether to do (a) or (b), choices that will often need narrative to describe the two options, such as existing practice and a new practice, but which are binary choices between different conditions, just as whether a policy objective is achieved or not is a binary question (or should be, if the policy objective is clearly described).

My position that causation is usefully treated as binary in policy-related research does not mean that it is not combinational. Outcomes often happen from more than one causal condition operating together as sufficient to change an outcome. Single conditions may still be important, either because they are necessary in a combination or even sufficient on their own. But rather than expressing this using odds ratios or descriptions of degree, causal explanations need knowledge about whether a single condition is sufficient (on its own) or necessary (in combination) for an outcome to occur: for a system to change. In this approach, binarisation of conditions as either present or absent not only resonates with how decisions are often made but helps achieve clarity in looking at combinations that would otherwise be very complicated if ordinal or continuous values are used. This will be apparent when we come to Figure 1 below.

Change is what drives research questions but also policy projects. A concern of policy making is to change the state of systems. Variables can represent the state of a system on key parameters such as income, health or performance, and it is these conditions – as they characterise cases – rather than relationships between variables abstracted from any grounding in cases that are the targets for policy intervention. Systems thinking is therefore a crucial conceptual aid in understanding empirical data about system states. This is put very well in a World Health Organization report on the topic edited by de Savigny and Adam
(2009: 19), with its warning about unintended consequences a good introduction to the case study that follows:

“Work in fields as diverse as engineering, economics and ecology shows systems to be constantly changing, with components that are tightly connected and highly sensitive to change elsewhere in the system. They are non-linear, unpredictable and resistant to change, with seemingly obvious solutions sometimes worsening a problem.”

**A case study**

By way of illustration, the following example is taken from a study I led with colleagues at Durham University funded by the UK National Institute for Health Research (Blackman et al, 2011). This sought to understand how to narrow geographical inequalities in health in England. The cases were local authority areas with high rates of deprivation and premature mortality. The worst twenty per cent of local authorities based on these measures were designated by the government of the time as ‘Spearhead areas’. This status meant that health improvement initiatives were focused on them in an attempt to narrow their mortality rates compared to the national average (Blackman, 2006). The cases are therefore local systems with elements that included: local services and contextual conditions in the area; interconnections between these; and the joint purpose of these services – as mandated by Spearhead status – to narrow health inequalities.

Some of these areas were succeeding in narrowing their mortality gap while other were not, raising the question of what accounted for this difference in outcomes. The study’s research design was based on identifying local conditions thought to be relevant to improving population health and testing whether the presence or absence of these conditions explained
whether the mortality gap narrowed over the period 2005 to 2007 among a sample of 27 Spearhead areas. Analysis was undertaken separately for the major causes of premature mortality; this example uses the cancers analysis. The local conditions were:

- How well commissioning local services conformed to ‘best practice’ in deploying services to tackle cancer mortality.
- The quality of strategic partnership working across services.
- The quality of workforce planning.
- How often local health partnerships reviewed progress with tackling the area’s premature mortality rate from cancer compared to the national average (its ‘cancer gap’).
- Whether tackling the area’s cancer gap was individually championed in the area.
- Whether the area’s organisational culture was aspirational or complacent.
- The area’s score on a national index of multiple deprivation.
- The area’s spending on cancer services.
- The local crime rate.
- The quality rating of the local NHS Primary Care Trust made by a national audit body.

Some of these conditions were assessed using primary data from a structured survey of key informants in the areas and some drew from secondary data sources. All were constructed as binary measures of whether the condition was present or absent, such as exemplary or good practice compared to basic or less than basic practice, and a higher or lower index of deprivation. The version of QCA known as crisp-set QCA was used to identify sets of such
conditions associated with either a narrowing cancer gap or a not narrowing gap. Crisp-set QCA uses binarised conditions in the analysis, in contrast to fuzzy-set QCA that uses ordinal or continuous values but for the reasons discussed above is not my favoured version. There was extensive consultation with practitioners about what data to collect, what thresholds to use for binarisation, and how to interpret the findings, sharing the research design and analysis as co-production.

Before showing how QCA worked in this example, the following section reports conventional linear regression analyses of the data. This was undertaken for this article to illustrate the different picture that emerges and its limitations in capturing the complexity behind whether the cancer gap narrowed.

A multiple regression was first carried out, using the statistical package SPSS. The outcome variable was the change in relative differences in mortality between a local area and the national average. The independent variables were all retained as continuous or ordinal except for working culture, which was dummy coded because it is a categorical variable. Stepwise analysis eliminated all the variables except for working culture, with an R square of 0.43, pointing to this one factor – whether or not narrowing the cancer gap was individually championed in the area – as the key explanation for whether the gap narrowed. Various interactions were explored that were also eliminated. While ‘explaining’ 43 per cent of the variation in the mortality gap outcome might be regarded as quite a good result, it is impossible to apply this variable-based finding to particular cases. This is because in any particular case the finding may not apply, and the finding itself is based on holding all other conditions constant, an unreal situation. Moreover, most of the variation in the outcome remains unexplained.
We can use the binarised variables in a logistic regression analysis, which is a technique that begins to move us from the unreal world of disembodied variables to the real world of cases. It is still a technique based on ‘explaining’ the values of a single variable, but the use of categorical variables takes us closer to system states as the focus of explanation. The stepwise method in logistic regression produced a best fit model that included three of the variables, defined as follows by the value associated with a narrowing gap: a basic standard of commissioning (this is a surprising finding discussed below); individual championing; and a higher level of spending on cancer. These variables successfully predicted the outcomes for all the narrowing cases and all but two of the not narrowing cases. It therefore appears that these three conditions need to be in place for narrowing to occur. However, this is not correct because some of the narrowing areas have a higher standard of commissioning or lower spend on cancers. All have individual championing, but so do some of the areas where the gap was not narrowing. Logistic regression fails to capture the complexity of what is going on. To do that, it is necessary to get closer to the individual cases, which means turning to a case-based method, QCA.

A first step in QCA is to organise the cases and their conditions in what is known as a ‘truth table’. This is shown in Figure 1, where each of the 27 cases is listed together with their conditions (binarised as present or absent) and outcomes (narrowing or not narrowing). Running QCA organises the cases into sets, or combinations of conditions with common outcomes, and enables these to be minimised by logical reduction so that only conditions that consistently differentiate the sets are included. There can be more than one set associated with the same outcome, and the same condition may behave differently in different sets. This is what we see. Six sets were generated, three associated with narrowing gaps and three associated with not narrowing gaps. The narrowing sets were as follows, with the number of narrowing cases compared to all cases with that combination shown in parentheses:
1. Individual championing and higher spending on cancers (9/9).

2. Individual championing and a basic level of workforce planning and less frequent monitoring and higher deprivation and higher crime and an aspirational organisational culture (3/3).

3. Individual championing and lower deprivation (7/9).

Figure 1 near here

As indicated by the regression analyses, individual championing appears to be necessary to achieve a narrowing gap since it is in all three narrowing combinations. This finding validates the emphasis placed upon championing in recent Department of Health guidance on reducing cancer inequality in England (National Cancer Action Team, 2010). However, it is not sufficient since it is always in a combination that is has its effect.

Turning to the three sets with outcomes that were not narrowing, these are not simply the opposite of the narrowing sets but different combinations – to be avoided – that appear to stop narrowing from happening. These were:

1. Good/exemplary commissioning and good/exemplary strategic partnership working and good/exemplary workforce planning and an aspirational organisational culture (6/6).

2. Complacent working culture and higher crime and lower spend on cancer and lower PCT rating and lower deprivation (2/2).

3. Complacent working culture and higher crime and basic workforce planning and less frequent monitoring (4/5).
There are some surprising results here in both the narrowing and not narrowing combinations. Seemingly poor practices – basic workforce planning and less frequent monitoring – appear in narrowing sets. The first combination listed in the not narrowing sets appears to comprise entirely what might be regarded as best practice. Some conditions – an aspirational organisational culture, basic workforce planning, higher crime and lower deprivation – have different effects depending on the combination they are in.

This complexity is a feature of the real world, as are surprising results that initially seem counter-intuitive. The QCA findings are fully discussed in Blackman et al (2011) and raise interesting questions about what is allegedly best practice actually causing distracting and counter-productive bureaucracy beyond a certain effective level of planning and organising. While ‘cause’ needs to be used with care when discussing results like this based on association, establishing association is necessary for establishing causation, even though the actual causal arguments require theoretical explanation (and in this example included validation drawing on practitioner experience).

QCA successfully handles this kind of complexity, despite the apparent simplicity of its truth tables and Boolean expressions used to find sets that essentially represent different sub-types of the cases. Things get more complicated with fuzzy-set QCA, which is beyond the scope of this article but, more importantly, does not deliver the decisiveness that is an attraction of crisp-set QCA and its requirement that conditions are binary. However, to regard the crisp-set technique as simple is very misleading since considerable thought and work has to go into data collection, data reduction, definitions and threshold judgements. This includes judgements about thresholds at which causal combinations are regarded as sufficient when some contradictory cases are evident (Cooper and Glaesser, 2010; Rihoux et al, 2011).
The technique is not alone among analytical methods in entailing judgement and simplifying assumptions, and has the advantage that these are made explicit. If there are competing explanatory theories, these can be tested with the same method of transparent and systematic comparison based on actual cases rather than reified variables. This improves the robustness of case study research by using a systematic approach akin to experimental method but, unlike much experimental research, QCA is able to reflect real world contexts where outcomes often arise from combined rather than independent effects. Where single conditions exercise effects regardless of any combination with other conditions, or in a limited range of such combinations, this is treated as evidence of sufficient or necessary causation rather than an effect artificially isolated by controlling for the effects of other variables.

Conclusions

This article has sought to show how QCA handles the complexity faced by policy practitioners in a theoretically-informed way that overcomes the serious limitations of other quantitative and qualitative methods. It captures causal complexity by operationalising it as processes of combination, while working with the binary decision-making options that practitioners also face. It creates opportunities for practitioners to contribute their tacit knowledge and define important thresholds between options and between policy achievement or failure.

The article has also argued for a systems approach that avoids reductionism by thinking in terms of wholes and their parts at the level where causes are transformatory and produce differences in kind. Thus, the conditions used in the case study of health inequalities were at quite a high degree of granularity, but this was because they were defined at the level of a
whole system, the Spearhead area. This was a system with real meaning for practitioners, both because it was their sphere of activity and framed outcome measurement.

The descriptors used to define conditions and levels of achievement against them meant that the learning made possible was far more than conventional performance management and its key performance indicators because the mechanisms are described. This goes beyond misconceiving policy practice as a technical process based on scientific evidence to recognising in co-production ‘... a complex blend of factual statements, interpretations, opinions, and evaluations’ (Majone, 1989: 63). As Head (2008: 115) comments: “… the fundamental challenge for researchers is to develop new thinking about the multiple causes of problems, opening up new insights about the multiple pathways and levels required for better solutions, and gaining broad stakeholder acceptance of shared strategies and processes.”

Evidence, however, is just one of multiple streams into policy action and is rarely if ever unfiltered by bureaucratic, business and political interests and considerations (Schön and Rein, 1994; Kingdon, 1995; Flitcroft et al, 2011; Stevens, 2011). The article has argued that ‘evidence’ itself can have serious limitations, if not actually mis-represent the social world in the case of much variables-based research or provide little by way of practical tools in the case of many intensive qualitative studies. Both of these kinds of research can have their place in exploring data but, by identifying the mechanisms at work using practically-based descriptors, QCA can be used to furnish decision-making tools.

It is interesting to note that the technique of logic modelling sometimes used to plan programme interventions has parallels with QCA. Logic models developed as a tool for planning complex, comprehensive programmes aimed at systemic change in an outcome and drawing on theory-based evaluation (Weiss, 1998; Kellogg Foundation, 2004; Befani et al, 2007). A logic model is a roadmap of ‘if … then’ statements describing how a programme is
expected to work. These statements link descriptions of resources, activities, outputs, outcomes and impacts, all of which can be framed as conditions for the purpose of translation into a QCA model. Thus, a health programme to introduce ‘cancer equality champions’ into disadvantaged areas not narrowing their cancer inequality gap would be expected to work in certain configurations of conditions, all explicitly stated in an openly available model that could be re-visited to evaluate whether this did indeed work and, if not, in what conditions it failed to do so. This could provide a common reference point for both sharing the assumptions of a policy intervention and informing debate about whether it works. In addition, QCA offers intriguing possibilities for moving beyond observed configurations to designing new configurations that could be more effective or efficient in achieving policy goals (Fiss, 2007).

I have attempted to demonstrate that between complexity theory and QCA we have a means of organising our knowledge of social systems in a way that accords well with how the world works. While investigating continuous or ordinal values may be interesting social science in exploring how incremental conditions vary together, for policy and practice purposes there is a case for going binary: this option rather than another. Binarisation does not rule out multiple pathways and there may not be one ‘right’ option, so causal complexity is still captured. Similarly, for any one condition or set there may be different options for binarisation, using alternative thresholds that produce different outcomes. But overall there is much to be said for the clarity of the crisp-set approach. Not only does it identify what is necessary and sufficient, but in doing so may identify activities thought to be necessary to an outcome but revealed not to be so, and levels of performance thought to be best practice but that are in fact unnecessary or even counter-productive.

Knowledge from investigations using these techniques will always be uncertain given the contingencies of random variation and measurement and coding errors. However, by being
explicit about cases, conditions, thresholds, and outcomes - discussed and co-produced as part of a joint research and policy endeavour - there is the promise of agreeing that we have the best possible knowledge, theoretically and practically grounded, about how to move a system from one state to another.
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