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Abstract — Prediction models of software change requests are useful for supporting rational and timely resource allocation to the evolution process. In this paper we use a time series forecasting model to predict software maintenance and evolution requests in an open source software project (Eclipse), as an example of projects with seasonal release cycles. We build an ARIMA model based on data collected from Eclipse’s change request tracking system since the project’s start. A change request may refer to defects found in the software, but also to suggested improvements in the system under scrutiny. Our model includes the identification of seasonal patterns and tendencies, and is validated through the forecast of the change requests evolution for the next 12 months. The usage of seasonal information significantly improves the estimation ability of this model, when compared to other ARIMA models found in the literature, and does so for a much longer estimation period. Being able to accurately forecast the change requests’ evolution over a fairly long time period is an important ability for enabling adequate process control in maintenance activities, and facilitates effort estimation and timely resources allocation. The approach presented in this paper is suitable for projects with a relatively long history, as the model building process relies on historic data.
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I. MOTIVATION

Software process managers need to be able to predict the evolution of change requests over time, as this helps them planning ahead the resources required for evolution. The evolution process is not necessarily a stationary one. There may be periods where a large number of change requests, which may refer to defects found in the software or to suggested improvements, are received, interleaved with other periods where the number of requests is lower. A model for predicting the number of change requests and the time required to address them must take into account this variability, otherwise its accuracy will decrease.

In long lived software development processes we can expect the profile of change requests to reflect the pace of the releases of the project. While in some projects the timings of the releases may be very flexible and, in that sense, harder to predict beforehand, in Eclipse and many other projects there is a seasonal pattern for releasing new versions and milestones of the project. If we build this seasonal information into prediction models, this is likely to improve their accuracy, compared to models without that information. While the evolution of change requests is likely to exhibit trends, the seasonal patterns resulting from the release policy followed in the project are expected to affect those properties. We propose a prediction model that allows to accurately forecast the distribution of change requests for a large period (12 months, in this paper).

A time series is a sequence of data points measured at successive, uniformly spaced, data points. Adjacent observations are not independent. Time series analysis provides methods for analyzing the nature of those dependencies. Often, time series can be described in terms of two components: trend and seasonality. A trend is a systematic linear or non-linear component that does not repeat within the time range captured by our data. In contrast, seasonality is similar in form, but repeats itself in systematic intervals over time[1]. In this paper, we build a forecast model for the Eclipse project, given the number of previous and current change requests. The model is an autoregressive integrated moving average (ARIMA) model, fitted to time series data of change requests, to allow a deeper understanding of the evolution of the number of change requests and to predict future data points in the change requests time series.

We aim at addressing three research questions:

(RQ1) Can we detect a seasonal pattern in the number of change requests submitted to the change requests tracking system? If so, what is causing that pattern?

(RQ2) Is there a statistically relevant trend in the distribution of change requests over time?

(RQ3) Is the usage of ARIMA models with seasonal information a valid and accurate approach to forecasting change requests in a long-lived, open-source, software system for which a seasonal releases pattern occurs?

The goal of this study is to analyze the Eclipse change request system, for the purpose of forecasting its evolution with respect to the number of change requests. The perspective is that of researchers who intend to investigate how different approaches can be used by project managers to accurately forecast the evolution of the change requests. The context is an observational study on the Eclipse change requests available in Eclipse’s Bugzilla repository. The included change requests range from November 2001 to December 2009, which corresponds to over 270000 change requests. As such, the resulting model is expected to be valid in the context of Eclipse. The approach is generic and applicable to other software systems with a seasonal release policy, such as Eclipse’s.
II. RELATED WORK

Predicting change requests and defects for the next release of a software project has been a challenge for software project managers. Mining repositories for creating prediction models is a common approach and has been used with several software systems, including Eclipse. Several alternative techniques have been tried.

Zimmerman et al. used linear regression to predict the number of defects in Eclipse [2]. They combined defect tracking system information with complexity metrics to predict defects and their location in the source code, using linear regression models.

Bernstein et al. argued that using temporal features is central to prediction performance and combined them with non-linear models for defect prediction [3]. They combined CVS and Bugzilla information on 6 plugins of the Eclipse project to extract temporal features such as the number of revisions and reported issues in the previous three months, to predict the location of defects and number of bugs to be found in the next month of the development project. The usage of temporal features significantly improved the accuracy of their prediction models.

Kliś et al. combined the use of time series with expert opinion to create prediction models for defects [4], to mitigate for the lack of historical information early in the development process. They reduced the mean magnitude of relative error from 76.5% (with a data-based model) to 29.6% (with their hybrid model). The hybrid approach proved particularly more powerful than the data-based alternative early in the project’s life cycle.

All the above mentioned works used other sources of information than just the change requests tracking system, as we do in this paper, and were targeted to predicting the number of defects, while we are aiming at the number of change requests.

Raja et al. successfully used the ARIMA(0,1,1) model to predict the number of defect reports in eight open source software products from different organizations, which are developed, evolved, and managed independently [5]. They used monthly defect reports collected through periods of 5 or more years and applied their model to predict the evolution of the number of reported defects in the next 4 months. Their approach sacrifices the benefits of fine tuning the prediction models to each of the products in favor of the simplicity of always applying the same model. They compared the performance of their model to that of an ARIMA(1,1,0) model. In this paper, we will use both models as comparisons for our own prediction model.

Kenmei et al. also use ARIMA models for predicting change requests, but build a different model for each of the four open-source systems (including Eclipse) they study [6]. They adopted a sampling policy of aggregating data every two weeks, so that they would have longer time series than if using monthly data. They used their models to predict the number of new defects in the next two, four, and six weeks. Their model for predicting defects in Eclipse is also used in this paper for comparison, but using monthly data. This adaptation aims at facilitating the comparability of the results, as it allows us to use exactly the same time series with all models.

Raja et al. and Kenmei et al.’s models are used in this paper, with the necessary adaptations. We make forecasts for a whole year, rather than just 4 months, or 6 weeks, respectively. We use a monthly granularity, unlike Kenmei et al.’s work. We use the same data set for all the tested prediction models. In that sense, our work can also be regarded as a differentiated replication of those two works.

None of the studies mentioned so far in this section used seasonal information. In this paper, we argue that seasonal information can be useful for improving prediction models (in this paper, change requests prediction models). Hindle et al. use Fourier analysis to discover seasonal components in software change events [7] (i.e. changes recorded in source control systems). Their preliminary results suggest that recurrent activities are indeed observable, suggesting the existence of seasonal phenomena in projects such as Mozilla, MySQL, Evolution, MaxDB, and Xerces. In particular, seasonal phenomena such as a tendency for making more error-prone changes to software on Fridays than on other days of the week, or making more commits to the version control system on a particular day of the week (e.g. Fridays for Eclipse, Saturdays for Mozilla) have been observed [8]. In a different context (IT service management), Caldeira used time series models with seasonal information (daily and weekly) for predicting the evolution of IT service management trouble tickets in the context of commercial software products from a large software vendor [9], and concluded that the seasonal information allowed significant improvements in his prediction models. These three works focused on relatively short-termed seasonal effects (daily, or weekly), which turned out to be observable and, in Caldeira’s work, useful for prediction models. In this paper we are looking for seasonal effects on a yearly basis, to enhance the prediction ability of our model.

Herraiz et al. used ARIMA models to predict changes in the CVS repository [10]. They created an ARIMA model for each of the plugins in the Eclipse CVS repository and used those models for predicting changes in a 3 months’ time span. In practice, each of the plugins’ series was modeled with one of two models: ARIMA(2,1,0) or ARIMA(3,1,0). As these models were built for predicting changes in the CVS, rather than change requests in the change requests tracking system, we do not use them for comparison purposes in this paper.

Time series analysis is also often used to understand the past of software projects, as a stepping stone for predicting the future. Mens et al. used time series and a set of software metrics to study the evolution of Eclipse [11] with respect to continuing change, increasing complexity and continuing growth, three of the laws of software evolution [12]. Wermeling et al. also used time series for understanding the evolution of Eclipse [13] with respect to several design principles and guidelines, assessed at the architectural level. The evolution of software clones is another example of the successful usage of time series analysis in software evolution research [14].
III. EXPERIMENTAL DESIGN

Our experimental goals, labeled as $EG_i$, match the research questions $RQ_i$:

($EG_1$) Our goal is to analyze Eclipse change requests with the purpose of characterizing their evolution over time, with respect to seasonal patterns, so that we can build prediction models to be used by process managers.

($EG_2$) Our goal is to analyze Eclipse change requests with the purpose of characterizing their evolution over time, with respect to trends, so that we can build prediction models to be used by process managers.

($EG_3$) Our goal is to define an $ARIMA$ model for the time series of the number of change requests in Eclipse, and check the extent to which the predictions provided by the $ARIMA$ model to be built are accurate.

The theoretical population of this observational study is the set of Eclipse’s change requests, which are stored in a Bugzilla repository. We consider the sampling frame, with all change requests from November 2001 to the end of December 2009, as representative of Eclipse’s change requests. Our goal is to forecast the number of change requests in a given future timeframe. The independent variable is the timeframe in which we want to know the number of change requests. The dependent variable is the number of change requests. The hypotheses tested in this observational study are directly derived from the research questions (table I).

| H1 | $H_{1a}$: The time series of the number of change requests has significant seasonal patterns. |
| H2 | $H_{2a}$: The time series of the number of change requests has a significant trend. |
| H3 | $H_{3a}$: Predicting the number of change requests using an $ARIMA$ model is not a valid and accurate approach. |

We use a longitudinal study design, where the observations are the counting of change requests submitted in a given month (no duplicates detection is employed). In this study, we regard the introduction of a new version, or a milestone, of Eclipse as a treatment. We represent each observation with an O, each new version with X, and each new milestone with x, and consider that new versions are typically introduced between the end of May, or beginning of June, and new milestones are introduced between February and March, and between October and November, a typical year would be presented in Figure 1, where the first line represents each month by its first letter, and the second indicates a series of observations and treatments:

<table>
<thead>
<tr>
<th>Month:</th>
<th>J F M A M J J A S O N D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs/Treat:</td>
<td>○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○</td>
</tr>
</tbody>
</table>

Figure 1. A typical year in Eclipse

We have a total of 86 consecutive months, for training the prediction model, followed by 12 observations for testing the model (which are not used while training the model).

Our goal is to build an $ARIMA$ model, fitted to time series data, to allow a deeper understanding of that data and to predict future data points in the series. The first step is to produce and analyze a correlogram, which is a plot of the sample autocorrelations versus the time lags. This plot shows the correlation among successive values of change requests in our sample. In this first stage, we look for possible seasonal patterns and trends. Correlograms are also helpful to identify the parameters used in $ARIMA$ models.

An $ARIMA$ model includes an auto-regressive ($AR$) parameter $p$, as well as a moving average ($MA$) parameter $q$. It also includes a parameter $d$ specifying how many transformations were made (in our case, differentiations). In order to successfully apply an $ARIMA$ model for prediction, the time series must be stationary. In other words, it has to have a stable mean, variance, and auto-correlation throughout the series. As such, we often have to differentiate the series until it becomes stationary. Sometimes, it is also necessary to perform a logarithmic transformation, to stabilize the variance, although this is not the case in this study. The number of differentiations corresponds to the $d$ parameter in our model.

We also have to define the auto-regressive ($AR$) and moving average ($MA$) parameters ($p$ and $q$) so that we have a model which is simultaneously effective and parsimonious. This selection is made through the analysis of auto-correlation function ($ACF$) correlograms, and partial auto-correlation function ($PACF$) correlograms. The selection process of parameters is not trivial. However, in most situations, one of the following basic models can be identified through the visual inspection of the $ACF$ and $PACF$ correlograms, following the practical recommendations for selecting parameters $p$ and $q$, described in [19, 20]:

- One $AR$ parameter $p$: $ACF$ decreases exponentially; $PACF$ has a peak in lag 1, with no correlation to the remaining lags.
- Two $AR$ parameters $p$: $ACF$ decreases exponentially; $PACF$ has peaks in lags 1 and 2, with no correlation to the remaining lags.
- One $MA$ parameter $q$: $ACF$ has one peak in lag 1 with no correlation to the remaining lags; $PACF$ falls exponentially.
- Two $MA$ parameters $q$: $ACF$ has peaks in lags 1 and 2, with no correlation with the remaining lags; $PACF$ has a sine wave shape, or a set of exponential decreases.

Finally, after selecting the model’s parameters, we compare the proposed model with several other models described in the literature for evaluation purposes.

IV. ANALYSIS

Eclipse is a plug-in based architecture. Its architecture contains a core base and a set of plug-in components that build up an Eclipse standard distribution. Figure 2 represents the change requests in the Eclipse project, from November 2001 to December 2009. The blue line, labeled All, represents all the change requests stored in Bugzilla. The green line, labeled Core, only includes change
requests related to the core components, categorized in
Bugzilla as “Eclipse”. We can observe an apparent
decreasing trend in the number of change requests related
to the core, particularly after 2004. The majority of
change requests are, nowadays, related to plug-ins within
the Eclipse project that are not part of the core.

This seems to be related with the launch of a new version,
which usually happens by the end of June (Figure 3).
For each milestone within a new version, there is
usually a relatively large number of change requests,
which is considerably lower in subsequent milestones of
the same version. This suggests that the version is
becoming more stable, from one milestone to the next
(Figure 4).

A. Hypotheses testing

**Hypothesis H1**: We looked for seasonality patterns in
the number of new change requests per month. We started
by analyzing the Auto Correlation Function (ACF), which
represents the serial correlation coefficients for
consecutive lags in a specified range. ACF measures the
similarity between observations as a function of the time
separation between them. When analyzing the ACF we
noted an overall decreasing correlation factor, with local
stronger correlation factors occurring every 12 months
(referred to as Lags). This suggests the presence of a
seasonal pattern occurring every 12 months (Figure 5).

We used the Partial Auto Correlation Function
(PACF) to confirm the existence of a seasonal pattern.
PACF is an extension of ACF, where the dependence on
the intermediate elements (those within the lag) is
removed (Figure 6).

In general, the months from March to June are very
active, with a relatively high number of change requests.
As the PACF evaluation was inconclusive, we then observed the distribution of the number of received change requests over the months (Figure 7), where we see that some months appear to consistently have more change requests than others. From March to June, the number of requests seems to be consistently larger, indicating a seasonal pattern. These months usually precede the launch of major releases in Eclipse. In this analysis, May 2003 and December 2005 are identified with an unusually low and high number of change requests, respectively, but we can regard these as exceptional observations, overall.

To further explore this matter, we conducted the Kruskal-Wallis [15] and Jonckheere-Terpstra [16] tests. Both are non-parametric tests used to assess whether several samples could originate from the same population. We divided change requests per month, thus obtaining 12 samples (most of them with 8 data points each). In both tests, the null hypothesis is that the distributions of the 12 samples are the same. The alternative is that at least one of them is significantly different, which would suggest seasonality. We obtained a \( p \)-value of 0.003 for the Kruskal-Wallis test, and of 0.013 for the Jonckheere-Terpstra test and we can safely reject the null hypothesis. In other words, some months consistently have a significantly different number of change requests over the years. Overall, we conclude that the seasonal pattern exists, occurring every 12 months. As noted before, the observed pattern seems to be closely related to the release schedule of new Eclipse versions.

**Hypothesis H2:** There is no exact way of determining whether or not a trend exists in a time series. In the time series representing all the change requests (Figure 2), there seems to be a growing trend, particularly in the first years, which then seems to stabilize by the beginning of 2006, but the seasonal variations have a confounding effect in this analysis. To confirm this, we use seasonal decomposition, to decompose the time series into (i) a seasonal component which is, in turn, decomposed into two series (Seasonal Adjustment Factor – SAF – which indicates the effect of each period in the time series, and Seasonal Adjustment Series – SAS – which is the series obtained once the seasonal variation of the original series is removed), (ii) a component combining the trend and cycle of the series (STC), and (iii) an error component (ERR) representing the residuals of the de-trended series.

We then focus our attention on the STC series (Figure 8), where we can confirm that there is an overall growth trend from the beginning of the series up until early 2006, in spite of the decrease in the first semester of 2003. The largest increases in this period led to the launch of versions 3.0 and 3.1, in June 2004 and June 2005, respectively. From then on, the series becomes fairly stationary, although with a slight decrease which was not so perceptible in Figure 2.

To validate this tendency, we need to analyze the residuals of the de-trended series (ERR). Figure 9 presents a histogram of the residuals, which have a normal distribution. This is confirmed using the Kolmogorov-Smirnov with Lilliefors correction [17] and the Shapiro-Wilk [18] tests (see table II). All the pre-requisites for applying ARIMA models were met.

**TABLE II. NORMALITY TESTS FOR ERR**

<table>
<thead>
<tr>
<th></th>
<th>Kolmogorov-Smirnov</th>
<th>Shapiro-Wilk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>df</td>
<td>Sig.</td>
</tr>
<tr>
<td></td>
<td>0.607</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>0.982</td>
<td>0.210</td>
</tr>
</tbody>
</table>

Overall, we conclude that there is a growing trend until around January 2006, followed by a slight decrease since then. The seasonal decomposition also shows that the requisites for using ARIMA models are met.

**Hypothesis H3:** An ARIMA model includes an auto-regressive (AR) parameter \( p \), the number of differentiation steps used \( d \) (the differentiation step corresponds to the “integrated” part of the model) and the moving average (MA) parameter \( q \). An ARIMA model can then be specified as \( ARIMA(p, d, q) \). ARIMA models may require three non-seasonal parameters, \( p, d, q \), and three seasonal parameters, \( ps, ds, qs \): the auto-regressive
seasonal parameter $p_s$, the seasonal differentiation $d_s$, and the seasonal moving average parameter $q_s$. The series does not have to be stationary to begin with, but the correct application of ARIMA($p,d,q$)($p_s,d_s,q_s$) models requires the series to be stationary. A series is considered stationary if there are no systematic changes in its variation and if the strictly periodic variations have been removed. If the series is not stationary, it is common practice to transform the series through differentiation. The number of required transformations until the series becomes stationary corresponds to the $d$ parameter, in ARIMA models. In this study the original series is not stationary, with a growth trend until 2006 and a slight decrease since then, and strictly periodic variations, but the series obtained after the first differentiation is stationary, as shown in Figure 10.

The PACF presented in Figure 11 further supports the observation that the differentiated series is stationary, as there is no apparent correlation among the lags. Therefore, the $d$ parameter should be set to 1, in our ARIMA model.

The non-seasonal parameters were chosen through the analysis of the ACF and the PACF, following the guidelines available in [19, 20]. We chose the $AR$ parameter $p=1$ and the $MA$ parameter $q=0$. As we identified the existence of an annual seasonal pattern, we used one seasonal differentiation. After this, the ACF did not present a well defined pattern, as shown in Figure 12, which supports the idea that one seasonal differentiation was adequate.

Overall, following the guidelines available in [19, 20], we choose the $AR$ parameter $p=1$ and $MA$ parameter $q=0$. The chosen model is the $ARIMA(1,1,0)(1,1,0)$, with a training period from November 2001 to December 2008 and a forecast period from January 2009 to December 2009. The resulting model is illustrated in figure 14, where we can see the observed time series, the fit time series, the forecast time series (which continues from the end of the fit time series, starting at January 2009), the upper confidence limit (UCL) and lower confidence limit (LCL), with a 95% confidence interval.

The model seems to make reasonably accurate estimates, although in general it overestimates the number of change requests, in the forecasted period. This overestimation seems to result from the overall decrease of change requests in 2009, particularly from the second trimester on, when compared to previous years (as can be seen in the observed series).
Figure 14. ARIMA(1,1,0), (1,1,0)

### Table III. Tested Hypotheses

<table>
<thead>
<tr>
<th>Model</th>
<th>Stationary R-squared</th>
<th>R-squared</th>
<th>RMSE</th>
<th>MAPE</th>
<th>MAE</th>
<th>MaxAPE</th>
<th>MaxAE</th>
<th>Ljung-Box Q(18)</th>
<th>DF</th>
<th>Sig.</th>
<th>Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA(110)(110)</td>
<td>0.743</td>
<td>0.672</td>
<td>364.806</td>
<td>11.464</td>
<td>293.043</td>
<td>47.106</td>
<td>848.347</td>
<td>16</td>
<td>0.463</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>ARIMA(110)(000)</td>
<td>0.149</td>
<td>0.681</td>
<td>611.421</td>
<td>19.579</td>
<td>469.599</td>
<td>170.267</td>
<td>1578.374</td>
<td>17</td>
<td>0.038</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>ARIMA(010)(010)</td>
<td>0.519</td>
<td>0.760</td>
<td>510.102</td>
<td>13.729</td>
<td>375.977</td>
<td>56.549</td>
<td>1282.146</td>
<td>18</td>
<td>0.047</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>ARIMA(011)(000)</td>
<td>0.155</td>
<td>0.683</td>
<td>609.299</td>
<td>19.521</td>
<td>468.542</td>
<td>160.486</td>
<td>1487.703</td>
<td>17</td>
<td>0.045</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>ARIMA(505)(000)</td>
<td>0.793</td>
<td>0.793</td>
<td>526.691</td>
<td>16.844</td>
<td>389.908</td>
<td>100.130</td>
<td>1288.319</td>
<td>8</td>
<td>0.202</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table III summaries the model adjustment statistics for all the models analyzed in this paper, starting with our proposed model, the ARIMA(1,1,0)(1,1,0). For easier identification, the statistics of the model proposed in this paper are written in bold italic font. The presented model adjustment statistics include goodness-of-fit measures, namely stationary R-squared, R-squared, root mean square error (RMSE), mean absolute percentage error (MAPE), mean absolute error (MAE), maximum absolute percentage error (MaxAPE) and maximum absolute error (MaxAE). They also include information concerning residuals, namely autocorrelation function (ACF), partial autocorrelation function (PACF), the Ljung-Box Q test, and the number of outliers found in the residuals.

The Stationary R-Squared measure compares the stationary part of a model with a simple averages model. It is preferable to the R-Squared when there is a trend, or a seasonal pattern (as it happens with our time series). The R-Squared value estimates the proportion of total variation explained by the model. Both the stationary R-Squared and the R-Squared measures range from negative infinity to 1. Positive values indicate that the model is better than the baseline model, and the closer they are to 1, the better. RMSE, MAPE, MAE, MaxAPE, and MaxAE are different measures of distance between the predicted and the actual values of the models and should, as such, be as close to 0 as possible. While the first three concern error margins means, MaxAE and MaxAPE are interesting for assessing worst-case scenarios (in this context, bow far the prediction values can get from the actual values). The Ljung-Box Q [21] tests that the residuals of a fitted ARIMA model have no autocorrelation. Finally, the outliers’ column presents a count of the observations that are highly inconsistent with the remainder of the data. The same criteria for outliers detection was used with the 5 models.

We include 5 models in our analysis: our proposed model, our proposed model without the seasonal information, a random walk model and models borrowed from [5] and [6]:

- **The proposed ARIMA(1,1,0)(1,1,0) model.** This model has the second highest value in the stationary R-Squared, with a value which is close to the best among the models in this study, and the best R-Squared value. For all the error statistics, it is the model leading to the smallest errors. The Ljung-Box Q test indicates, through its high significance value, that the model is suitable and well-adjusted to the time series. The residual values generated by our model are not auto-correlated and have a normal distribution. This model has more outliers than the remaining ones. The detected outliers occurred from April to June, 2003, in March 2004, November 2005 and June 2006. These months were exceptional deviations from the overall pattern (e.g. the decrease in the number of change requests in the first semester of 2003 is unparalleled in Eclipse). In conclusion, this ARIMA model can be considered appropriate for estimating future change requests.

- **Our ARIMA model, without the seasonal information.** This ARIMA(1,1,0)(0,0,0) model
excludes the seasonal information from the proposed ARIMA(1,1,0)(1,1,0) model. Our rationale for including this model in this comparison is to assess the impact of removing seasonal information. All the model adjustment statistics are worse than for its seasonality-informed counterpart, and the Ljung-box Q test significance is lower than 0.05 suggesting that this model is not robust and, therefore, not appropriate for this time series.

- **A random walk model.** In time series analysis, it is common to include a random walk model in the study for the purpose of comparing it with the model being proposed. The random walk model excludes the auto-regressive (AR) and moving average (MA) parameters. In other words, it can be described as ARIMA(0,d,0)(0,ds,0). Since we have differentiated our series once non-seasonally, and also once seasonally, the random walk model to be used is ARIMA(0,1,0)(0,1,0). In the random walk model the fitness statistics are worse than in our prediction model. This is less noticeable in MAPE and MaxAPE, but more evident in Stationary R-Squared, R-Squared, RMSE, MAE and MaxAE. The Ljung-Box test confirms that the random walk model is significantly less robust than our prediction model and, therefore, not appropriate.

- **Raja et al.’s model.** This model, proposed in [5], is an ARIMA(0,1,1)(0,0,0). This model has lower stationary R-Squared and R-Squared values, higher error values and considerably higher error measures than the model proposed in this paper. The Ljung-Box test confirms that this model is not robust for our time series.

- **Kenmei et al.’s model.** This model, proposed in [6], is an ARIMA(5,0,5)(0,0,0). This is clearly the strongest alternative to the model proposed in this paper among those used in this comparison. It outperforms our model with respect to the stationary R-Squared measure and is also a robust prediction model for our time series, as the Ljung-Box test confirms. However, it leads to significantly higher error rates, with all the five different metrics used, so, it is overall outperformed by our proposed model. Figure 15 presents this model, and we can observe that the lack of seasonal information prevents the model from accompanying the variations throughout the tested year, thus leading to the higher error rates. It performs well in the first few months, but fails to predict the usual decrease of requests after June. It actually predicts an increasing number of requests on the second semester, in a clear contrast with what is predicted with our model, in Figure 14.

V. INTERPRETATION

A. Evaluation of results and implications

Not all the Eclipse versions followed the same pattern with respect to releases. Version 2.1 had a different number of milestones launched in different months. These variations are likely responsible for making this seasonal pattern harder to identify. There is usually a burst of change requests preceding the launch of a new version, which usually occurs around June, although for version 2.1 it occurred before March, when version 2.1 was launched.

The time series starts with relatively small variations, and then has an important decrease, which coincides with the 3 milestones of version 2.1. From then on, there is a steady increase of change requests, corresponding to the introduction of the versions 3.0 and 3.1 of Eclipse. The series becomes stationary, from then on. The 3.0 version of Eclipse was a “revolutionary” one, with respect to the architecture of Eclipse’s core, with the introduction of the OSGi Service platform for supporting the runtime architecture of Eclipse. This change helped removing a large amount of external dependencies, and led to a far less decoupled architecture, in the subsequent versions of Eclipse [13].

![Figure 15. ARIMA(5,0,5)(0,0,0)](image)
We confirmed that the \textit{ARIMA}(1,1,0)(1,1,0) model is valid and more accurate for predicting the evolution of change requests in Eclipse than the other models in this comparative study. All the distance measures between the predicted and the actual values of the models (RMSE, MAPE, MAE, MaxAPE, and MaxAE, in Table III) are smaller in our model, when compared to the alternatives. For example, the mean number of change requests per month in this time series is around 2795. The MAPE (mean absolute percentage error) value of around 11.5% is significantly better than those obtained with the other models, which range from around 13.7% to 19.6%. The same general conclusion can be drawn with all the distance measures used in this comparative study.

More generally, we conclude that time series analysis is a useful technique for analyzing the evolution of the change requests over a relatively long period, in this case of 12 months. It allows illustrating that evolution through a visual representation, such as the one presented in figure 14, in the series marked as observed, confirming its usefulness to study the past evolution of software systems \cite{11}. Time series analysis is also an approach for predicting the evolution (in this case of change requests) that is particularly well suited for timely planning: we were able to make reliable forecasts with up to one year in advance, concerning the number of future change requests. The inclusion of seasonal information proved to have a significant impact on the suitability of the prediction model. The model with seasonal information outperformed the other four non-seasonal models in this comparative study.

B. Validity threats

One of the assumptions of this work is that all change requests are made through the official tracking system. In other words, we assume that there is no informal communication of change requests. If present, the informal communication of change requests would have a confounding effect. However, informal requests have been shown to have a small weight among developers who are geographically separated \cite{22}, as is the case with the Eclipse project, so this potential threat is mitigated. A related threat concerns the potential existence of duplicate change requests in the system (i.e., different requests for the same change). We use the change requests as available in the repository. With over 270000 change requests, we consider this threat to be mitigated, as existing duplicates would not compromise the overall results of this work. An external validity threat to this work is that it builds on the assumption that we can effectively determine seasonality in a software project. Eclipse, and other software projects, such as video games, tend to issue new releases within the same product line and built upon previous versions on a regular basis (e.g. one month before Christmas, for video games), but many software projects do not have such predictable release schedules. Seasonality may be much harder to spot in those projects. This observational study is performed on a single open source project, which is a threat to the external validity of the results obtained here. Nevertheless, Eclipse is often studied precisely for being a good representative of a long-term open source software project. As discussed in section II, the results obtained with our model are consistent with those obtained in other contexts \cite{9}. This increases our confidence on their external validity, but also paves the way for differentiated replication studies. To facilitate such replication studies, we provide an experimental package containing both the change requests per month and the SPSS script for building the \textit{ARIMA}(1,1,0)(1,1,0) model described in this paper. This material can be found at: http://ctp.di.fc.tudl.pt/QUASAR/Resources/Papers/2011/CSMR2012Data.zip

C. Inferences

We were able to characterize and forecast the evolution of change requests using a time-series analysis approach. The model presented here is expected to be valid for future releases of Eclipse, as long as no dramatic changes are made into its evolution process. Extrapolating this model to other software systems evolution requires further analysis, but the approach itself is usable in different contexts. For instance, it has been successfully used in the context of IT service management of a large commercial software vendor \cite{9}. The details of the model may vary, depending on the life cycle of each software product, which induces different trends and seasonal patterns.

Concerning trends, after the initial growing trend until 2006, Eclipse reached a stable stage, in part due to its plug-in based nature. As new functionalities are often added through plug-ins, this keeps the main project’s number of requests relatively stable. Other projects with a different architectural structure may exhibit different trends, e.g. increasing requests. With respect to seasonality, in Eclipse we found an annual pattern that reflects the release schedule of new Eclipse versions. Different release schedules are likely to lead to different seasonal effects.

The approach discussed in this paper is only successful in the presence of reliable historic data. It is generic in the sense that it subsumes the case where no seasonal pattern is found: in that case, $ps$, $ds$ and $qs$ are set to 0, leading to an ARIMA model without seasonal information.

VI. CONCLUSIONS AND FUTURE WORK

The prediction of the number of post-release bug reports for one given release has been well addressed, but the more challenging long-term prediction of the overall number of change requests – which is a more comprehensive indicator for planning the necessary human and technical resources – has been largely neglected. In addition, most existing research ignores the seasonal work patterns that many software projects follow, due to their regular releases. Past research shows that ARIMA models are adequate for short-term predictions, without considering seasonality. In this paper we investigate whether an ARIMA model could be constructed to adequately predict the long-term fluctuation of all change requests for a project having seasonal patterns.

We use Eclipse as a representative case study of projects with regular releases and with sufficient historical data. We first checked that the time series analysis approach we adopted could indeed detect the seasonal patterns and any evolution trends in the project’s history. Those intermediate results informed our choice of the non-seasonal and seasonal ARIMA parameters. We trained the resulting model on 7 years of Eclipse’s history.
and applied it to predict a full year of evolution. We did the same with 4 other non-seasonal ARIMA models. A variety of tests provided evidence that our model is statistically significant and outperforms the non-seasonal models.

The actual ARIMA parameters have to be chosen for each project at hand. We have explained all the necessary modeling and analysis steps and provided the statistical scripts so that managers and other researchers can more easily adopt this approach for their own projects.

This research provided a further step towards more comprehensive and more useful evolution predictions, by showing that an ARIMA model can provide an adequate long-term prediction of the overall change requests, which can be substantially improved by taking seasonal patterns into account.
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