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METHOD FOR MERGING SUBTITLES

The invention relates to data processing.

The growing amount of data available in general requires ever more sophisticated techniques to allow this data to be searched. Increasing amounts of data is available in multimedia databases, that is collections of interrelated data of different media types, for example images, movies, sounds or text. Under this broad definition, examples of a multimedia database are a DVD disk or the Internet. In the absence of effective search tools, the ever increasing amounts of data may become difficult to locate or recover.

Where such multimedia databases contain text, powerful search tools based on textual keywords may be applied. Examples of this are a web search using a search engine on the Internet or searching for items on a DVD by looking for certain keywords in the subtitles stored along the moving images.

However, problems arise in relation to certain types of content, for example the subtitles supplied by broadcasters with live television programmes, such as a news programme. In particular, the way in which these subtitles are transmitted gradually, and the fact that transmission errors occur, limit the usefulness of subtitles for keyword searches that rely on exact textual matches.

The invention is set out in the independent claims and further, optional, features are defined in the dependent claims.

Because successive lines of subtitles are merged in such a way as to form a single searchable text string and also to correct errors, the utility of subtitles in
indexing and searching a database of recorded television programmes, such as a news broadcast, is greatly enhanced.

A specific embodiment of the invention will now be described by way of example only and with reference to the accompanying drawings, in which:
Figures 1 and 2 illustrate a transmission scheme for subtitles;
Figures 3 and 4 illustrate the occurrence of transmission errors;
Figure 5 illustrates a method of merging subtitle lines according to an embodiment of the invention; and
Figure 6 is a flow chart representing a method according to an embodiment of the invention.

Poor quality subtitles often contain insufficient or unreliable information to provide the necessary keywords to facilitate acceptable information retrieval performance for a search algorithm, especially as known language processing techniques rely on having good quality text in complete sentences. This is not the case for subtitles transmitted with TV broadcast programmes and therefore some processing of title text captured together with the television signal is necessary to render the subtitles in a form that is suitable for further language processing and searching.

As well as imperfection caused by interference in the broadcast, a number of problems are caused by the way that live subtitles are transmitted. In the case for example, of British Broadcasting Corporation news programmes, many duplicate phrases and lines are transmitted although these appear seamlessly when displayed on a TV screen. These problems are illustrated in figures 1, 2, 3 and 4.
With reference to figures 1 and 2, normal error frequency transmission of subtitles in the blanking interval of the TV signal is distinguished from subtitles as provided with, for example, a movie, in that a new line of subtitles is transmitted approximately every second. This can be seen from the timestamp shown in the left hand column of the figures, each line potentially being an extension of, or overlapping with, the previous line. This repetitive retransmission of the subtitle signal is irrespective of the actual content of the subtitles, such that two distinct situations may arise.

The first, illustrated in figure 1, occurs in the situation where the spoken words of the television programme resume after a pause. In this case, the subtitles grow by zero or more words from one line to the next, thus resulting in a set of subtitle lines which are partially overlapping and aligned on the first word of the subtitle. In the second case, in the middle of a sequence of spoken words, subsequent subtitle lines will also be partially overlapping, but not necessarily aligned with the first word of the subtitle, as shown in figure 2, such that a window or mask of varying length effectively moves along the sequence with each pass.

The problem of matching and merging the line fragments shown in figures 1 and 2 is exacerbated by the further problem of transmission errors occurring in the subtitles. Figures 3 and 4 illustrate the occurrence of such transmission errors (highlighted), for the cases corresponding to figures 1 and 2, respectively. As a result of the transmission errors, adjacent lines of subtitles cannot be merged directly and further processing is necessary.

The method according to the present invention implements a similarity measure between successive lines of subtitles in an iterative approach as discussed in more detail below. An appropriate similarity measure will first be discussed.
In order to correct transmission errors and allow the subtitles to be merged, a function that returns a measure of the similarity of two strings, for example Marc Lehmann’s Perl module String::Similarity, is employed to detect lines which are duplicates or partial duplicates of preceding and succeeding lines even if they may contain errors. The similarity function returns, for example, a score of one if two strings are identical and zero is the strings are entirely different, with all other values in between zero and one based on the edit distance between the two strings, that is the number of single letter edits required to change one string into the other. Of course, any other robust measure of similarity may also be used.

To find out whether two lines have indeed any overlap and should be merged, an initial comparison is carried out to determine the possibility of a match. This initial comparison is done by directly comparing consecutive lines using String::Similarity. If the similarity score is greater than a high threshold, the lines are considered exact duplicates and only the earlier one is kept.

Consecutive lines which display the possibility of a match, i.e. where the similarity score obtained above is greater than zero, are compared in detail, to find a whether a point exists in the subtitles at which they are appropriate to be matched. This is described in detail below, with reference to figure 5.

As shown in figure 5, two, usually subsequent, lines of subtitles are “zipped across each other” in a number of iterations by defining a comparison window that grows from one iteration to the next. With each iteration, the window size (which starts with one word) is increased by one word until the window size is equal to the number of words in the shorter of the two lines. The window is arranged such that it contains an overlap of words of the two strings which are being compared, for example the last word of the first line and the first word of
the second line on the first iteration, then the last two words of the first line and the first two words of the second line on the second iteration and so on. The two strings constituted by the words within the comparison window are examined on each iteration using the similarity function and the score returned by the similarity function is stored for further analysis. Once the last comparison has been carried out, that is when the entire shorter string has been compared to the corresponding words of the longer string, the similarity scores are compared and the iteration with the highest similarity score is used to indicate the merge point, providing the score exceeds a threshold, for example 0.8. If the threshold is not exceeded on any iteration, no merge is made between the two subtitle lines in question.

The iteration resulting in the highest similarity score, which is used for subsequent merging, is shown in italics in figure 5. In order to form a new merged line, the string to the left of the comparison window is taken as the start of the line. If the similarity score for the window is 1 (i.e. an identical match) the strings inside the comparison window (one from each subtitle line) are identical, and it does not matter which one is chosen to continue the line. For example, the string in the comparison window coming from the first line may be used to continue the merged line. The merged line is then completed by concatenating the remaining words of the second line. However, if the strings inside the comparison window do not match exactly (a score lower than 1 but larger than the threshold), it becomes necessary to select which of the two strings in the comparison window is used in the concatenation to form the merged strings. In this case, the string inside the window with the most characters is used to complete the lines, since subtitle errors are usually characterised by omission of characters. In the example shown in figure 6, "blood donations" has become "blod doatins" through the omissions of characters. The correct string is the longer one. It will be seen that by repeating
this process for each successive pair of lines a single optimum line can be constructed from the multiple concatenations.

An algorithm for merging two lines of subtitles is now described in more detail with reference to figure 6. At step 600, a computer program implementing the algorithm receives two subtitle lines which are to be merged. This may be two adjacent or successive lines of subtitles which are received in real time from a broadcast or from a recording of a broadcast for example from a television tuner (terrestrial, satellite or cable) or network connection. The two received subtitle lines may alternatively be pre-selected according to the likelihood of giving a successful merge and may or may not be temporally subsequent to each other.

At step 610, a counter determining the size of the comparison window is initiated to a value of \( N=1 \) and at step 620 a comparison window is determined which comprises the last \( N \) word or words of the first line and the first \( N \) word or words of the second, possible subsequent line. At step 622, a similarity score is calculated, as described above as a measure of the similarity between the first and second line inside the comparison window and the score is stored in memory. At decision node 624, if the counter is smaller than the number of words in the shorter of the two strings, the counter \( N \) is increased by one at step 626 and the algorithm returns to step 620, repeating the comparison for a window of increased size.

If at decision node 624 it is determined that \( N \) is equal to the number of words in the smaller of the two lines, then at decision node 630, if any of the scores exceeds a threshold value, the comparison window corresponding to the iteration highest score having the scores is selected for merging at step 640. The two subtitle lines are merged by selecting one of the two strings inside the
comparison window and concatenating it to the left with the substring of the first, possibly longest or temporally first, line and concatenating the result with the substring on the second, possibly shorter or temporally subsequent, line to the right of the comparison window. If the score of the selected comparison window is equal to one, the substrings inside the comparison window are identical and any of the two substrings can be chosen for the above concatenation. If, on the other hand, the score is lower than one, presumably due to a mismatch resulting from a transmission error, the substring inside the selected comparison window that has a larger number of non blank characters is selected for the concatenation.

Following a successful merge operation, the new, merged, line of subtitles is outputted at step 650, either for further textual processing or to be stored on a storage medium.

If, on the other hand it is determined at decision node 630 that none of the scores calculated for any of the comparison windows exceeds the threshold, the pair of subtitle lines is considered to be distinct from each other and no merge is made (step 645).

It will be understood that the invention described with reference to the embodiment above can be implemented using any suitable hardware and software. The subtitles may be received from a live feed, such as a television signal or may be stored in a storage medium. For example, subtitles may be captured by a script on a Linux based PC fitted with a TV PCI card, for example a Hauppauge WIN TV PCI card. In the set up, video recording may be carried out using the “streamer” application from the XAWTV suite (see http://bytesex.org/xawtv). The subtitles may be captured using a modified version of the ALEVTV software (see http://www.goron.de/~froese/).
Although the specific embodiment of the invention has been described with reference to the subtitles of a television broadcast, it is understood that the invention may be applied to any other form of subtitles or other text-strings which contain redundant information and may be in need of error-correction. For example, the inventions may be applied to text-strings which are the result of electronic voice recognition.
Claims

1. A method of electronically processing a broadcast subtitle signal comprising a plurality of lines of subtitles, the method comprising merging first and second lines of subtitles.

2. A method as claimed in claim 1 comprising selecting a portion of each of the first and second lines, and calculating a similarity measure between the portions.

3. A method as claimed in claim 2 further comprising successively iteratively increasing the portion and merging the portion having the greatest similarity measure.

4. A method as claimed in claim 1, the method further comprising:
   a. receiving a first and second subtitle line;
   b. setting a counter to a value N=1;
   c. determining a comparison window comprising as respective portions the last N word or words of the first line and the first N word or words of the second line;
   d. calculating a score which is a measure of the similarity between a substring inside the comparison window of the first line and a substring inside the comparison window of the second line and storing the score;
   e. if the counter is smaller than the number of words in the shorter of the of the first and second strings, increasing the counter N by one and repeating steps c to e; and
   f. if the counter N is equal to the number of words in the shorter of the first and second string, merging the first and second string according to the stored scores.
5. A method as claimed in any preceding claim wherein the first and second lines of subtitles are received from a storage device, television tuner or internet connection and/or are subsequent with respect to each others.

6. A method as devised in any of the preceding claims in which the first and second lines comprise successively received lines.

7. A method as claimed in any preceding claims wherein the first and second subtitle lines are selected from a plurality of subtitle lines based on the likelihood of representing overlapping subtitle lines.

8. A method as claimed in claim 4 further including:

   g. if any of the scores exceeds a threshold value, selecting a window corresponding to the highest score, concatenating a string selected from the two strings out of the strings from each of the first and second line inside the selected window to the left with the substring of the first line to the left of the selected window and concatenating the selected string to the right with the substring of the second line to the right of the selected window.

9. A method as claimed in claim 6, wherein the selected string is selected such that it has a larger number of characters than the other string inside the comparison windows.

10. A method of computing a searchable text-string comprising receiving as respective data input first and second text lines, computing merged text lines according to a method as claimed in any claims 1 to 9 and
providing as a data output the merged text lines as a searchable text string.

11. A computer system implementing a method as claimed in any of the preceding claims.

12. A computer program comprising code instruction implementing a method as claimed in any of claims 1 to 10.

13. A computer readable medium or physical signal carrying a computer program as claimed in claim 12.

14. A method of creating, maintaining, indexing or searching a multimedia library comprising a method as claimed in any of claims 1 to 10.
91.913088 An attack
92.912988 An attack on the UK is
93.912988 An attack on the UK is now, its
94.912878 An attack on the UK is now, it seems,
95.995791 An attack on the UK is now, it seems, inevitable. That

Figure 1

60.430601 Good evening, Britain's most senior policeman,
60.996228 Britain's most senior policeman, Sir John
62.070602 Britain's most senior policeman, Sir John Stevens, has spelled out
62.953060 Sir John Stevens, has spelled out the nature of
63.955063 Sir John Stevens, has spelled out the nature of the terrorist threat. The Metropolitan Police
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108.313087 Counter-terrorist officers on the streets of London
109.112912 Counter-terrorist officers on the streets of London today, are we

Figure 3

80.912054 London's Mayor, Ken Livingstone, speaking at the same
81.912859 speaking at the same news conference
83.159141 news conference said it would be "miraculous"

Figure 4
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