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Abstract

Large quantity of knowledge, which is important for biological researchers to unveil the mechanism of life, often hides in the literature, such as journal articles, reports, books and so on. Many approaches focusing on extracting information from unstructured text, such as pattern matching, shallow and full parsing, have been proposed especially for biomedical applications. In this paper, we present an information extraction system employing a semantic parser using the Hidden Vector State (HVS) model for protein-protein interactions. We found that it performed better than other established statistical methods and achieved 58.3% and 76.8% in recall and precision respectively. Moreover, the pure data-driven HVS model can be easily adapted to other domains, which is rarely mentioned and possessed by other approaches. Experimental results prove that the model trained on one domain can still generate satisfactory results when shifting to another domain with a small amount of adaptation training data.

1 Introduction

It is essential for biology researchers to understand functions of proteins and how they interact with each other which unveil the mechanism of living cells and provide targets for effective drug designs. Many databases, such as BIND [1], IntAct [2] and STRING [3], have been built to store protein-protein interaction information. However, constructing such databases is time-consuming and needs immense amount of manual efforts to ensure the correctness of data. To date, vast quantity of knowledge about protein-protein interactions still hides in the full-text journals. As a result, automatically extracting these information from biomedical text holds the promise of easily discovering large amounts of biological knowledge in computer-accessible form.

At the earlier stage of this field, statistical methods [4, 5] were employed to search abstracts or sentences which may describe protein-protein interactions based on the co-occurrence of protein names. Following this way, other approaches [6, 7] focused on detecting proteins pairs and determining the relations between them based on some probability scores. Obviously, these approaches can not generate good results because they ignore sentence structures which play an important role in expressing protein-protein interactions.

Later, more and more complicated approaches have been proposed. They can be roughly classified into two categories, based on simple pattern matching, or employing parsing techniques. Approaches using pattern matching [8, 9, 10] rely on a set of predefined patterns or templates to extract protein-protein interactions. For example, Ono [8] manually defined some patterns which were then augmented with additional restrictions based on word forms and syntactic categories to generate better matching precision. It achieved high performance with a recall rate of 85% and precision rate of 84% for Saccharomyces cerevisiae (yeast) and Escherichia coli. Blaschke [9] and his colleagues introduced the probability score for each predefined rule based on its reliability. Interaction events were assigned scores depending on their matched patterns and the distances between protein names. They also considered negative sentences. However, these methods are not feasible in practical applications as they require heavy manual processing to define patterns when shifting to another domain.

Parsing based methods employ either shallow or full parsing. Shallow parsers [11, 12] break sentences into none-overlapping chunks. Local dependencies are extracted among chunks without reconstructing the structure of an entire sentence. The precision and recall rates of these approaches are estimated at 50-80% and 30-80%, respectively.

Systems based on full parsing [13, 14, 15] deal with the structure of an entire sentence and therefore are potentially more accurate. Yakushiji [13] defined a grammar for biomedical domain and used a general full parser to extract interaction events. Another full parsing based approach used the context-free grammar (CFG) to extract protein interaction information with a recall rate of 63.9% and a precision rate of 70.2% [14]. The major drawback of the aforementioned
methods is that they may require complete redesign of the grammar in order to be tuned to different domains.

Existing approaches, either pattern matching based or parsing based, still require human efforts to define word patterns or grammars in order to extract protein interaction events. It is therefore extremely difficult to port them into another domain. Thomas [16] tried to transform an existing Information Extraction (IE) system, SRI’s Highlight, to a new biomedical domain. The recall and precision rate were reported to about 30% and 70%.

In this paper, we present a protein-protein interaction extraction system based on the Hidden Vector State (HVS) model. Preliminary results have been reported in [17]. Here, we describe some modifications made on the system to improve its performance, such as adding the predefined extraction rules, adding preposition information to the semantic annotation and so on. Furthermore, we show that the HVS model can be easily adapted to another domain by employing some standard adaptation algorithms.

The rest of the paper is organized as follows. Section 2 briefly describes the HVS model and how it can be used to extract protein-protein interactions from un-structured texts. Section 3 presents the overall structure of the extraction system. Improved experimental results are described in section 4. Adaptation methods and results are discussed in section 5. Finally, section 6 concludes the paper.

2 The Hidden Vector State Model

The Hidden Vector State (HVS) model [18] is a discrete Hidden Markov Model (HMM) in which each HMM state represents the state of a push-down automaton with a finite stack size. This is illustrated in Figure 1 which shows the sequence of HVS stack states corresponding to the given parse tree.

Each vector state in the HVS model is in fact equivalent to a snapshot of the stack in a push-down automaton and state transitions may be factored into a stack shift by n positions followed by a push of one or more new preterminal semantic concepts relating to the next input word. Such stack operations are constrained in order to reduce the state space to a manageable size. Natural constraints to introduce are limiting the maximum stack depth and only allowing one new preterminal semantic concept to be pushed onto the stack for each new input word. Such constraints effectively limit the class of supported languages to be right branching. The joint probability \( P(N, C, W) \) of a series of stack shift operations \( N \), concept vector sequence \( C \), and word sequence \( W \) can be decomposed as follows

\[
P(N, C, W) = \prod_{t=1}^{T} P(n_t|W_{t-1}^t, C_{t-1}^t). \\
P(c_t[1]|W_{t-1}^t, C_{t-1}^t, n_t) \cdot P(w_t|W_{t-1}^t, C_{t-1}^t)
\]

where:

- \( C_t \) denotes a sequence of vector states \( c_1, ..., c_t \). \( c_t \) at word position \( t \) is a vector of \( D_t \) semantic concept labels (tags), i.e. \( c_t = [c_t[1], c_t[2], ..., c_t[D_t]] \) where \( c_t[1] \) is the preterminal concept and \( c_t[D_t] \) is the root concept (SS in Figure 1);
- \( W_{t-1}^tC_{t-1}^t \) denotes the previous word-parse up to position \( t - 1 \);
- \( n_t \) is the vector stack shift operation and takes values in the range of \( 0, ..., D_{t-1} \) where \( D_{t-1} \) is the stack size at word position \( t - 1 \);
- \( c_t[1] = c_{w_t} \) is the new preterminal semantic tag assigned to word \( w_t \) at word position \( t \).

The result is a model which is complex enough to capture hierarchical structure but which can be trained automatically from only lightly annotated data.

In the HVS model used by our information extraction system, Equation 1 is approximated by

\[
P(n_t|W_{t-1}^t, C_{t-1}^t) \approx P(n_t|c_{t-1}) \\
P(c_t[1]|W_{t-1}^t, C_{t-1}^t, n_t) \approx P(c_t[1]|c_{2..D_t}) \\
P(w_t|W_{t-1}^t, C_{t-1}^t) \approx P(w_t|c_t)
\]

3 System Overview

The overall architecture of the extraction system is shown in Figure 2. Generally, the extracting process can be divided into three steps. At the beginning, abstracts are retrieved from MEDLINE and split into sentences. Protein names are identified based on a manually constructed dictionary of biological terms. In addition, a category/keyword dictionary for identifying terms describing interactions has also been built based on [14]. All identified biological terms and interaction key-words are then replaced with their respective category labels as shown in Figure 3(b). After that, each sentence is parsed by the HVS semantic parser. Before doing so, the HVS model needs to be trained using a lightly annotated training corpus. Figure 3(c) shows the two best parsing results. Finally, information about protein-protein interactions is extracted from the tagged sentences using a set of predefined simple rules. The extraction result is shown in Figure 3(d).

The details of each step were described in [17]. Here, we have made some modifications on the system as listed below:

1. Instead of using the best parsing result, that is with the highest probability, from the HVS model, the top 5 parsing results are considered. Based on the 5-best parsing results for each sentence, the extraction rules have been amended as follows:
Figure 1: Example of a parse tree and its vector state equivalent.

Figure 2: System architecture.

- If a sentence contains a keyword describing the protein interaction relationship, such as “activate”, “attach” etc, and it is tagged with “DUMMY” in the best parsing result, then check the second best parsing result and so on until this interaction keyword is tagged with its corresponding category label. If such a parsing result can be found, then extract the protein-protein interactions from this parsing output. Otherwise, the best parsing result will still be used. Figure 3(c, d) illustrates the usage of the rule. Protein-protein interaction information is extracted from the second best parsing result, instead of the best one.

- If a semantic tag with the form SS+PROTEIN_NAME+REL+PROTEIN_NAME can be found in the parsing result, REL can be any of the category names describing the interactions such as “activate”, “inhibit” etc, then check whether the corresponding word is in fact a protein name. If so, search backwards or forward for the interaction keyword and the other protein name. Otherwise, ignore this semantic tag.

2. To train the HVS model, an abstract annotation needs to be provided for each sentence. For example, for the sentence, CUL-1 was found to interact with SKR-1, SKR-2, SKR-3, SKR-7, SKR-8 and SKR-10 in yeast two-hybrid system. The Annotation is: PROTEIN_NAME(ACTIVATE(PROTEIN_NAME)).

We suspected that prepositions play an important role in expressing hierarchical relationships, therefore we provided another set of annotations which include the preposition information as shown below: PROTEIN_NAME(ACTIVATE(WITH(PROTEIN_NAME)))

4 Experiments

Some modifications have been discussed in section 3. In this section, experimental results are presented which show that these enhancements indeed greatly improve the system performance.
4.1 Setup

The experimental data were obtained from [10]. The initial corpus consists of 1203 sentences. The protein interaction information for each sentence is also provided. All sentences were examined manually to ensure the correctness of the protein-protein interactions. After cleaning up the sentences which do not contain protein interaction information, 800 sentences were kept. We name it as Corpus I.

The corpus I data were split randomly into the training set and the test set at the ration of 9:1. The test set consists of 80 sentences and the remaining 720 sentences were used as the training set.

4.2 Results

Experiments were conducted three times (i.e Experiment 1, 2, 3 in Table 1) with different training and test data each round. The average processing speed on Itanium-1 model Linux server equipped with 733MHz processor and 4 GB RAM was 0.23s per sentence.

The results reported here are based on the values of TP, TN, and NP. TP is the number of correctly extracted interactions. (TP+TN) is the number of all interactions in the test set and (TP+NP) is the number of all extracted interactions. F-score is computed using the formula below:

\[
F\text{-score} = \frac{2 \cdot \text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}}
\]  

where Recall is defined as \(TP/(TP+TN)\) and Precision is defined as \(TP/(TP+NP)\).

4.2.1 Including prepositions in the annotation of the training set

As mentioned in section 3, two types of annotations were provided for the training set. Table 1 lists the results generated by the HVS model trained without or with the preposition information. It can be seen that by including the preposition information, the relative improvement on F-score is 5-17%. This gives positive support on our hypothesis that preposition information do play an important role on revealing the underlying semantic information of the sentence.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No preposition information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>56.7</td>
<td>71.6</td>
<td>63.3</td>
</tr>
<tr>
<td>2</td>
<td>43.1</td>
<td>83.3</td>
<td>66.8</td>
</tr>
<tr>
<td>3</td>
<td>50.3</td>
<td>73.6</td>
<td>69.8</td>
</tr>
<tr>
<td>overall</td>
<td>50.1</td>
<td>75.2</td>
<td>62.0</td>
</tr>
</tbody>
</table>

Including preposition information

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>61.7</td>
<td>71.8</td>
<td>66.4</td>
</tr>
<tr>
<td>2</td>
<td>52.6</td>
<td>91.0</td>
<td>66.7</td>
</tr>
<tr>
<td>3</td>
<td>60.2</td>
<td>72.7</td>
<td>65.8</td>
</tr>
<tr>
<td>overall</td>
<td>58.3</td>
<td>76.8</td>
<td>66.3</td>
</tr>
</tbody>
</table>
4.2.2 Results based on the sentence complexity and the interaction category

To analyze the ability of the HVS model in extracting information from syntactically complex sentences, we measured the performance on the sentences containing only one protein-protein interaction and the sentences containing more than one interaction separately. The rationale behind this is that in general, sentences containing more than one protein-protein interaction would exhibit more complex syntactic structures. It can be observed from Table 2 that F-measure only dropped slightly by 3% for the Experiment 1 and Experiment 3 data when tested on the more complex sentences. It is also noted that the degradation of F-score is quite dramatic for Experiment 2. One possible reason is that this data set contains quite a lot extremely complex sentences. One example is: The polo-box-dependent interactions between Cdc5 and septins (Cdc11 and Cdc12) and genetic interactions between the dominant-negative cdc5DeltaN and Cyk2/Hof1 or Myo1 suggest that direct interactions between cdc5DeltaN and septins (Cdc11 and Cdc12) and genetic interactions be-

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>With one or no protein-protein interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>68.1</td>
<td>68.1</td>
<td>68.1</td>
</tr>
<tr>
<td>2</td>
<td>64.2</td>
<td>87.2</td>
<td>73.9</td>
</tr>
<tr>
<td>3</td>
<td>73.9</td>
<td>63.0</td>
<td>68.0</td>
</tr>
<tr>
<td>With more than one protein-protein interaction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>57.5</td>
<td>75.0</td>
<td>65.1</td>
</tr>
<tr>
<td>2</td>
<td>42.9</td>
<td>96.4</td>
<td>59.3</td>
</tr>
<tr>
<td>3</td>
<td>54.0</td>
<td>81.0</td>
<td>64.8</td>
</tr>
</tbody>
</table>

Table 2: Results based on the sentence complexity.

By analyzing the categories of protein-protein interactions in our data set, we found that two categories, activate and attach accounts for about 50% of all protein-protein interactions. Thus, the results based on these two categories are also shown here. It can be observed from Table 3 that there are slight changes in F-score when compared with the overall performance result in Table 1. It increases by about 1% for the activate category and drops 2% for the attach category.

<table>
<thead>
<tr>
<th>Category</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>activate</td>
<td>66.7</td>
<td>68.3</td>
<td>67.5</td>
</tr>
<tr>
<td>attach</td>
<td>58.1</td>
<td>71.4</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Table 3: Results based on the interaction category.

5 Adaptation to Changing Domains

Statistical models calculate their probability estimates based on their training data. When these models are shifted to another domain, the performance usually drops. Adaptation techniques are used to reduce the gap between training and test or to adapt a well-trained model to a novel domain. Two major approaches are commonly used: maximum a posteriori (MAP) estimation and discriminative training methods. For the MAP estimation methods, adaptation data are used to adjust the parameters of the model so as to maximize the likelihood of the adaptation data. Count merging and interpolation of models are the two MAP estimation methods investigated in speech recognition experiments [19]. In recent years, MAP adaptation has been successfully applied to lexicalized probabilistic context-free grammar (PCFG) models [20]. Discriminative approaches, on the other hand, aim at using the adaptation data to directly minimize the errors on the adaptation data made by the model. These techniques have been applied successfully to the task of language modeling in non-adaptation scenario [21].

Since MAP adaptation is straightforward and has been applied successfully to PCFG parsers, it has been selected for investigation in this paper. In particular, we mainly focused on one of the special forms of MAP adaptation which is interpolation between the in-domain and out-of-domain models. The following presents how to adapt the HVS model using the log-linear interpolation method.

5.1 Log-Linear Interpolation

Log-linear interpolation has been applied to language model adaptation and has been shown to be equivalent to a constrained minimum Kullback-Leibler distance optimization problem [22].

Assume a generalized parser model $P(W,C)$ for a word sequence $W$ and semantic concept sequence $C$ exists with $J$ component distributions $P_j$ each of dimension $K$, then given some adaptation data $W_a$, the log-linear estimate of the $k$th component of $P_j$, $P_j(k)$, is

$$P_j(k) = \frac{1}{Z} \tilde{P}_j(k) \lambda_1 \tilde{P}_j(k) \lambda_2$$ (3)

where $P_j(k)$ is the probability of the original unadapted model, and $\tilde{P}_j(k)$ is the empirical distribution of the adaptation data defined as

$$\tilde{P}_j(k) = \frac{\sigma_j(k)}{\sum_{i=1}^{K} \sigma_j(i)}$$ (4)

in which $\sigma_j(k)$ is defined as the total count of the events associated with the $k$th component of $P_j$ summed across the

---

1Experiments using linear interpolation have also been conducted but it was found that the results are worse than those obtained using log-linear interpolation.
decoding of all adaptation utterances \( W \). The parameters \( \lambda_1 \) and \( \lambda_2 \) were determined by optimizing the log-likelihood on the held-out data using the simplex method. The computation of \( Z_\lambda \) is very expensive and can usually be dropped without significant loss in performance [23].

5.2 Experimental Results

To justify the robustness of the HVS parser, another corpus named as corpus II was used. It comprises 300 abstracts which are randomly retrieved from the GENIA corpus [24]. GENIA is a collection of research abstracts selected from the search results of MEDLINE database with keyword (MeSH terms) human, blood cells and transcription factors. These abstracts were then split into sentences and those containing more than two protein names were kept. Altogether 1279 sentences were left.

Note that Corpus I obtained from [10] is constructed from the first 50 biomedical papers downloaded from the Internet with the keyword “protein-protein interaction”. Thus Corpus I and Corpus II are disjoint sets and they might comprise different writing styles.

The baseline HVS model was trained on Corpus I and was later adapted using a small amount of adaptation data from Corpus II. Table 4 listed the recall, precision, and F-score obtained when tested on the 800 sentences from Corpus II. The “Baseline” results were obtained using the HVS model trained on Corpus I and tested on corpus II without adaptation. The “In domain” results were obtained using the HVS model trained solely on the Corpus II sentences. The “Log-Linear” row shows the performance using the log-linear interpolation based adaptation of the baseline model using 160 randomly selected adaptation sentences from Corpus II.

<table>
<thead>
<tr>
<th>System</th>
<th>Recall (%)</th>
<th>Precision (%)</th>
<th>F-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>50.7</td>
<td>52.7</td>
<td>51.7</td>
</tr>
<tr>
<td>In domain</td>
<td>65.7</td>
<td>68.8</td>
<td>67.2</td>
</tr>
<tr>
<td>Log-Linear</td>
<td>60.4</td>
<td>66.3</td>
<td>63.2</td>
</tr>
</tbody>
</table>

Table 4: Performance Comparison of adaptation to Corpus II.

Overall, we found that moving a system trained on Corpus I to Corpus II resulted in a 15% absolute drop in F-score. However, when adaptation was applied using only 40 adaptation sentences, the loss of concept accuracy was dramatically restored. Specifically, using log-linear adaptation, the out-of-domain F-score of 51.7% was restored to 63.2%, which is not far from the in-domain F-score of 67.2%.

Figure 4 shows the parser performance versus the number of adaptation sentences used. It can be observed that the F-score value increases when increasingly adding more adaptation data from Corpus II. The parser performance almost saturates when the number of adaptation utterances reaches 110. The performance however degrades when the number of adaptation utterances exceeds 160, possibly due to model overtraining. For this particular application, we conclude that just 110 adaptation utterances would be sufficient to adapt the baseline model to give comparable results to the in-domain model.

6 Conclusions and Future work

In this paper, we have presented a improved HVS model-based system to automatically extract protein-protein interactions from unstructured text sources. The system can generate satisfactory performance measured in recall and precision. We have also investigated the ability of the HVS model to be adapted to another domain. The experimental results give positive support that the purely data-driven extraction system is robust and can be readily adapted to a new domain. Our results may provide a useful supplement to manually created resources in established public databases.

In future work we will work on the modification of the HVS model, such as enlarging its ability of expressing more complex sentence structures, and dealing with negative sentences which constitutes a well-known problem etc.
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