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Abstract—With the widespread applications of electronic learning (e-Learning) technologies to education at all levels, increasing number of online educational resources and messages are generated from the corresponding e-Learning environments. Nevertheless, it is quite difficult, if not totally impossible, for instructors to read through and analyze the online messages to predict the progress of their students on the fly. The main contribution of this paper is the illustration of a novel concept map generation mechanism which is underpinned by a fuzzy domain ontology extraction algorithm. The proposed mechanism can automatically construct concept maps based on the messages posted to online discussion forums. By browsing the concept maps, instructors can quickly identify the progress of their students and adjust the pedagogical sequence on the fly. Our initial experimental results reveal that the accuracy and the quality of the automatically generated concept maps are promising. Our research work opens the door to the development and application of intelligent software tools to enhance e-Learning.
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1 INTRODUCTION

Electronic learning (e-Learning) refers to the application of information and communication technologies (e.g., Internet and multimedia) to enhance ordinary classroom teaching and learning [3], [46]. With the maturity of the technologies such as the Internet and the decreasing cost of the hardware platforms, more institutions are adopting e-Learning as a supplement to traditional classroom teaching and learning [3], [46]. One of the potential advantages of modern e-Learning technologies is that they can facilitate adaptive learning such that instructors can dynamically revise and deliver instructional materials in accordance with the learners’ current progress. In general, adaptive teaching and learning refers to the use of what is known about learners, a priori or through interactions, to alter how a learning experience unfolds, with the aim of improving learners’ success and satisfaction [16]. The current state-of-the-art of e-Learning technologies support automatic collection of learners’ performance data (e.g., via online quiz) [11]. However, few of the existing e-Learning technologies can support automatic analysis of learners’ progress in terms of the knowledge structures the learners have acquired. In this paper, we illustrate a methodology of automatically constructing concept maps to characterize learners’ understanding for a particular topic; thereby instructors can conduct adaptive teaching and learning based on the learners acquired knowledge structures as reflected on the concept maps. In particular, our concept map generation mechanism is underpinned by a context-sensitive text mining method [21] and a novel fuzzy domain ontology extraction algorithm.

It is generally accepted that ontology refers to a formal specification of conceptualization [13]. Ontology can take the simple form of a taxonomy of concepts (i.e., lightweight ontology), or the more comprehensive representation of comprising a taxonomy as well as the axioms and constraints which characterize some prominent features of the real world (i.e., heavy weight ontology) [4]. Domain ontology is one kind of ontology which is used to represent the knowledge for a particular type of application domain [8]. On the other hand, concept maps are used to elicit and represent the knowledge structure such as concepts and propositions as perceived by individuals [33]. Concept maps are similar to ontology in the sense that both of these tools are used to represent concepts and the semantic relationships among concepts. However, ontology is a formal knowledge representation method to facilitate human and computer interactions and it can be expressed by using formal semantic markup languages such as RDF and OWL [15], whereas concept map is an informal tool for humans to specify semantic knowledge structure. We only focus on the automatic extraction of lightweight domain ontology in this paper. More specifically, the lightweight fuzzy domain ontology is used to generate concept maps to represent learners’ knowledge structures.

The main contributions of our research work are twofold: from the theoretical stand point, we contribute to the development of a novel fuzzy domain ontology extraction method which alleviates the knowledge acquisition bottleneck of manually constructing domain ontologies. Since ontology extraction from text often involves uncertainty...
(e.g., which messages (objects) are associated with which concepts (classes)), an uncertainty representation and management mechanism is required to address such an issue. It is believed that the notions of fuzzy set and fuzzy relation provide a sound and rigorous method to represent knowledge with uncertainty [54]. One of our contributions is the development of a formal fuzzy domain ontology model which is underpinned by fuzzy sets and fuzzy relations. Moreover, based on the concept of subsumption, we have developed a fuzzy domain ontology extraction algorithm for the automatic extraction of domain ontologies from text. From the practical standpoint, our research work opens the door to the development of intelligent software tools for enhancing e-Learning technologies. In particular, we have demonstrated how to apply the context-sensitive text mining method and the fuzzy domain ontology extraction algorithm to automatically generate concept maps to reveal the knowledge structures of students who are engaging in e-Learning. As a result, instructors can adjust the pedagogy with respect to the student’s current progress on the fly. This is the so-called adaptive teaching and learning approach [16].

The remainder of this paper is organized as follows: A framework of fuzzy domain ontology-based concept map generation is highlighted in Section 2. The cognitive and linguistic foundations of the proposed context-sensitive text mining method for concept extraction are illustrated in Section 3. Then, the computational algorithm of the fuzzy domain ontology extraction method is depicted in Section 4. Section 5 explains how the fuzzy domain ontology extraction method is applied to adaptive e-Learning. Section 6 describes the evaluation of the proposed fuzzy domain ontology-based concept map generation mechanism. Section 7 highlights previous research in the related area and compares these research works with ours. Finally, we offer concluding remarks and describe future direction of our research work.

2 A FRAMEWORK FOR AUTOMATIC CONCEPT MAP GENERATION

It has been pointed out that the main challenge of automatic ontology extraction from textual databases is the removal of noisy concepts and relations [27], [28]. Based on this observation, our domain ontology extraction methodology in general and the concept map generation process in particular are designed to effectively filter the nonrelevant concepts and concept relations from the concept space. Fig. 1 depicts the proposed methodology of automatically generating concept maps from a collection of online messages posted to blogs, emails, chat rooms, Web pages, and so on. The collection of messages is treated as a textual corpus. At the document parsing stage, our document parser will scan each message to analyze the lexicosyntactic elements embedded in the message. For instance, stop words such as a, an, the, and so on are removed from the message since these words appear in any contexts and they cannot provide useful information to describe a domain concept. For our implementation, a stop word file is constructed based on the standard stop word file used in the SMART retrieval system [38]. Different customizations are required for processing different kinds of documents.

For example, we need to extend the SMART stop word file by including stop words such as “home,” “contact,” “Web,” and “site” for parsing Web pages.

Lexical patterns are identified by applying Part-of-Speech (POS) tagging to the source documents. We develop our POS tagger based on the WordNet API.1 For named-entity detection (e.g., people’s names and organizations’ names), we employ BBN’s IdentiFinder [1]. However, for the e-Learning application reported in this paper, we do not make use of the entity tags for concept extraction. We simply treat each named-entity as a noun for subsequent linguistic pattern mining. After the tagging process, each token is stemmed according to the Porter stemming algorithm [36]. During the concept extraction stage (Section 4.1), certain linguistic patterns are ignored to reduce the generation of noisy concepts. For example, ontology engineers or instructors in the case of e-Learning applications will specify the mining focus on certain linguistic patterns such as “Noun Noun,” “Adjective Noun,” and “Verb Noun.” The text mining program will then focus on finding the term association information and collect the statistical data for those patterns only. Not only does it reduce the generation of noisy concepts but also improve the computational efficiency of our ontology extraction process. A text windowing process will be conducted by scanning adjacent tokens within a predefined window size of 5 to 10 words from left to right over all the documents. At the end of the windowing process, an information theoretic measure is applied to compute the co-occurrence statistics between the targeting linguistic patterns and other tokens appearing in the same text window across the corpus. Thereby, context vectors [17], [41] can be created to describe the semantic of the extracted concepts.

In addition, to filter out nonrelevant domain concepts, the occurrence of a concept across different domains (e.g., corpora) will be assessed (Section 4.2). The basic intuition is that a concept frequently appears in a specific domain (corpus) rather than many different domains is more likely

to be a relevant domain concept. Those concepts with relevance scores below a certain threshold will not be used for taxonomy generation. To produce accurate concept representations, a dimensionality reduction method is applied to the filtered concept space to minimize the terms (features) used to characterize the concepts based on the principle of minimal information loss (Section 4.3). After concept space reduction, the subsumption relationships among the domain concepts are computed according to our fuzzy relation membership function (Section 4.4). A taxonomy of fuzzy domain concepts is then constructed according to our fuzzy domain ontology extraction algorithm (Section 4.5). Finally, our visualization mechanism converts the fuzzy domain ontology to concept maps and displays them on our Web-based e-Learning platform.

Before illustrating the computational details of our fuzzy domain ontology extraction method in the remaining sections, we should give a precise definition of what we mean by lightweight fuzzy domain ontology. Our proposed model of fuzzy domain ontology is underpinned by fuzzy sets and fuzzy relations [54].

**Definition 1 (Fuzzy set).** A fuzzy set \( F \) consists of a set of objects drawn from a domain \( X \) and the membership of each object \( x_i \) in \( F \) is defined by a membership function \( \mu_F : X \mapsto [0, 1] \). For the special case of a crisp set, the crisp membership function has the mapping \( \mu_F : X \mapsto \{0, 1\} \).

**Definition 2 (Fuzzy relation).** A fuzzy relation \( R_{XY} \) is defined as the fuzzy set \( R \) on a domain \( X \times Y \), where \( X \) and \( Y \) are two crisp sets. The membership of each object \( (x_i, y_i) \) in \( R \) is defined by a membership function \( \mu_R : X \times Y \mapsto [0, 1] \).

**Definition 3 (Fuzzy ontology).** A fuzzy ontology is a 6-tuple \( Ont = (X, A, C, R_{XC}, R_{AC}R_{CC}) \), where \( X \) is a set of objects, \( A \) is the set of attributes describing the objects, and \( C \) is a set of concepts (classes). The fuzzy relation \( R_{XC} : X \times C \mapsto [0, 1] \) assigns a membership to the pair \((x_i, c_i)\) for all \( x_i \in X \), \( c_i \in C \), the fuzzy relation \( R_{AC} : A \times C \mapsto [0, 1] \) defines the mapping from the set of attributes \( A \) to the set of concepts \( C \), and the fuzzy relation \( R_{CC} : C \times C \mapsto [0, 1] \) defines the strength of the subclass/superclass relationships among the set of concepts \( C \).

Fig. 2 illustrates an example of our lightweight fuzzy domain ontology with reference to the above definitions. In this example, \( X = \{x_1, \ldots, x_l\} \), \( A = \{a_1, \ldots, a_0\} \), and \( C = \{c_1, \ldots, c_7\} \) are assumed. The fuzzy relation among concepts (i.e., subclass/superclass relationships) is denoted as \( R_{CC}(c_2, c_0) \) and two examples, e.g., \( R_{CC}(c_2, c_1) = 0.5 \) and \( R_{CC}(c_5, c_1) = 0.4 \), are shown in Fig. 2. The \( R_{XC} \) relation describes the membership of an object for a particular class (concept). For instance, object \( x_7 \) is considered belonging to the class \( c_1 \) with a membership value of 0.3. For the e-Learning application, the ontology can represent which online message (i.e., an object) created by a learner is associated with certain concepts to facilitate the analysis of students’ learning states. To improve the readability of Fig. 2, the partial associations between concepts and attributes (i.e., \( R_{AC} \)) are not depicted. For a concept such as “commercial bank,” we may find a property term (i.e., attribute) “customer” describing the concept. However, the term “customer” may also be used to describe other concepts such as “book shop” to a certain degree. Our lightweight fuzzy domain ontology model is able to represent the partial associations among concepts and the underlying property terms. Based on the idea of formal concept analysis [7], \( X \) is the extent of the concepts \( C \), and \( A \) is the intent which defines the properties of \( C \). According to the idea of subsumption, the subconcept/superconcept relation \( (R_{CC}) \) can be defined by:

**Definition 4 (Fuzzy subsumption).** With respect to an arbitrary \( \alpha \)-cut level, a concept \( c_x \in C \) is the subconcept of another superconcept \( c_y \in C \) if and only if \( \forall a_i \in \{z \in A | \mu_{R_{AC}}(z, c_y) \geq \alpha\}, \mu_{R_{CC}}(a_i, c_x) \geq \alpha \). Alternatively, from an extensional perspective, a concept \( c_x \in C \) is the subconcept of another superconcept \( c_y \in C \) if and only if \( \forall x_i \in \{z \in X | \mu_{R_{XC}}(z, c_y) \geq \alpha\}, \mu_{R_{CC}}(x_i, c_y) \geq \alpha \) with respect to an arbitrary \( \alpha \)-cut level.

Definition 4 can be explained as follows: If the membership of every attribute \( a_i \in A \) for the concept \( c_y \in C \) is greater than or equal to a certain threshold \( \alpha \), the membership of the corresponding attribute \( a_i \) for the concept \( c_x \in C \) is also greater than or equal to \( \alpha \), then the concept \( c_x \) is the subconcept of \( c_y \). As can be seen, the crisp subsumption relation is only a special case of the generalized fuzzy subsumption relation in that the threshold value \( \alpha = 1 \) is established for the crisp case. In other words, if it is true that every attribute \( a_i \in A \) characterizing the concept \( c_y \) implies that it also characterizes the concept \( c_x \), the concept \( c_x \) is the subconcept of \( c_y \).

### 3 The Cognitive and Linguistic Foundations

From a human cognitive perspective, humans learn a new concept by associating the contexts (experiential background) in which the concept appears [12]. Our concept extraction method is motivated based on the above observation. In particular, our context-sensitive text mining approach is developed according to the distributional hypothesis which assumes that terms (concepts) are similar

Our text mining method is specifically designed to filter noisy concepts. After standard document preprocessing such as stop word removal, POS tagging, and word stemming [39], a windowing process is conducted over the collection of documents. The windowing process can help reduce the number of noisy terms. For each document (e.g., Net news, Web page, and email), a virtual window of δ words is moved from left to right, one word at a time until the end of a textual unit (e.g., a sentence) is reached. Within each window, the statistical information among tokens is collected to develop collocational expressions. Such a windowing process has successfully been applied to text mining before [21], [35]. The windowing process is repeated for each document until the entire collection has been processed. According to previous studies, a text window of 5 to 10 terms is effective [17], [35], and so we adopt this range as the basis to perform our windowing process. To improve computational efficiency and filter noisy concepts, only the specific linguistic patterns (e.g., Noun Noun and Adjective Noun) defined by the user will be analyzed. After parsing the whole corpus, the statistical data (e.g., mutual information) about the potential concepts is collected by our statistical token analyzer. If the association weight between a concept and a term is below a predefined threshold value $\zeta$, it will be discarded from the context vector of the concept.

For statistical token analysis, several information theoretic methods are employed. Mutual information has been applied to collocational analysis [35], [47] in previous research. Mutual information is an information theoretic method to compute the dependency between two entities and is defined by [43]

$$MI(t_i, t_j) = \log_2 \frac{Pr(t_i, t_j)}{Pr(t_i)Pr(t_j)}$$

where $MI(t_i, t_j)$ is the mutual information between term $t_i$ and term $t_j$. $Pr(t_i, t_j)$ is the joint probability that both terms appear in a text window, and $Pr(t_i)$ is the probability that a term $t_i$ appears in a text window. The probability $Pr(t_i)$ is estimated based on \(\frac{|w|}{|w|}\), where \(|w|\) is the number of windows containing the term $t_i$ and \(|w|\) is the total number of windows constructed from a corpus. Similarly, $Pr(t_i, t_j)$ is the fraction of the number of windows containing both terms out of the total number of windows.
We develop Balanced Mutual Information (BMI) to compute the degree of association among tokens. This method considers both term presence and term absence as the evidence of the implicit term relationships:

\[ \mu_c(t_j) \approx BMI(t_i, t_j), \]

\[ = \beta \left[ Pr(t_i, t_j) \log_2 \left( \frac{Pr(t_i, t_j) + 1}{Pr(t_i)Pr(t_j)} \right) + Pr(\neg t_i, \neg t_j) \log_2 \left( \frac{Pr(\neg t_i, \neg t_j) + 1}{Pr(\neg t_i)Pr(\neg t_j)} \right) - (1 - \beta) \left[ Pr(t_i, \neg t_j) \log_2 \left( \frac{Pr(t_i, \neg t_j) + 1}{Pr(\neg t_j)Pr(t_j)} \right) + Pr(\neg t_i, t_j) \log_2 \left( \frac{Pr(\neg t_i, t_j) + 1}{Pr(t_i)Pr(\neg t_j)} \right) \right] \right] \]  

(2)

where \( \mu_c(t_j) \) is the membership function to estimate the degree of a term \( t_j \in A \) belonging to a concept \( c_i \in C \). \( \mu_c(t_j) \) is the computational mechanism for the relation \( R_{\text{AC}} \) defined in the fuzzy domain ontology \( Ont = (X, A, C, R_{\text{XC}}, R_{\text{AC}}, R_{\text{CC}}) \). The membership function \( \mu_c(t_j) \) is indeed approximated by the BMI score. The weight factor \( \beta > 0.5 \) is used to control the relative importance of two kinds of evidence (positive and negative).

Other measures that are used to estimate the membership values of \( t_j \in c_i \) include Jaccard (JA), conditional probability (CP), Kullback-Leibler divergence (KL), Expected Cross Entropy (ECH) [19], and Normalized Google Distance (NGD) [6]. For (7), the term \( |w_{c_i,t_j}| \) means the number of virtual text windows containing the concept \( c_i \) and the term \( |w_{c_i,t_j}| \) refers to the number of virtual text windows containing both \( c_i \) and \( t_j \). After computing term-concept association weights using any one of the methods mentioned above, the association weights are subject to linear scaling using \( \psi_{\text{Norm}} = \frac{\psi_{\text{max}}}{\psi_{\text{min}}} \). As a result, all the term-concept association weights fall into the unit interval \( \forall c_i \in C \land X \mu_c(t_j) \in [0, 1] \). As NGD is a distance measure, we use the dual function to generate the membership values (e.g., \( \mu_c(t_j) = 1 - \text{NGD}_{\text{Norm}}(c_i, t_j) \)). A \( \zeta \)-cut is applied to discard terms from the potential concept if their memberships are below the threshold \( \zeta \). It should be noted that the constituent terms of a concept are always implicitly associated with the concept itself with the maximal membership 1:

\[ \mu_c(t_j) \approx Jacc(c_i, t_j) \]

\[ = \frac{Pr(c_i \land t_j)}{Pr(c_i \lor t_j)}, \]  

(3)

\[ \mu_c(t_j) \approx Pr(c_i|t_j) \]

\[ = \frac{Pr(c_i, t_j)}{Pr(t_j)}, \]  

(4)

\[ \mu_c(t_j) \approx KL(c_i||t_j) \]

\[ = \sum_{c_i \in C} Pr(c_i|t_j) \log_2 \frac{Pr(c_i|t_j)}{Pr(c_i)}, \]  

(5)

\[ \mu_c(t_j) \approx ECH(t_j, c_i) \]

\[ = Pr(t_j) \sum_{c_i \in C} Pr(c_i|t_j) \log_2 \frac{Pr(c_i|t_j)}{Pr(c_i)}, \]  

(6)

\[ \mu_c(t_j) \approx NGD(c_i, t_j) \]

\[ = \max \left\{ \log_2 |w_{c_i,t_j}|, \log_2 |w_{c_i,t_j}| \right\} - \log_2 |w_{c_i,t_j}| \]  

\[ \log_2 |w + 1| - \min \left\{ \log_2 |w_{c_i}|, \log_2 |w_{t_j}| \right\}, \]  

(7)

### 4.2 Concept Pruning

To further filter the noisy concepts, we adopt the TFIDF [39] like heuristic to perform the filtering process. Similar approach has also been used in ontology learning [32]. For example, if a concept is significant for a particular domain, it will appear more frequently in that domain when compared with its appearance in other domains. The following measure is used to compute the relevance score of a concept:

\[ Rel(c_i, D_j) = \frac{\text{Dom}(c_i, D_j)}{\sum_{k=1}^n \text{Dom}(c_i, D_k)} \]  

(8)

where \( Rel(c_i, D_j) \) is the relevance score of a concept \( c_i \) in the domain \( D_j \). The term \( \text{Dom}(c_i, D_j) \) is the domain frequency of the concept \( c_i \) (i.e., number of documents containing the concept divided by the total number of documents in the corpus). The higher the value of \( Rel(c_i, D_j) \), the more relevant the concept is for domain \( D_j \). Based on empirical testing, we can estimate a threshold \( \varpi \) for a particular domain. Only the concepts with relevance scores greater than the threshold will be selected. For each selected concept, its context vector is also expanded based on the synonymy relation defined in WordNet [30]. This is in fact a smoothing procedure [7]. The intuition is that some terms characterizing a particular concept may not co-occur with the concept in a corpus. To make our ontology extraction method more robust, we need to consider these missing properties. For instance, the context vector “commercial banks” of our example will be expanded with the term “deposits” based on the synonymy relation of WordNet, and a default membership will be assigned to such a term.

### 4.3 Dimensionality Reduction

In order to reduce the dimensionality of the concept space, unsupervised mapping techniques such as Singular Value Decomposition (SVD) [9], [10] is applied to the Term-Concept Association Matrix, \( \mathbf{R} \), which is formed by the membership values \( \mu_c(t_j) \) for all term \( t_j \in A \) belonging to some concepts \( c_i \in C \) after the previous concept pruning stage. In general, \( \mathbf{R} \) can be expressed by any rectangular \( m \times p \) matrix, whereas \( m = |A| \) and \( p = |C| \). The general complexity of computing SVD is \( O(mn^2p^2) \). As the number of concepts has been reduced to \( n \) (where \( n << p \) by the concept pruning process, the actual computational complexity of our SVD process is reduced to \( O(min(mn^2, mn^2) \). By controlling the pruning parameter \( \varpi \), our SVD can scale
up for a large collection of messages. Each element in $R$ represents the membership value $\mu_{x_i}(t_j)$, i.e.

$$R = \begin{pmatrix}
\mu_{x_1}(t_1) & \mu_{x_2}(t_1) & \cdots & \mu_{x_m}(t_1) \\
\mu_{x_1}(t_2) & \mu_{x_2}(t_2) & \cdots & \mu_{x_m}(t_2) \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{x_1}(t_m) & \mu_{x_2}(t_m) & \cdots & \mu_{x_m}(t_m)
\end{pmatrix}. \quad (9)$$

Each row $R_i$ in the association matrix $R$ is a vector corresponding to the membership degree of a term $t_j$ belonging to each concept $c_i$ of the pruned concept space $C$, $\forall c_i \in C_{l=1,...,n}$:

$$R_i^T = (\mu_{x_1}(t_1) \ \mu_{x_2}(t_1) \ \cdots \ \mu_{x_m}(t_1) ). \quad (10)$$

Similarly, each column $R_i$ in $R$ is a vector corresponding to a concept $c_i$, giving various degrees of each term $t_j$, $\forall t_j \in A_{i=1,...,l}$:

$$R_i = (\mu_{x_1}(t_1) \ \mu_{x_2}(t_2) \ \cdots \ \mu_{x_m}(t_m) ). \quad (11)$$

By SVD, $R$ can be decomposed into the product of three other matrices:

$$R = USV^T, \quad (12)$$

where $S$ is a $l \times l$ diagonal matrix such that $S = [\delta_{i,j}]$, where $\forall i=j \delta_{i,j} \neq 0$, $\forall i \neq j \delta_{i,j} = 0, U$ and $V$ have orthogonal and unitary columns such that $U^TU = I, V^TV = I$, $I$ is the identity matrix. $R$ can be expressed as

$$R = ([u_1] \ \ldots \ [u_l]) \cdot \begin{pmatrix}
\delta_{11} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \delta_{ll}
\end{pmatrix} \cdot \begin{pmatrix}
[v_1] \\
\vdots \\
[v_l]
\end{pmatrix}. \quad (13)$$

$U = ([u_1])|_{j=1,...,l}$ and $V = ([v_1])|_{i=1,...,l}$ are the left and right singular vectors, respectively, corresponding to the monotonically decreasing singular values $\delta_{ll} \in (i, j), i = j$ of the diagonal matrix $S$ and $l = \min(m, n)$. The full-rank or $l$-rank $R$ could then be approximated to a rank-$k$ approximation using Latent Semantics Structure [10] in which the largest $k$ singular values of $R$ associated with the first $k$ columns of the $U$ and $V$ matrices are used for reconstruction, i.e., $R_k = U_kS_kV_k^T$, where $k < l$. Therefore, the $R_k$ is the closest rank-$k$ approximation in the least square error sense as it consists of the $k$ largest singular triplets of $R$ [51]. As a result, a new set of membership value $\mu_{x_i}(t_j)$ will then represent the degree of a term $t_j$ in the reduced term space with only $k$-dimensions, for the concepts $c_i \in \{c_1, \ldots, c_m\}$. The $k$ value is empirically determined with respect to the ontology F-measure as defined in Section 6.1.

### 4.4 Fuzzy Relation Extraction

The final stage toward our ontology extraction method is fuzzy taxonomy generation based on the subsumption relations among the extracted concepts. Let $Spec(c_x, c_y)$ denote that concept $c_x$ is a specialization (subclass) of another concept $c_y$. The degree of such a specialization relation can be estimated from

$$\mu_{R_{xy}}(c_x, c_y) \approx Spec(c_x, c_y) = \frac{\sum_{t \in C_x} \mu_{c_x}(t) \otimes \mu_{c_y}(t)}{\sum_{t \in C} \mu_{c_x}(t)}, \quad (14)$$

where $\otimes$ is a fuzzy conjunction operator which is equivalent to the min function. The above formula states that the degree of subsumption (specificity) of $c_x$ to $c_y$ is based on the ratio of the sum of the minimal membership values of the common terms belonging to both concepts to the sum of the membership values of terms in the concept $c_x$. For instance, if every attribute of $c_y$ is also an attribute of $c_x$, a strong specificity relation exists and the value of $Spec(c_x, c_y)$ is high. The range of the $Spec(c_x, c_y)$ relation falls in the unit interval $[0, 1]$ and the subsumption relation is asymmetric. Equation (14) has been applied to our earlier studies of fuzzy ontology extraction [23], [24].

One problem of the standard fuzzy conjunction operation is that the specificity value is highly influenced by the weakest terms (attributes) of the concepts. Therefore, we explore another alternative of estimating the degree of subsumption between two concepts based on the method successfully applied to image analysis [50]. In particular, any two concepts $c_x$ and $c_y$ could be said to be similar if their structural similarity is high and the corresponding structural similarity value $SSIM(c_x, c_y)$ approaches 1 [50]. On the other hand, two concepts are dissimilar if their structural similarity value $SSIM(c_x, c_y)$ is low (e.g., close to zero). The $SSIM(c_x, c_y)$ function is expressed as

$$SSIM(c_x, c_y) = l(c_x, c_y) \cdot c(c_x, c_y) \cdot s(c_x, c_y), \quad (15)$$

$$l(c_x, c_y) = \frac{2M_xM_y Q_1}{M_x^2 + M_y^2 + Q_1}, \quad (16)$$

$$c(c_x, c_y) = \frac{2\sigma_x \sigma_y + Q_2}{\sigma_x^2 + \sigma_y^2 + Q_2}, \quad (17)$$

$$s(c_x, c_y) = \frac{\sigma_x \sigma_y + Q_3}{\sigma_x^2 \sigma_y + Q_3}, \quad (18)$$

where $c_x, c_y \in C$. For our application, the $l(c_x, c_y)$ function is used to measure the similarity of two concepts in terms of semantic coherence, whereas the $c(c_x, c_y)$ function is used to estimate the similarity between two concepts in terms of semantic variance. Finally, the $s(c_x, c_y)$ function is applied to measure the similarity of two concepts based on their component structures. Slightly different from [50], our similarity metric is applied to the concept vectors.
$c_i = (\mu_{c_i}(t_1), \ldots, \mu_{c_i}(t_m))$. The mean and standard deviation of each concept vector, and the covariance between two concept vectors are defined by

$$M_{c_i} = \frac{1}{m} \left( \sum_{j=1}^{m} \mu_{c_i}(t_j) \right) ,$$

$$\sigma_{c_i} = \left( \frac{1}{m-1} \left( \sum_{j=1}^{m} (\mu_{c_i}(t_j) - M_{c_i})^2 \right) \right)^{1/2} ,$$

$$\sigma_{c_i,c_j} = \left( \frac{1}{m-1} \left( \sum_{j=1}^{m} (\mu_{c_i}(t_j) - M_{c_i}) (\mu_{c_j}(t_j) - M_{c_j}) \right) \right)^{1/2} .$$

The terms $Q_1 = 0.0255$, $Q_2 = 0.2295$, and $Q_3 = 0.1148$ are constants, and they are applied to image analysis work before [50]. We adopt $Q_1 = [0.5 \times 0.0255]$, $Q_2 = [0.5 \times 0.2295]$, $Q_3 = [0.5 \times 0.1148]$ in our experiments. When we apply the structural similarity measure to estimate the degree of subsumption between two concepts, we follow the same intuition illustrated in Definition 4. For instance, if most attributes $t_j$ belonging to the concept $c_j$ are also belonging to the concept $c_i$, the concept $c_j$ is a subconcept of $c_i$ to a high degree. To formulate our $\text{Spec}(c_j,c_j)$ function based on the structural similarity, we first compute the common concept $c_j = c_j \cap c_i$. Then, we examine if this common subconcept is more subsumed by which concept to determine the direction of the specialization relation. Thereby, the degree of specificity from $c_j$ to $c_i$ is approximated by

$$\mu_{\text{RCC}}(c_j,c_i) \approx \text{Spec}(c_j,c_i)$$

$$= \begin{cases} 0 & \text{if } \text{SSIM}(c_j,c_i) > \text{SSIM}(c_j,c_j), \\ \text{SSIM}(c_j,c_i) - \text{SSIM}(c_j,c_j) & \text{otherwise}. \end{cases}$$

The above formula states that the degree of subsumption (specificity) of $c_j$ to $c_i$ is based on the ratio of the difference between the structural similarity of $\text{SSIM}(c_j,c_j)$ and $\text{SSIM}(c_j,c_i)$ to the normalization factor $\text{SSIM}(c_j,c_j)$. On the other hand, if more common structural elements are found in $c_j$ rather than $c_i$, then $c_j$ is a subconcept of $c_i$, the degree of the specificity relation from $c_j$ to $c_i$ is zero.

### 4.5 Fuzzy Taxonomy Extraction

When a fuzzy taxonomy is built, we only select the subsumption relations such that $\text{Spec}(c_j,c_j) \geq \text{Spec}(c_j,c_i)$ and $\text{Spec}(c_j,c_j) > \lambda$, where $\lambda$ is a threshold to distinguish significant subsumption relations. The parameter $\lambda$ is estimated based on empirical tests. If $\text{Spec}(c_j,c_j) \approx \text{Spec}(c_j,c_j)$ and $\text{Spec}(c_j,c_j) > \lambda$ is established, the equivalent relation between $c_j$ and $c_i$ will be extracted. In addition, a pruning step is introduced such that the redundant taxonomy relations are removed. If the membership of a relation $\mu_{c_j,c_i}(c_1,c_2) \leq \min\{\mu_{c_j,c_j}(c_1,c_1), \ldots, \mu_{c_j,c_j}(c_2,c_2)\}$, where $c_1, c_2, \ldots, c_2$ form a path $P$ from $c_1$ to $c_2$, the relation $R(c_1,c_2)$ is removed because it can be derived from other stronger specificity relations in the ontology. The fuzzy domain ontology mining algorithm is summarized and shown in Fig. 4. According to this algorithm, more than one directed graph could be generated from a corpus. Each graph will be used as the basis to generate a concept map. The general computational complexity of our algorithm is characterized by $O(k^3n^2 + kn^2)$, where $k$ is the reduced dimensionality of the term space, and $n$ is the cardinality of the pruned concepts $C$. According to our empirical testings, the setting of $k \approx n$ can in general lead to satisfactory performance. Therefore, the actual computational complexity of our algorithm is characterized by $O(k^3)$. By controlling the concept pruning threshold $\varpi$, we can reduce the concept space. Moreover, we can make a trade-off between computational time and accuracy by tuning $k$ during dimensionality reduction. As a result, our algorithm can scale up for processing a large number of messages online. We have conducted a field test to demonstrate that our system can run efficiently in practice.

**Algorithm FuzzyOntoExt(D, PA, Ont)**

**Input:** corpus $D$ and vector of threshold values $PA$

**Output:** a light weight fuzzy domain ontology $\text{Ont}$

**Main Procedure:**

1. $\text{Ont} = \emptyset$
2. For each document $d \in D$ Do
   a) Construct text windows $w \in d$
   b) Remove stop words $su$ from $w$
   c) Perform POS tagging for each term $t_i \in w$
   d) Apply Porter stemming to each term $t_i$
   e) Filter specific linguistic patterns such as NN, AN, NVN, etc.
   f) Accumulate the frequency for $t_i \in w$ and the joint frequency for any pair $t_i, t_j \in w$
   g) If lower $\leq Freq(t_i) \leq$ upper, THEN $A = A \cup t_i$
3. For each term $t_i \in A$ Do $^*$ Concept Extraction $^*$
   a) compute its context vector $c_i$ using BLM, MI, JA, CP, KL, ECH, or NGD
   b) $C = C \cup c_i$
4. For each $c_i \in C$ Do $^*$ Concept Filtering - $\alpha$-cut $^*$
   a) IF $\exists t_i \in c_i : t_i(t_i) < \zeta$, THEN $C = C - c_i$
5. For each $c_i \in C$, $t_i \in A$ Do $^*$ Update $\text{RAC}$ relations $^*$
   a) IF $\mu_{c_i}(t_i) \geq \zeta$, THEN $\text{RAC} = \text{RAC} \cup (t_i, c_i)$
6. $\forall c_i \in C : \text{Compute } \text{Rel}(c_i, D_i)$
7. IF $\text{Rel}(c_i, D_i) < \infty$, THEN $C = C - c_i$, $^*$ Concept Pruning $^*$
8. Perform Dimensionality Reduction SVD
9. For each pair of concepts $(c_1, c_2) \in C$ Do
   a) Compute the taxonomy relation $(c_1, c_2)$ using $\text{Spec}(c_1, c_2)$
   b) IF $\mu_{\text{RCC}}(c_1, c_2) > \lambda$, THEN $\text{RCC} = \text{RCC} \cup (c_1, c_2)$
10. For each $(c_1, c_2) \in \text{RCC}$ Do $^*$ Taxonomy Pruning $^*$
    a) IF $\mu_{\text{RCC}}(c_1, c_2) < \mu_{\text{RCC}}(c_1, c_2)$, THEN $\text{RCC} = \text{RCC} - (c_1, c_2)$
   b) IF $\exists \text{Path}(c_1 \rightarrow c_2, \ldots, c_i \rightarrow c_j)$ AND $\mu_{\text{RCC}}(c_1, c_j) \leq \min\{\mu_{\text{RCC}}(c_1, c_1), \mu_{\text{RCC}}(c_2, c_j), \ldots, \mu_{\text{RCC}}(c_i, c_j)\}$, THEN $\text{RCC} = \text{RCC} - (c_1, c_j)$
11. $\text{Ont} = \langle A, C, \text{RAC}, \text{RCC} \rangle$
12. RETURN $\text{Ont}$

Fig. 4. The fuzzy domain ontology extraction algorithm.
5 APPLICATION TO E-LEARNING

In an e-Learning environment, learners are often encouraged to reflect what they have learned by writing online journals or sharing their ideas via an online discussion board. Usually, an instructor or other fellow students will reply a new message, and hence, generating multiple threads of messages for each new message posted. If the instructor wants to know the current learning status of their students, she needs to spend a lot of time to browse through all the threads of messages to analyze the contents. Given the fact that humans’ cognitive power is quite limited, such a mental analysis process is very time consuming, and it is very unlikely that the instructor can complete the analysis task on the fly (i.e., when a lecture or tutorial is in progress). To alleviate such a problem and to facilitate adaptive teaching and learning, we can apply the fuzzy domain ontology discovery algorithm to automatically extract and visualize the concept maps representing an individual or a group of learners’ knowledge structure. Based on the concept maps, the instructor can examine whether the existing concepts have been thoroughly internalized by her students or not, and then she can decide which topics should be covered next.

Fig. 5 depicts the concept map about “Knowledge Management,” and the other subconcepts such as knowledge discovery, knowledge capture, intellectual capital, business management, and so on. For readability reason, stemming is not performed for our demonstration examples. The corresponding OWL statements generated by our system are shown in Fig. 6. It should be noted that we use the (rel) attribute of the <rdfs:comment> tag to describe the membership of a fuzzy relation (e.g., the superclass/subclass relationship). As the size of each node on the concept map is fixed, some of the characters of the concept labels are truncated (Fig. 5). The number attached to a link connecting each pair of concepts shows the strength of the corresponding subconcept/superconcept relationship. When a node at the second level is clicked, all the subconcepts below the current node will be displayed. For instance, when the instructor clicks the “knowledge capture” node (i.e., the node with the number “3” on the top right-hand corner), the subconcepts under this node will be displayed as demonstrated in Fig. 7. The number attached to the top right-hand corner of a node indicates the number of levels below the current node. The user is provided with the option to save the concept map and the corresponding OWL file to a local disk to facilitate learning from the peers.

As a fuzzy domain ontology may contain hundreds of nodes, it may be difficult to display all the concepts in one single concept map. We adopt a linearization procedure [53] to generate the concept maps for each main concept when the number of nodes in an ontology exceeds 100. Basically, each node can be seen as the root concept of an individual concept map. We are examining using other tools such as OntoSphere [2] to visualize a complex ontology using a 3D display. Our prototype system was developed using Java (J2SE v 1.4.2), Java Server Pages (JSP) 2.1, and Servlet 2.5. For the implementation of SVD for our term space reduction, we employed the publicly available Java toolkit called GAP. Our prototype system was developed using Java (J2SE v 1.4.2), Java Server Pages (JSP) 2.1, and Servlet 2.5. For the implementation of SVD for our term space reduction, we employed the publicly available Java toolkit called GAP. For the visualization of the concept maps, we developed our visualization module based on the Java-based shareware TouchGraph. Our prototype system is operated under Apache Tomcat 6.0 Web server.

6 SYSTEM EVALUATION

6.1 Evaluation Metrics

We try to evaluate the automatically generated concept maps by comparing them with the maps developed by human experts. Our first evaluation metric is developed based on the Generalized Distance Ratio (GDR) method [29]. The GDR measure is the generalization of Langfield-Smith and Wirth’s metric [20], and it has been widely used to quantitatively evaluate concept maps in the fields of education, operational research, and strategic management [29]. The GDR measure aims at comparing concept maps by using all the available information encoded in the maps. Specifically, the GDR measure considers three types of difference: 1) existence or nonexistence of elements (nodes), 2) existence and nonexistence of beliefs (arcs), and

3) identical beliefs (arcs) with different strengths (i.e., the membership of our fuzzy relation $R_{CC}$).

Originally, the GDR metric has five parameters such as $\alpha$, $\beta$, $\gamma$, $\varepsilon$, and $\delta$ to deal with different kinds of map comparisons [29]. We contextualize the GDR metric to meet our specific map comparison requirements by employing the following parameter values: $\alpha = 1$ (no account for node self-influence), $\beta = \varepsilon = 1$ (the weights of arcs falling in the unit interval [0, 1]), $\gamma = 1$ (two arcs are considered different if the connecting pair of nodes are not the same), $\delta = 0$ (no consideration of polarity change). The adapted GDR values fall in the unit interval for the comparison of any two maps. The adapted Generalized Distance Ratio (DR) measure is defined as follows:

$$DR(A, B) = \frac{\sum_{i=1}^{p} \sum_{j=1}^{p} \text{diff}(i, j)}{p^2 + 2p_{c}(p_{a} + p_{b}) + p_{a}^2 + p_{b}^2 - (p_{c} + p_{a} + p_{b})},$$

where $A$ and $B$ are two extended adjacency matrices of size $p$. The term $a_{ij}$ (or $b_{ij}$) is the value of the $i$th row and $j$th column of ($A$ or $B$), $P_{c}$ is the set of nodes common to both maps, $P_{a} = |P_{a}|$ is the cardinality of the set $P_{a}$, $P_{a}A$ is the number of unique nodes of map $A$, and $p_{aB}$ is the number of unique nodes of map $B$.

We also employ standard measures such as recall, precision, and the F-measure developed in the field of IR [39] to evaluate the concept maps. In particular, we develop ontology recall $Ont_{Recall}$, ontology precision $Ont_{Precision}$, and ontology F-measure $Ont_{F}$ as follows:

$$Node_{Recall} = \frac{|N_{M_{k}} \cap N_{M_{s}}|}{|N_{M_{s}}|},$$

$$Link_{Recall} = \frac{|L_{M_{k}} \cap L_{M_{s}}|}{|L_{M_{s}}|},$$

$$Link_{Precision} = \frac{|L_{M_{k}} \cap L_{M_{s}}|}{|L_{M_{s}}|},$$

$$Ont_{Recall} = \omega_{R} \times Node_{Recall} + (1 - \omega_{R}) \times Link_{Recall},$$

$$Ont_{Precision} = \omega_{P} \times Node_{Precision} + (1 - \omega_{P}) \times Link_{Precision},$$

$$F_{\eta} = \frac{(1 + \eta^2)Precision \times Recall}{\eta^2Precision + Recall},$$

where $N_{M_{k}}$ and $N_{M_{s}}$ represent the set of nodes found from the concept map created by human experts and that generated by our system, respectively. Similarly, $L_{M_{k}}$ and $L_{M_{s}}$ are the set of links encoded on the concept map drawn by human experts and the concept map generated by our system, respectively. In fact, the set of links can easily be identified from the adjacency matrices which encode concept maps. In particular, only the upper half or the lower half of each matrix needs to be traversed to construct a link set. The parameter $\omega_{R}$ is used to compute the ontology recall based on a weighted sum of the node recall and link recall, respectively. Similarly, $\omega_{P}$ is used to tune the ontology precision measure. For the experiments presented in this paper, we adopt $\omega_{R} = \omega_{P} = 0.5$. The standard F-measure is shown in (31) [49]. If we assume that precision is as important as recall (i.e., $\eta = 1$), the ontology F-measure $Ont_{F}$ is defined by

$$Ont_{F} = \frac{2 \times Ont_{Precision} \times Ont_{Recall}}{Ont_{Precision} + Ont_{Recall}}.$$  

### 6.2 Benchmark Tests

The TREC-AP, which comprises the Associated Press (AP) newswires covering the period from 1988 to 1990, is the benchmark corpus used for our experiments [37]. We used a TREC topic description and at most five relevant TREC-AP documents associated with the particular topic to simulate the online messages generated from an e-Learning platform. A human expert (a postdoctoral researcher in the field of banking and finance) was recruited to read the topic description as well as the associated relevant documents so that she could draw a concept map illustrating the main concepts and propositions for each of the TREC topic. These concept maps become the benchmark for comparison with the system generated concept maps based on the metrics developed in Section 6.1. For each experimental run, we manipulated different system parameters to test different aspects of our system. We selected TREC topics 1 to 10 and topics 41 to 50 for our experiments since each of these topics has at least five relevant documents. For instance, TREC topic 49 is about “who’s working with Supercomputers.”
**Experiment 1.** The purpose of the first experiment is to test the effectiveness of the concept extraction/pruning thresholds. We used the BMI method (2) for concept extraction and the standard fuzzy conjunction operation (14) for fuzzy relation extraction. Other parameters included $\beta = 0.672$ [22] and $\lambda = 0.093$. The noun phrase patterns “Noun Noun” were used for all the experiments discussed in this paper. We used other five domains (entertainment, education, humanity, sport, and arts) as the basis to compute the concept relevance scores during concept pruning. Each domain consists of the first 1,000 Web pages retrieved via the Google Search API.\(^6\) When the domain frequency $\text{Dom}(c_i, D_k)$ was calculated for the TREC-AP domain, we converted the document basis to 1,000 as well. The average number of concept nodes generated and the average ontology F-measure achieved over the 20 TREC domains under various combinations of generated and the average ontology F-measure achieved 1,000 as well. The average number of concept nodes generated by our system would be reduced dramatically. It indicates that our concept pruning mechanism can work effectively. From Fig. 9, it is shown that the best ontology F-measure could be achieved if $\varsigma$ and $\varpi$ are set to the ranges [0.35, 0.45] and [0.4, 0.6], respectively. The reason is that most noisy concepts will be filtered out under such a combination; setting higher threshold values could not lead to the best performance either because many important domain concepts were pruned.

**Experiment 2.** The objective of this experiment is to evaluate the effectiveness of different concept extraction methods such as BMI, JA, CP, KL, ECH, and NGD illustrated in Section 4.1. When different methods are applied, the underlying terms and the term weights $\mu_{c_k}(t)$ associated with a concept may be different. Such a difference can be realized when we apply (22) or (14) to compute the fuzzy relations between concepts because both of the metrics will compare the concepts based on their underlying semantics (e.g., the composing terms and their weights). We adopted the same system parameters as in experiment one. The average link precisions achieved by various concept extraction methods under different extraction threshold values $\varsigma = [0, 0.5]$ are plotted in Fig. 10. In general, the link precision is improved when higher concept extraction threshold is used because less noisy terms will be used to construct the corresponding concept vectors. As shown in Fig. 10, the BMI method outperforms the other methods in terms of average link precision most of the time (e.g., from $\varsigma = 0.25$ to $\varsigma = 0.5$).

**Experiment 3.** We also examined the effectiveness of (22) and (14) which were used to estimate the strength of a concept specialization relation $\mu_{R_{\text{CC}}}(c_x, c_y)$ given any two concepts $c_x, c_y$. In this experiment, we used the BMI concept extraction method and we set the parameters $\varsigma = 0.431$ and $\varpi = 0.512$; other parameters remained the same as before. In the first run, we used the standard fuzzy conjunction operator (14) for concept map generation; the second run involved the structural similarity SSIM method (22) under the same conditions. The parameters of the SSIM method were $Q_1 = 0.026$, $Q_2 = 0.459$, and $Q_3 = 0.344$. A topic-by-topic comparison in terms of ontology precision, ontology recall, ontology F-measure, and DR are tabulated in Tables 1 and 2, respectively. The second and the third columns refer to the number of concept nodes and concept relations generated by the system. By testing the hypotheses: $H_{\text{Null}} : \mu_{\text{SSIM}} - \mu_{\text{Fuzzy}} = 0$ and $H_{\text{Alternative}} : \mu_{\text{SSIM}} - \mu_{\text{Fuzzy}} > 0$ with

---

\(^6\) http://code.google.com/apis/soapsearch/.
paired one-tail t-test on the F-measure scores obtained from the 20 TREC-AP topics, the null hypothesis is rejected ($t(19) = 3.067, p < 0.01$). Therefore, it is confirmed that the SSIM method (22) for concept relation extraction is more effective than the method using standard fuzzy conjunction operator (14). As can be seen, the average distance between the maps generated by our system and the maps drawn by the domain expert is 0.285 only. It means that the concept maps produced by our system closely resemble the maps constructed by the domain expert.

6.3 Field Tests
Field tests were conducted to verify the quality of the concept maps generated by our system. The subjects were a group of postgraduate students taking a Knowledge Management course. These subjects learned about concept mapping in their classes. At the end of a lecture, subjects were told to reflect the main concepts they learned from the class by writing short messages on an online discussion forum. The time given to them to write the messages was limited to 10 minutes for each class. After the subjects had finished their reflection, the concept map generation tool was invoked to automatically construct the concept maps representing the group’s perception about the concepts covered in the lecture. We employed the BMI method for concept extraction and the SSIM method for relation extraction. Other system parameters were the same as those used in experiment three. Each subject was given another 10 minutes to browse through the concept maps generated by the system, and then they would answer a questionnaire. Our questionnaire was developed based on the instrument employed in [5]. It included the assessment of five factors: Accuracy, Cohesiveness, Isolation, Hierarchy, and Readability.

A five-point semantic differential scale from very good (5), good (4), average (3), bad (2), to very poor (1) is used to measure the dependent variables. In general, a score close to 5 indicates that the automatically generated concept map is with good quality and it can reflect what the group perceived about the subject topic. The results of the field tests are shown in Table 3. The second column indicates the number of subjects involved in a field test, the third and the fourth columns show the number of concepts nodes and links automatically generated by the system, and the fifth column shows the time (in minutes) spent on generating the concept maps. The overall mean scores for accuracy, cohesiveness, isolation, hierarchy, and readability are 4.23, 4.22, 4.15, 4.31, and 3.95, respectively. For most of the dependent variables, the overall mean score is above 4 except the readability issue. The reason for a bit lower score in readability may be that our programmer used a small fixed size rectangle to represent concept node. The time taken to generate the concept map (including the underlying OWL statements) on our Web server varied from 1.3 to 1.8 minutes. This result indicates that it is feasible for instructors to invoke such a tool to analyze students’ understanding about a subject topic on the fly.

7 RELATED RESEARCH
There is a large number of educational intermediaries storing metadata descriptions for various learning resources to facilitate educational knowledge management [34]. In order to ensure effective communications between the users and the learning resources, automatic discovery of the taxonomies of these learning resources is required. A data mining approach was proposed to discover the relations of the metadata describing the various learning resources. A graph-based clustering algorithm was applied to extract meaningful concepts for the learning resources and to identify the relations among the concepts. Our work aims at extracting and visualizing the concept maps based on the online messages created by the learners rather than discovering the ontology of educational resources. We employ a hybrid lexico-syntactic and statistical learning method rather than a computationally expensive graph-based approach for ontology extraction.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Node</th>
<th>Link</th>
<th>Ontology Recall</th>
<th>Ontology Precision</th>
<th>Ontology F-measure</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>116</td>
<td>0.763</td>
<td>0.474</td>
<td>0.585</td>
<td>0.267</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>95</td>
<td>0.733</td>
<td>0.568</td>
<td>0.640</td>
<td>0.215</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>91</td>
<td>0.691</td>
<td>0.615</td>
<td>0.651</td>
<td>0.199</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>90</td>
<td>0.691</td>
<td>0.522</td>
<td>0.595</td>
<td>0.244</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>88</td>
<td>0.765</td>
<td>0.409</td>
<td>0.533</td>
<td>0.324</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>115</td>
<td>0.673</td>
<td>0.287</td>
<td>0.402</td>
<td>0.418</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>131</td>
<td>0.688</td>
<td>0.419</td>
<td>0.521</td>
<td>0.297</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>93</td>
<td>0.754</td>
<td>0.527</td>
<td>0.620</td>
<td>0.213</td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>87</td>
<td>0.712</td>
<td>0.540</td>
<td>0.614</td>
<td>0.254</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>98</td>
<td>0.731</td>
<td>0.388</td>
<td>0.507</td>
<td>0.387</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>89</td>
<td>0.634</td>
<td>0.292</td>
<td>0.400</td>
<td>0.318</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>81</td>
<td>0.625</td>
<td>0.370</td>
<td>0.465</td>
<td>0.329</td>
</tr>
<tr>
<td>13</td>
<td>23</td>
<td>85</td>
<td>0.711</td>
<td>0.694</td>
<td>0.702</td>
<td>0.157</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>96</td>
<td>0.600</td>
<td>0.375</td>
<td>0.462</td>
<td>0.330</td>
</tr>
<tr>
<td>15</td>
<td>40</td>
<td>97</td>
<td>0.727</td>
<td>0.412</td>
<td>0.526</td>
<td>0.279</td>
</tr>
<tr>
<td>16</td>
<td>22</td>
<td>109</td>
<td>0.754</td>
<td>0.395</td>
<td>0.518</td>
<td>0.303</td>
</tr>
<tr>
<td>17</td>
<td>48</td>
<td>89</td>
<td>0.736</td>
<td>0.315</td>
<td>0.441</td>
<td>0.321</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>85</td>
<td>0.667</td>
<td>0.353</td>
<td>0.462</td>
<td>0.362</td>
</tr>
<tr>
<td>19</td>
<td>16</td>
<td>101</td>
<td>0.683</td>
<td>0.277</td>
<td>0.394</td>
<td>0.346</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>87</td>
<td>0.806</td>
<td>0.333</td>
<td>0.472</td>
<td>0.356</td>
</tr>
</tbody>
</table>

Avg. 20.5 96.15 0.707 0.428 0.526 0.296

<table>
<thead>
<tr>
<th>Topic</th>
<th>Node</th>
<th>Link</th>
<th>Ontology Recall</th>
<th>Ontology Precision</th>
<th>Ontology F-measure</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>117</td>
<td>0.748</td>
<td>0.464</td>
<td>0.572</td>
<td>0.272</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>97</td>
<td>0.721</td>
<td>0.536</td>
<td>0.615</td>
<td>0.231</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>90</td>
<td>0.704</td>
<td>0.633</td>
<td>0.667</td>
<td>0.190</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>93</td>
<td>0.676</td>
<td>0.495</td>
<td>0.571</td>
<td>0.258</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>85</td>
<td>0.766</td>
<td>0.424</td>
<td>0.545</td>
<td>0.316</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>116</td>
<td>0.633</td>
<td>0.267</td>
<td>0.376</td>
<td>0.429</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>125</td>
<td>0.738</td>
<td>0.472</td>
<td>0.576</td>
<td>0.270</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>90</td>
<td>0.769</td>
<td>0.556</td>
<td>0.645</td>
<td>0.199</td>
</tr>
<tr>
<td>9</td>
<td>19</td>
<td>88</td>
<td>0.727</td>
<td>0.545</td>
<td>0.623</td>
<td>0.251</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>93</td>
<td>0.750</td>
<td>0.419</td>
<td>0.538</td>
<td>0.367</td>
</tr>
<tr>
<td>11</td>
<td>41</td>
<td>86</td>
<td>0.683</td>
<td>0.329</td>
<td>0.444</td>
<td>0.302</td>
</tr>
<tr>
<td>12</td>
<td>42</td>
<td>74</td>
<td>0.687</td>
<td>0.446</td>
<td>0.541</td>
<td>0.289</td>
</tr>
<tr>
<td>13</td>
<td>43</td>
<td>82</td>
<td>0.735</td>
<td>0.744</td>
<td>0.739</td>
<td>0.131</td>
</tr>
<tr>
<td>14</td>
<td>44</td>
<td>99</td>
<td>0.583</td>
<td>0.354</td>
<td>0.440</td>
<td>0.342</td>
</tr>
<tr>
<td>15</td>
<td>45</td>
<td>86</td>
<td>0.764</td>
<td>0.488</td>
<td>0.596</td>
<td>0.243</td>
</tr>
<tr>
<td>16</td>
<td>46</td>
<td>101</td>
<td>0.772</td>
<td>0.436</td>
<td>0.557</td>
<td>0.283</td>
</tr>
<tr>
<td>17</td>
<td>47</td>
<td>86</td>
<td>0.763</td>
<td>0.337</td>
<td>0.468</td>
<td>0.310</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>83</td>
<td>0.689</td>
<td>0.373</td>
<td>0.484</td>
<td>0.351</td>
</tr>
<tr>
<td>19</td>
<td>49</td>
<td>93</td>
<td>0.732</td>
<td>0.323</td>
<td>0.448</td>
<td>0.324</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>82</td>
<td>0.806</td>
<td>0.354</td>
<td>0.492</td>
<td>0.345</td>
</tr>
</tbody>
</table>

Avg. 20.5 93.25 0.722 0.449 0.547 0.285
There was also research work discussing the general ideas of automatically extracting ontologies from teaching documents although the actual implementation of the proposal was missing [18]. Previous work had also employed the Term Frequency Inverse Document Frequency (TFIDF) heuristic developed from the field of IR to extract prominent concepts from electronic messages generated in e-Learning [52]. A knowledge density score was developed based on the TFIDF term weighting formula to assess the extent of contribution to online knowledge sharing by individuals. Our document parsing approach also employs TFIDF and other linguistic pattern recognition method to extract concepts from text. In addition, we deal with the automatic construction of a taxonomy of concepts as well.

The FOGA framework for fuzzy ontology extraction has been reported [48]. The FOGA framework consists of fuzzy formal concept analysis, fuzzy conceptual clustering, fuzzy ontology generation, and semantic representation conversion. The notions of formal context and formal concept have been fuzzified by introducing the respective membership functions. The FOGA framework is evaluated in a small citation database. Our method discussed in this paper differs from the FOGA framework in that a more compact representation of fuzzy domain ontology is developed. Our proposed method is based on the theory developed in computational linguistic and our computational algorithm is developed with respect to the concept of fuzzy relations. Our proposed method is validated with respect to a larger benchmark corpus and a field test.

A fuzzy ontology which is an extension of the crisp domain ontology was utilized for news summarization purpose [25]. In this semiautomated ontology discovery approach, the domain ontology about various events covered by some net news was manually developed by human domain experts. The main function of the automatic fuzzy inference mechanism was to generate the membership degrees (classification) for each event with respect to the fuzzy concepts defined in the fuzzy ontology. The standard triangular membership function was used for the classification purpose. The method discussed in this paper is a fully automatic fuzzy domain ontology discovery approach. There is no predefined fuzzy concepts and taxonomy of concepts, instead our fuzzy domain ontology extraction method will automatically discover the concepts and generate the taxonomy relations.

An ontology mining technique was proposed to extract patterns representing users’ information needs [26]. The ontology mining method comprised two parts: the top backbone and the base backbone. The former represented the relations between compound classes of the ontology.

The latter indicated the linkage between primitive classes and compound classes. The Dempster-Shafer theory of evidence model was applied to extract the relations among classes. The research work presented in this paper focuses on fuzzy domain ontology discovery rather than the discovery of crisp ontology representing users’ information needs. Instead of using Dempster-Shafer theory of evidence, our concept extraction method is underpinned by information theoretic approaches such as mutual information.

Sanderson and Croft [40] proposed a document-based subsumption induction method to automatically derive a hierarchy of terms from a corpus. In particular, the subsumption relations among terms were developed based on the co-occurrence of terms in the documents of a corpus. An artificial threshold was required to define a cutoff point to determine the specificity relation between terms. Our method differs from their work in that we are dealing with the more challenging task of concept hierarchy extraction rather than term relationship extraction. In addition, our method extends their concept extraction approach in that the co-occurrence of terms is derived based on a moving text window rather than the whole document to reduce the chance of generating noisy subsumption relations.

An ontology discovery approach was proposed to improve domain ontologies by mining the hidden semantics from text [8]. The learning approach was based on self-organizing map (SOM). The SOM approach was illustrated with reference to the tourism domain and a field test based on the largest Austrian tourism Web site was conducted to validate the ideas. Our ontology extraction method is based on context-sensitive text mining and fuzzy relation construction rather than using SOM. Moreover, we employ the notion of fuzzy ontology rather than crisp ontology to explicitly model the uncertainty arising in automated ontology extraction.

8 CONCLUSIONS AND FUTURE WORK

With the increasing number of online messages generated from interactive e-Learning environments, instructors are often overwhelmed. As a result, adaptive teaching and learning is difficult to achieve. This paper illustrates a novel concept map generation technique which is underpinned by a context-sensitive text mining method and a fuzzy domain ontology extraction algorithm. The proposed mechanism can automatically construct concept maps based on the messages posted to an online discussion board. With such an intelligent tool, instructors can quickly identify the learning status of their students, and hence, more suitable pedagogy can be developed for the subsequent lessons. Our initial experimental results show that the accuracy and the quality of the automatically generated concept maps are

### TABLE 3

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Subject</th>
<th>Node</th>
<th>Link</th>
<th>Time</th>
<th>Accuracy</th>
<th>Cohesiveness</th>
<th>Isolation</th>
<th>Hierarchy</th>
<th>Readability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Management</td>
<td>20</td>
<td>16</td>
<td>61</td>
<td>1.5</td>
<td>4.20</td>
<td>0.871</td>
<td>4.25</td>
<td>0.698</td>
<td>4.05</td>
</tr>
<tr>
<td>Knowledge Discovery</td>
<td>19</td>
<td>17</td>
<td>63</td>
<td>1.6</td>
<td>4.21</td>
<td>0.885</td>
<td>4.22</td>
<td>0.673</td>
<td>4.15</td>
</tr>
<tr>
<td>Knowledge Sharing</td>
<td>22</td>
<td>21</td>
<td>79</td>
<td>1.8</td>
<td>4.25</td>
<td>0.626</td>
<td>4.17</td>
<td>0.759</td>
<td>4.16</td>
</tr>
<tr>
<td>Knowledge Capture</td>
<td>20</td>
<td>18</td>
<td>55</td>
<td>1.5</td>
<td>4.33</td>
<td>0.678</td>
<td>4.35</td>
<td>0.622</td>
<td>4.29</td>
</tr>
<tr>
<td>Knowledge Application</td>
<td>18</td>
<td>16</td>
<td>59</td>
<td>1.3</td>
<td>4.17</td>
<td>0.654</td>
<td>4.09</td>
<td>0.827</td>
<td>4.11</td>
</tr>
<tr>
<td>Average</td>
<td>17.60</td>
<td>63.40</td>
<td>1.54</td>
<td>4.23</td>
<td>0.743</td>
<td>4.22</td>
<td>0.716</td>
<td>4.15</td>
<td>0.792</td>
</tr>
</tbody>
</table>
promising. Future work involves a larger scale of field test for the concept map generation mechanism. Other text mining methods will also be explored to improve our fuzzy domain ontology extraction method.
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